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Abstract—Contribution: A novel proactive and collaborative
learning paradigm was proposed to engage learners with different
backgrounds and enable effective retention and transfer of the
multidisciplinary AI-cybersecurity knowledge. Specifically, the
proposed learning paradigm contains: 1) an immersive learning
environment to motivate the students for exploring artificial
intelligence (AI)/machine learning (ML) development in the
context of real-world cybersecurity scenarios by constructing
learning models with tangible objects, and 2) a proactive ed-
ucation paradigm designed with the use of collaborative learning
activities based on game-based learning and social constructivism.

Background: Increasing evidence shows that AI techniques
can be manipulated, evaded, and misled, which can result in
new and profound security implications. There is an education
and training gap to foster a qualified cyber-workforce that
understands the usefulness, limitations, and best practices of AI
technologies in cybersecurity domain. Efforts have been made to
incorporate a comprehensive curriculum to meet the demand.
There still remain essential challenges for effectively educating
students on the interaction of AI and cybersecurity.

Intended Outcomes: A novel proactive and collaborative learn-
ing paradigm is proposed to educate and train a qualified cyber-
workforce in this new era where security breaches, privacy
violations, and AI have become commonplace.

Application Design: The development of this learning paradigm
is grounded in the pedagogical approaches of technology-
mediated learning and social constructivism.

Findings: Although the research work is still ongoing, the
prototype learning paradigm has shown encouraging results in
promoting the learners’ engagement in applied AI learning.

Index Terms—Artificial intelligence, machine learning, cyber-
security, education.

I. INTRODUCTION

THE phenomenal growth of AI techniques, especially
ML, has great impacts on all aspects of human life.

Examples include autonomous and semi-autonomous security
systems that are demonstrating impressive promises for in-
creasing awareness, reacting in real-time, and improving the
overall effectiveness [1]–[3]. According to VynZ Research,
the global AI in cybersecurity market reached 12 billion USD
in 2020 and will grow to 30.5 billion USD in 2025 [4].
However, increasing evidence shows that AI techniques can
be manipulated, evaded, and misled, which can result in new
and profound security implications [5], [6]. While prominent
research progress has been made in understanding the trust and
security of AI techniques [7], there is an education and training
gap to foster a qualified cyber-workforce that understands the
usefulness, limitations, and best practices of AI technologies

in cybersecurity domain. Recent reports also indicate that such
an education gap will throttle aspirations in the advance of AI
and intensify the shortage problem in cybersecurity workforce
[8]–[10].

Efforts have been made to incorporate a comprehensive
curriculum to meet the demand. However, there still contain
essential challenges for effectively educating students on the
interaction of AI and cybersecurity. Examples include: (1) due
to the emerging and growing features of AI technologies and
zero-day exploits, the integration of AI and cybersecurity tech-
nologies are rapidly and dynamically evolving; (2) students
may have very diverse knowledge backgrounds, ranging from
conventional information technology to data science, inducing
various needs for inspiring skill and interaction engagement;
and (3) while significant studies have been developed in
understanding AI/ML-specific threats, most of the existing
research focuses on computer vision domain with limited
efforts made in the cybersecurity domain that is complex
and rife with adversaries. In this research, to address these
challenges, the researchers aim to educate and train a qualified
cyber-workforce in this new era where security breaches,
privacy violations, and AI have become commonplace. In
the current state of work, the researchers have developed a
Minecraft-based immersive learning environment for AI/ML
development in cyber security domain. The researchers have
also designed team-based tasks via the proposed Minecraft-
based immersive learning environment by exploring game-
based learning and social constructivism theories, which is
a critical step for developing the game-based proactive and
collaborative learning paradigm with hackathon activities.

The rest of the paper is organized as follows. Section
II introduces the background and related work. The system
design is elaborated in detail in Section III. The system
deployment results are presented in Section IV. The paper is
concluded in Section V with future work highlighted.

II. BACKGROUND AND RELATED WORK

Statistical ML algorithms have been extensively used in the
field of cybersecurity, such as spam detection [11], malware
detection [12], and network intrusion detection [13]. The rise
of deep learning (DL) approaches offers a promising direction
in discovering sophisticated and unseen attack patterns [14].
While the benefits of DL are immense, the black-box nature
of DL casts doubts in the decision-making process. More
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importantly, when the new intelligent component is applied to
an existing cybersecurity system, it increases the attack surface
and is subjected to additional attacks. A typical ML workflow
starts with data collection, followed by data pre-processing
to clean up the noises, normalize the scales, and manage
the missing data. Feature selection and feature engineering
are often needed before feeding the training data to various
ML algorithms. Since there is no single model that fits all,
inference models are evaluated on the validation data and
the best model will be selected to predict unseen new data.
When the performance deteriorates, the model update will be
triggered to retrain the model. Every step of the ML process
is subjected to attacks, as detailed in the next paragraph.

Recently, adversarial attacks on ML techniques, especially
DL systems, received much attention from both the AI and
the security communities [5], [15], [16]. For data acquisition
and prepossessing, various attacks were proposed to mislead
the classifier using data poisoning attacks [17], [18]. Likewise,
feature selections could be reduced to impair the accuracy of
ML algorithms [19]. A significant portion of the work in ad-
versarial attacks was targeting the ML algorithms themselves.
Adversarial perturbations were generated in the direction of
the gradient to attack the models, such as FGSM [20] and
JSMA [21]. Attacks could also be launched to degrade the
confidence scores of the classifiers, such as the ZOO attack
presented in [22]. Decisions could also be confused if the
attackers feed the system with adversarial examples crafted
with Generative Adversarial Network (GAN) techniques [23].
The above-described attacks are well discussed in the context
of computer vision and natural language processing. More
studies are needed to understand how these attacks impact the
security of a system. Given that cybersecurity problems are
often manifested in the form of binary classifiers, attacks on
AI/ML-driven security systems will be even more dangerous
because attacks on one model can be easily transferred to
another model in the case of binary classifications [24].

From an education perspective, new technologies are in-
creasingly adopted to innovate teaching and learning. With re-
cent developments in the visualization and virtual reality (VR)
possess great potential in education and training [25], [26].
Various studies have been developed to apply VR technologies
to develop immersive learning environments in different fields,
including medicine, engineering, and construction. All of them
demonstrated valuable practices of applying VR in educa-
tion [27], [28]. However, the established work mainly focused
on teaching procedural, practical knowledge, and declarative
knowledge that can be benefited from the realistic surrounding
function of VR. In contrast, the AI-cybersecurity conjecture
has many abstract concepts and theories. Additionally, existing
work in VR often overlooked collaborative learning and social
connectivism, which are essential for staying current in rapidly
evolving information ecology [29].

In summary, the current research trend on AI and cyber-
security usually focuses on two different themes: the trust-
worthiness of AI systems and the application of AI in the
cybersecurity domain. While it is wise for the researchers to
have their own concentrations, it will be ill-advised to treat
AI and cybersecurity as two distinct subjects to educate the

next generation of scholars. In addition, existing curricula on
integrating AI and cybersecurity are often reactive in nature:
lectures and labs are created in response to known attacks.
A transformative approach is needed to educate the learn-
ers to become proactive thinkers and practitioners. Although
innovative technologies, have been adopted in the education
domain, it is not yet clear how complex, dynamic, and abstract
disciplines can benefit from this innovative pedagogy.

III. SYSTEM DESIGN

The overview of the proposed virtual, proactive, and col-
laborative learning paradigm, which enables the innovative
integrated cybersecurity and AI/ML curriculum, is illustrated
in Fig. 1. As shown in Fig. 1, the proposed paradigm
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Fig. 1. Overview of the proposed virtual, proactive, and collaborative learning
paradigm.

mainly consists of two main components: (1) a cost-effective
immersive learning environment that motivates the students
to explore AI/ML development in the context of real-world
cybersecurity scenarios by constructing learning models with
tangible objects; and (2) a game-based proactive education
paradigm with the use of hackathon activities that engages
students with a diverse background to collaboratively for-
mulate AI/ML-specific threats and develop trustworthy and
robust AI/ML solutions in cybersecurity domain. In the current
stage of research, the researchers have been leveraging a
cost-effective Minecraft platform to develop an immersive
learning environment where the learners are able to proactively
investigate the insights of the emerging AI/ML concepts by
constructing related learning modules via interacting with
tangible AI/ML building blocks in different cybersecurity
application scenarios. The development achievement for the
proposed immersive learning environment mainly consists of
ML tangible module development and cybersecurity scenario
module design. Additionally, the researchers have designed
team-based tasks for deploying the proposed immersive learn-
ing environment via game-based activities, which is the early-
stage development for the realization of the proposed game-
based proactive and collaborative learning paradigm with
hackathon activities.

A. ML Tangible Module Development

In the proposed ML tangible module development, the
building blocks are developed to represent primitive units
with different degrees of granularity. The interaction between
the building blocks throughout the AI/ML workflow is also
visualized to the learners for their individual or collaborative
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investigation. In the current version of the immersive learning
environment, the individual and interactive investigation is
supported and the learning modules include 1) a logistic
regression module, 2) different neural network modules in-
cluding fully-connected neural network, convolutional neural
network, recurrent neural network, autoencoder, and genera-
tive adversarial networks, and 3) deep reinforcement learning
module.

1) Logistic Regression Module: As illustrated in Fig. 2, in
the proposed immersive learning environment that is devel-
oped by leveraging MCPI API [30] and PythonTool Mod [31],
the learners are able to select a dataset from the multiple
available datasets and develop a logistic regression model
with tangible building blocks by customizing the hyperparam-
eters of the building blocks and the settings of the learning
procedure via the interactive text-based user interface. The
selected dataset can be visualized in the proposed learning
environment. Additionally, the critical parameters of the logis-
tic regression model during training and testing procedures,
such as weights and bias, are also visualized via a color
scale. Further, to enhance the transparency of the training and
testing procedure, the decision boundary during the training
and testing can also be visualized in real time. By using the de-
cision boundary visualization, the learners are able to achieve
more insights about the impact of different parameters and
hyperparameters on the performance of the realized learning
model.

Visualization of logistic regression 

model with tangible building blocks

User interface for customizing 

building blocks and ML procedure

Color scale for visualizing 

critical parameters of logistic 

regression model

Visualization of data with 

decision boundary

Fig. 2. Screenshot of immersive learning environment for developing logistic
regression model and explanations.

2) Neural Network (NN) Modules: In the learning envi-
ronment, the researchers also integrate the development of
different NN modules that have been widely adopted for
different applications in cybersecurity domain.

a) Fully-Connected Neural network (FCNN): As illus-
trated in Fig. 3, while integrating the development of FCNN
model in the learning environment, the researchers also explore
another type of user interface where the learners are able
to customize building blocks and ML procedure by setting
the switches on a control panel instead of typing any text.
While enabling the development of FCNN, the researchers
noticed that the immersive learning platform has limitations
on supporting multiple learners for collaborative investigation
and on supporting the development of ML modules with
high complexity and scalability. To address the limitations,
the researchers explore alternative strategies to realize an
immersive learning environment by leveraging flask server,
Bukkit server, and Spigot API. The two screenshots of the
immersive learning environment using this new strategy with
different angles are shown in Fig. 4. In this environment,
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Fig. 3. Screenshot of immersive learning environment for developing FCNN
model and explanations.
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Fig. 4. Screenshots of an immersive learning environment with a new strategy
for developing FCNN model via two different angles.

there are tangible building blocks whose concepts are provided
via the associated colors and tags. For example, a building
block can be used for realizing a Dense layer with Sigmoid or
Softmax activation functions. In this environment, the learners
are able to: (1) select the tangible building blocks based on
the colors and the tags associated with the available building
blocks; (2) interact with the selected tangible building blocks
with different granularities; and (3) develop the ML models
by stacking the building blocks.

b) Convolutional Neural Network (CNN): As shown in
Fig. 5, the representation of an immersive learning envi-
ronment for developing a CNN model is very similar to
the screenshots in Fig. 4. The main difference is that the
researchers integrate the additional visualization mechanism
for enhancing the learners’ experience on CNN development.
The additional visualization mechanism includes visualizing
the kernel weights and feature maps associated with the
convolutional layers. Figure 6 shows a screenshot by zooming
in on the outputs of the visualization mechanism in Fig. 5.

c) Recurrent Neural Network (RNN): The screenshot of
the immersive learning environment for developing a Long
short-term memory (LSTM)-based RNN model is shown in
Fig. 7. The visualization mechanism is designed for visualizing
the gate outputs and the hidden states.
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Fig. 5. Screenshot of immersive learning environment for developing a CNN
model with the outputs of visualization mechanism on the top.

Fig. 6. Screenshot of the outputs of the visualization mechanism of developing
a CNN for a classification task: Left: visualization of feature maps after given
epochs, and Right: visualization of kernel weights after given epochs.

(a)

(b)

Fig. 7. Screenshots with different viewpoints of immersive learning environ-
ment for developing an LSTM-based RNN model.

d) Autoencoder: The screenshot of the immersive learn-
ing environment for developing an autoencoder model is
shown in Fig. 8. The outputs of the visualization mechanism,
as shown in Fig. 8, include the reconstructed data with
different hyperparameters and parameters.

Fig. 8. Screenshot of immersive learning environment for developing an
autoencoder model with the outputs of visualization mechanism on the top.

e) Generative Adversarial Network (GAN): The screen-
shot of the immersive learning environment for developing a
GAN model is shown in Fig. 9. As shown in Fig. 9, the GAN

Fig. 9. Screenshot of immersive learning environment for developing a GAN
model.

model consists of a generator associated with the pink glass
block and a discriminator associated with the blue glass block.
The training of GAN is realized by triggering the generator
and discriminator blocks interactively. As shown in Fig. 10, the
outputs of the visualization mechanism include the generated
data with different hyperparameters and parameters.

3) Deep Reinforcement Learning (DRL): Considering that
DRL technologies have been widely applied for automating
cybersecurity-related operation systems, the researchers have
also been working on integrating DRL modules in the im-
mersive learning environment. To reduce the cognitive load of
the learners to work on this advanced topic and to further
enhance the learners’ learning experience, the researchers
have been exploiting imitation learning and interactive re-
inforcement learning techniques [32]–[36] as well as game-
based learning pedagogical principle to develop interactive
and practical application environment where the learners are
able to advance their understanding of DRL performance by
proactively interacting with the learning model. To realize this
goal, in the current development stage, the DRL application
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Fig. 10. Screenshot of immersive learning environment for developing a GAN
model with another angle, where the outputs of the visualization mechanism
are shown on the top.

environment and the DRL development with tangible building
blocks are realized in two different Minecraft/Unity platforms
that communicate with each other by leveraging the Flask
server. For realizing the DRL application environment in
Minecraft, the researchers leverage Spigot plugin to introduce
new commands to Minecraft to generate DRL-related visual-
izations. The Spigot plugin is developed in JAVA programming
language using Bukkit API [37] to realize functionalities on
Minecraft and using OKHttp3 API [38] to realize Web API
client functionalities. In the following, the researchers demon-
strate the functionalities of the proposed learning environment
for DRL learning in one of the game-based learning scenarios,
a self-driving car game. In this simplified self-driving car
game, the objective of the DRL module development is to
enable the car to run as fast as possible while avoiding
collisions. The action space consists of idle (i.e. keeping the
current speed and direction), accelerating, braking, turning left,
and turning right. The state space is currently designed to
include the absolute coordinates of the associated car and the
relative coordinates of the four neighboring cars. In this game,
the learners are encouraged to proactively explore different
DRL models, including deep Q-learning (DQN), by interacting
with the DRL models via different interaction approaches. In
one of the interaction approaches, the learners are able to
demonstrate the end-to-end learning trajectories, which will
be used as inputs of the DRL model. Some screenshots of the
environment are shown in Fig. 11.

B. Cybersecurity Scenario Module Design

To inspire learners to proactively explore the development of
emerging AI/ML technologies in the context of the cyber secu-
rity domain, the researchers have been working on developing
a cybersecurity-scenario module to generate and visualize
emerging real-world security threats by creatively integrating
real-world datasets and the datasets resembling real-world
applications with immersive scenes. One of the essential chal-
lenges is that cybersecurity-related datasets are usually associ-
ated with complex and/or large-scale systems that are difficult
to be visualized in Minecraft. To address this challenge, in the
current development stage, the researchers provide the learners
with the application scenario information via: 1) visualizing
the cybersecurity-related datasets and/or 2) visualizing the

(a) (b)

(c) (d)

Fig. 11. Screenshots of the proposed immersive learning environment for
proactively learning the DRL model in an interactive self-driving car game: (a)
applying the DRL model without any leaner input; (b) and (c) learner interacts
with the DRL model via demonstrating the end-to-end learning trajectories;
and (d) applying the learning model taking the learner demonstration as input.

critical information of the associated cybersecurity-related sys-
tems such as topology of the systems; and/or 3) visualizing DL
procedure while interacting with the systems. The researchers
are still working on investigating other practical solutions
to address the challenge and to provide the learners with
more immersive cybersecurity scenarios. In the following, the
researchers demonstrate the development achievement via two
developed cybersecurity scenarios where the learners are able
to proactively investigate the usefulness, limitations, and best
practices of the DL models in solving practical cybersecurity
problems.

1) Scenario 1: This scenario is developed to support the
learners to proactively explore the application of different
deep neural network (DNN) models to address different cyber
attacks by analyzing related benchmark datasets. To achieve
this goal, the researchers currently included CIC-IDS2017
which is an intrusion detection evaluation dataset [39], [40],
CIC-MalMem-2022 [41], [42] which is an obfuscated malware
dataset, and CIRA-CIC-DoHBrw-2020 which is a dataset con-
sisting of benign and malicious Domain Name System (DNS)
over HTTPS (DoH) traffic as well as non-DoH traffic [43],
[44]. The screenshot of the proposed immersive learning en-
vironment with this scenario is shown in Fig. 12. As illustrated

Fig. 12. A screenshot of the proposed immersive learning environment with
the first scenario.

in Fig. 12, in this scenario, the learners are able to selectively
visualize the tangible building blocks that will potentially
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be used for building the DNN models. The specifications
of the tangible building blocks are visualized with different
colors and description tags. Additionally, the learners can
select the available cybersecurity-related datasets by turning
on the associated switch. Based on the selected cybersecurity-
related dataset, the learners can proactively use the tangible
building blocks to construct the DNNs for the given task such
as attack detection and identification. The constructed DNN is
visualized in the environment with both coarse-grained settings
(i.e., only specifying the types of individual DNN layers)
and fine-grained settings (i.e., specifying the details of each
layer including hyperparameters). Furthermore, as illustrated
in Fig. 12, the application scenario is visualized by visualizing
datasets by employing t-SNE [45] and visualizing the DL pro-
cedure by plotting confusion matrices. The visualizations are
realized in the Minecraft platform by leveraging ImageOnMap
which is a Bukkit plugin [46].

To further enhance the visualization of the cybersecurity
scenarios and improve the immersive learning experiences of
the learners, the researchers are investigating extending the
2D visualization of the cybersecurity dataset to the immersive
3D visualization in the Minecraft-powered learning environ-
ment. To achieve this goal, the researchers are exploiting the
Spigot plugin, Minecraft entities, and other evaluation tools
suitable for the Minecraft environment. The screenshots of
the achievement on immersive 3D visualization for the CIC-
IDS2017 dataset are shown in Fig. 13. As shown in Fig. 13, the

(a) (b)

(c) (d)

Fig. 13. Screenshots of the immersive 3D visualization of the CIC-IDS2017
dataset in the Minecraft-powered immersive learning environment: (a) the
learners are able to select dimension-reduction technique to reduce the high-
dimensional data samples into 3D data samples and visualize the data, (b) the
learners are able to closely explore the correlations between the data samples
from different perspectives and angles, (c) the learners are able to conveniently
visualize the data belonging to selected classes, and (d) the learners are able
to conveniently clear certain data from the visualization.

learners are able to select dimension reduction techniques such
as t-SNE to reduce the high-dimension data in CIC-IDS2017
to 3D data as shown in Fig. 13(a). Then the 3D data belonging
to different classes such as Benign, DDoS, DoS GoldenEye,
DoS Hulk, and PortScan, are visualized by different types of
Minecraft entities. With the proposed 3D data visualization,
the learners are able to closely interact with the targeted data

samples and have more perspectives to observe and investigate
the correlation between the data samples belonging to the
same and different classes as illustrated in Fig. 13(b). The
proposed visualization module also provides the learners with
convenient commands to activate or clear the visualization
of the 3D data belonging to certain classes as illustrated in
Fig. 13(c) and (d), respectively.

2) Scenario 2: In this cybersecurity scenario, the learn-
ers are able to proactively explore the application of DRL
techniques in mitigating distributed denial of service (DDoS)
attacks. To achieve this goal, the researchers exploited the
dataset CIC-DDoS2019 which consists of benign and up-
to-date common DDoS attacks [47], [48] and carefully de-
signed the DDoS detection and mitigation scenario as shown
in Fig. 14. In the designed DDoS scenario, the high-level
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Fig. 14. A screenshot of the DDoS detection and mitigation scenario in the
proposed immersive learning environment.

topology of the attack and victim networking architecture is
visualized based on geographical regions. The collaborative
geographical regions of the attack network are illustrated
via pink blocks and the geographical region of the victim
network is illustrated via a green block. In this scenario, the
geographical regions of the attack network collaborate with
each other to launch the attack to compromise the victim
region. To be stealthy, at each time step, only one region in
the attack network launches the attack and the other regions
transmit the benign information to the victim region. The task
is to develop a DRL model to detect the region launching
an attack and disconnect the communication between this
region and the victim region. Therefore, to develop the DRL
algorithm, the action space can be formulated to include the
identification of the malicious region index and the decision
on whether to disconnect the communication between a given
region and the victim region. The state space can be formulated
to include received information and the previously identified
malicious region. Additionally, in this scenario, the researchers
provide the learners with the capability to visualize the deep
learning procedure while interacting with the systems. As
shown in Fig. 14, the learners can select to visualize the
procedure by tracking the output of the reward function of
DRL in two different ways.

IV. SYSTEM DEPLOYMENT RESULTS

As illustrated in Fig. 1, to enhance the engagement of
learners with diverse backgrounds in the learning process,
the researchers have been exploring game-based learning and
social constructivism theories and working on designing the
strategy for deploying the proposed immersive learning envi-
ronment via game-based teamwork activities. One essential
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challenge of strategy development is to design motivating
and practical tasks where the learners are inspired to explore
the usefulness, limitations, and best practices of AI/ML tech-
nologies in the cybersecurity domain. The researchers have
designed several team-based tasks via the proposed Minecraft-
based immersive learning environment. In the ongoing work,
the researchers are refining the team-based tasks, including
the suitable deployment strategies, and developing more team-
based tasks. After this, the researchers will leverage the well-
designed team-based tasks to apply the game-based proactive
and collaborative learning paradigm with hackathon activities
in the classroom.

In the following, the researchers will demonstrate the
achievements by using a team-based task related to adversarial
attack. In this task, one team plays the role of operator and
defender on a DNN-related task. In this team, some learners
focus on getting an in-depth understanding of the associated
dataset by exploring visualization techniques, some learners
focus on developing DNN models to complete the task, and
other learners focus on detecting the potential adversarial
attacks compromising the developed DNN models. The other
team plays the role of an attacker by identifying suitable ad-
versarial attack techniques for compromising the DNN models
and launching identified adversarial attacks. Some screenshots
are shown in Figs. 15 to 18. As illustrated in Fig. 15, the

Fig. 15. Screenshots of fetching the selected data based on the given task.

(a) (b)

(c) (d)

Fig. 16. Screenshots of exploring visualization techniques for advancing
the understanding of the fetched data for given task (shown in (a)) and
constructing and training the DNN model based on the given task and the
associated data (shown in (b) to (d)).

learners can first fetch the data for the task by selecting
the dataset provided by the platform. The learners in the
operator/defender team are able to explore the visualization
techniques to advance the understanding of the data samples
as illustrated in Fig. 16(a). Based on the goal of the given task

and the fetched data, the learners in the operator/defender team
are able to further construct the DNN model by stacking the
tangible building blocks and train the constructed DNN model
as illustrated in Fig. 16(b) to (d).The learners in the attacker

(a) (b)

Fig. 17. Screenshots of investigating and launching an adversarial attack to
compromise the constructed DNN model.

team are able to investigate, determine, and launch the adver-
sarial attacks to compromise the DNN model as illustrated in
Fig. 17(a). The learners in the attacker team can also examine
the effect of the adversarial attacks, such as visualizing the
compromised data to check the stealthiness of the attack as
illustrated in Fig. 17(b). The learners in the operator/defender

(a) (b)

(c) (d)

(e)

Fig. 18. Screenshots of investigating detection techniques for detecting the
potential adversarial attack and developing the practical detection solution
based on the investigation.

team are responsible for ensuring the trustworthiness of the
DNN model by detecting the potential adversarial attacks as
illustrated in Fig. 18(a). As shown in Fig. 18(a), for detecting
potential adversarial attacks, the learners can either use the
detection techniques available in the platform or develop their
own detection solutions. In the current development stage, four
eXplainable-AI (XAI)-based detection techniques are provided
by the platform, including Sobol-attribute-based, Integrated
gradients-based, Saliency-based, and Leave-One-Out (LOO)-
based methods [49]–[52]. The learners are able to investigate
the available detection techniques and visualize their effective-
ness when considering different potential adversarial attacks
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given the targeted operation tasks and the associated data, as
illustrated in Fig. 18(b) to (e). Based on the investigation, the
learners are able to determine a practical detection solution to
mitigate the adversarial attacks launched by the attacker team.

V. CONCLUSIONS

The overarching goal of the research is to address a crit-
ical need to foster a qualified cybersecurity workforce that
understands the usefulness, limitations, and best practices of
AI/ML technologies in the cybersecurity domain. To achieve
this goal, the researchers proposed a novel proactive and col-
laborative learning paradigm to engage learners with different
backgrounds and enable effective retention and transfer of
multidisciplinary AI-cybersecurity knowledge. Specifically, in
the proposed learning paradigm: 1) an immersive learning
environment is developed to motivate the learners to explore
AI/ML development in the context of real-world cybersecu-
rity scenarios by constructing learning models with tangible
objects, and 2) a proactive education paradigm is designed
with the use of collaborative learning activities based on
game-based learning and social constructivism. At the current
research stage, the researchers have been leveraging Minecraft
to develop an immersive learning environment where the
learners are able to investigate the insights of emerging
AI/ML concepts by constructing related learning modules via
interacting with tangible AI/ML building blocks in different
cybersecurity scenarios. The researchers have realized the
early-stage achievement on implementing the proposed game-
based proactive education paradigm by designing the team-
based tasks for deploying the proposed immersive learning
environment via game-based activities.

For the future work, the researchers plan to first complete
the development of the game-based proactive and collaborative
learning paradigm. Then, the researchers will determine suit-
able strategies to apply the proposed proactive and cooperative
learning paradigm to transform different courses with the
multidisciplinary curriculum of AI/ML and cybersecurity. The
courses include an undergraduate course, Applied Machine
Learning, and a graduate course, Deep Learning for Cyber-
security and Privacy, at Purdue University. Both courses are
offered in each semester with an approximate total enrollment
of 50 students per semester. The deployment plan currently
identified is to first transform the semester projects of the
courses in the form of hackathon activities via the proposed
Minecraft-based immersive learning environment. To ensure
the inclusiveness of the proposed hackathon activities for
students with diverse backgrounds, it is important to enable an
easy start for all the students to participate in the hackathon
activities. To achieve this goal, the researchers will work
together with the students in each course to identify an
appropriate schedule for the hackathon activities to ensure the
targeted students have been prepared with enough knowledge
and skills to explore the advanced topics. Additionally, the
demonstration of baseline solutions, such as the solutions of
launching adversarial attacks and detecting adversarial attacks
in the team-based task described in Section IV, will be pro-
vided, which will help the students to get started quickly. The

students will then be asked to proactively improve the baseline
models in the hackathon activities. Chatbot and discussion
forum will also be created to offer necessary support for the
students who may find the activities too challenging to engage
and succeed. To evaluate the performance of the proposed
proactive and cooperative learning paradigm, qualitative and
quantitative evaluation and assessments will be developed. For
example, questionnaires and interviews will be designed to
obtain and analyze the information on the students’ perception
of using the proposed Minecraft-powered immersive learning
environment, their knowledge gain, their satisfaction about
the learning outcomes, and their altitude and feedback on
the hackathon activities including the topics and mechanism
of the team-based tasks. Furthermore, considering the rapid
evolution of both AI/ML and cybersecurity domains, it is
essential to ensure the students to keep staying with the state-
of-the-art technologies. Therefore, the researchers will con-
tinuously improving the proposed proactive and cooperative
learning paradigm while applying the paradigm to the courses.
For example, the emerging transformers and the related ML
models, such as Bidirectional Encoder Representations from
Transformers (BERT) and Generative Pre-trained Transform-
ers (GPT), have gained significant attention recently and
demonstrated great potentials in different application fields.
The researchers plan to improve and extend the functionalities
of the current immersive learning environment by incorporat-
ing transformers and related ML models.
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