GENERALIZED OPTIMAL TRANSPORT AND MEAN FIELD CONTROL
PROBLEMS FOR REACTION-DIFFUSION SYSTEMS WITH HIGH-ORDER
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ABSTRACT. We design and compute a class of optimal control problems for reaction-diffusion sys-
tems. They form mean field control problems related to multi-density reaction-diffusion systems.
To solve proposed optimal control problems numerically, we first apply high-order finite element
methods to discretize the space-time domain and then solve the optimal control problem using aug-
mented Lagrangian methods (ALG2). Numerical examples, including generalized optimal transport
and mean field control problems between Gaussian distributions and image densities, demonstrate
the effectiveness of the proposed modeling and computational methods for mean field control prob-
lems involving reaction-diffusion equations/systems.

1. INTRODUCTION

Reaction-diffusion systems are essential classes of modeling dynamics [37], which have applica-
tions in tumor growth modeling [9], propagation of pandemic spread [24, 25], evolutionary games
[19], etc. The reaction term reflects general nonlinear interacting behaviors of agents/particles in
complex systems. Patterns of population behaviors often arise in the solution of reaction-diffusion
equations, which model the collective behaviors of particles/agents.

In recent years, mean field control problems [20, 22] have been studied, which are optimal control
problems for mean-field limits of infinitely many identical particles/agents. The problem models the
complex behaviors of identical particles/agents interacting with each other. It is worth mentioning
that a special example of a mean-field control problem forms the dynamical optimal transport
problem [3]. It studies a particular optimal control problem in density space, which transfers an
initial density toward the terminal density function. The optimal transport problem also introduces
a functional distance, namely the Wasserstein distance. It helps study and compute a class of initial
value evolutionary dynamics, namely, Wasserstein gradient flows [21]. They are also valuable for
modeling interaction behaviors of particle dynamics.

Nowadays, optimal transport and mean field control problems have vast applications in modeling
and computations. Classical studies of optimal transport and mean field control problems are often
limited to a single-density function. The complex interaction between densities is a vital modeling
factor that has not been systemically studied.

In this paper, we generalize a class of mean field control of reaction-diffusion equations/systems
proposed in [27]. It forms an optimal control problem among multiple density functions interacting
with each other with a nonlinear reaction vector function. After change of variables, we reformulate
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the optimal control problem into an optimization problem with a Fisher information type potential
functional. We apply the high-order finite element method to discretize the spatial-time domain and
use the augmented Lagrangian method, ALG2 from [15], to compute the discretized optimization
problems. Numerical examples, including mean field control problems between Gaussian densities
and a system with 12 images, demonstrate the solution of the proposed generalized mean field
control problems.

Generalized optimal transport and mean field control problems have been widely investigated in
[6, 7, 14, 35]. For example, multi-population mean field games were discussed in [4], and generalized
optimal transport distances between vector densities were formulated in [11]. Meanwhile, unnor-
malized and unbalanced optimal transport were proposed in [12, 23, 32|, which allows to control
densities with different total masses. In applications, one also applies mean field control problems
to model the propagation of pandemics [24, 25]. They are all important examples of optimal control
problems for reaction-diffusion systems. Modeling and computational mean-field control problems
for general convection-reaction-diffusion systems are new research directions [28, 29]. They have
potential applications in classical modeling dynamics based on reaction-diffusion equations and
systems. This paper proposes a class of mean field control of reaction-diffusion systems. Mean-
while, the optimal control problem of gradient flows in Wasserstein space is widely studied, namely
Schrodinger bridge problems [10, 13, 26, 31, 36]. In addition, the generalized gradient flows in
multiple-density spaces have been studied [17, 18, 34, 35]. Our formulation extends the optimal
control problem of gradient flows based on reaction-diffusion equations and systems. Thus, we
study the mean field control using formalisms of controlling gradient flows. In simulations, we ap-
ply high-order finite element schemes to simulate the proposed generalized optimal transport and
mean field control problems.

The paper is organized as follows. In section 2, we first review gradient flows and their induced
metric distances in generalized optimal transport spaces. We then formulate and derive optimality
conditions for generalized optimal transport and mean field control problems of reaction-diffusion
systems. In section 3, we approximate the proposed mean field control problems using high-order
finite element schemes and then use the ALG2 method to compute the discretized optimization
problems. Numerical results, including scalar reaction-diffusion equations and two-species, twelve-
species reaction-diffusion systems, are presented in section 4. Finally, we conclude with a discussion
in section 5.

2. GENERALIZED OPTIMAL TRANSPORT AND MEAN FIELD CONTROL OF REACTION-DIFFUSION
SYSTEMS

This section presents the main formulation of mean field control (MFC) problems for scalar
reaction-diffusion equations and systems.

2.1. Background: Reaction-diffusion induced metric distances. Before delving into the
mean field control problems that will be discussed in this manuscript, we first review the definitions
of two metric distances: one for scalars and one for systems, which are obtained from generalized
optimal transport type gradient flow problems. The material in this subsection follows closely our
previous work on variational time implicit schemes for reaction-diffusion systems in [17]. We only
give the definition of these metric distances without further elaboration, but refer to the references
[1, 26, 27, 34] for more details on optimal transport type gradient flows, distances, mean-field
control and related problems.

2.1.1. The metric distance: scalar case. The scalar metric distance is derived from the following
reaction-diffusion equation [27, 17]:

Oip =V - (Vi(p)V-2E(p)) — Valp)

5 0 E(p), on [0,T] x Q, (2.1)

op
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with homogeneous Neumann boundary conditions V; (p)V%E (p) - v|pa = 0, where v is the unit

outward normal direction on the boundary 92. Here Q C R? is the spatial domain, p: [0,7]xQ — R
is a scalar non-negative density function satisfying

pt, ) EM={pec H(Q):p>0}, Vt>0, (2.2)

£: M — R is an energy functional, V1, V5: Ry — R, are two positive mobility functions, and %

is the first variation operator in L? space.
A crucial property of the equation (2.1) is that it satisfies an energy-dissipation law:

G0 == [ [IVE£0IVito) + £ WPV do <0, (2.3)

dt
where we use the fact that functions Vi, Vo are non-negative. In the literature, the above right
hand side (dissipation rate)

T(p) = /Q IV EE@)IPValp) + [ 5EPIValp)] da, (2.4)

is called the generalized Fisher information functional. This Fisher information functional induces
a metric in the space M, which further defines a distance between two densities p°, p! € M.

Definition 2.1 (Scalar distance functional). Define a distance functional
Disty, v, : M x M — R

as below. Consider the following optimal control problem:

Disty; v, (0% p*)? := inf / / o1 [1*Vi(p) + |v2]?Va(p) | dadt, (2.5a)

p,V1,V2

where the infimum is taken among p(t, ) : [0, T]xQ — Ry, vy (¢, ): [0, T]xQ — R, va(t, z): [0, T]x
Q) — R, such that p satisfies a reaction-diffusion type equation with drift vector field v1, drift mobil-
ity V1, reaction rate vy, reaction mobility Vs, connecting initial and terminal densities p°, p' € M:

{8t10 +V- (‘/1(/))'01) = V2<p)’02, on [O7T] X Qa

p(0,2) = p°(x), p(T,z) = p'(x), (2.5b)

with no-flux boundary condition Vi(p)v; - v|sq =0
Introducing the flux function m(¢, z): [0, 7] x Q — R? and source function s(¢,z): [0,7]xQ — R,
such that
m(ta :E) =W (p(t¢ l'))vl (ta $)> S(ta l’) = ‘é(p(ta SL’))’UQ(t, LL‘),

the distance in Definition 2.1 is rewritten as the following optimization problem with a linear
constraint:

Dist .— inf Hm”2 51° 1 gz 2
Vl VQ(p p L pl’rrrlls ( ) X t? ( 6&)

such that
Op(t,x) +V-m(t,z) = s(t,z), in[0,T] x Q,
m-v=0, on]|0,T]x09Q, (2.6b)
p(0,2) = p°(x), p(T,x) = p'(x), inQ

The optimization functional in (2.6a) is convex under the condition that both V; and V3 are positive
concave functions.
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2.1.2. The metric distance: system case. The system metric distance is derived from the following
reaction-diffusion system with M species and R reactions [17, 34]:

Opi = V- <V1 z(pz)v 5 (pi ) ZVQ»ZJ %J’Z’yﬂﬂé (2.7)

with homogeneous Neumann boundary conditions VLi(pi)V%&'(pi) v|go =0for 1 <i< M. Here
pi is the density such that p;(t,-) € M, &: M — R is the energy functional and V; ;: Ry — Ry is
the positive mobility function for i-th species, and V3 ,: Rf — R, is the positive mobility function
for p-th reaction. The bolded density p = (p1,---,par) is simply the collection of M densities.
Moreover, the coefficient matrix I' = (7;,) € RM*® satisfies Zf\il vip = 0for all 1 <p < R, which

is related to the total mass conservation: % Jo Zf\i 1 pidr = 0.
The equation (2.7) satisfies the energy-dissipation law:

d M
g 2 Eile) = ~Z(p) <0, 28)
i=1

where Z(p) denotes the generalized Fisher information functional

/ [vaéé' *V.ilpi +Z Z'Ym(;j V2,p( )| dz. (2.9)

p=1|j=1

In the above, we use the fact that functions Vi;, Vo,, 1 <7 < M, 1 < p < R, are non-negative.
The functional Z, again, induces a metric function in space M which defines distances between
two system densities p°, pt € MM,

Definition 2.2 (System distance functional). Define a distance functional

DiSchV21 MM X MM — RJr

as below.
Dist := inf |m1]2 3 ’SP‘Q dxdt :
Vi VQ(p p p,m,s / / Vlz (pi) +; V2,p(P) (2.10)
opi +V-m; = Zp 1%7p3p,V1 <i< M, }
mi vln =0, p(0,) = p°, p(T,) = pl. I’
where m = (my,--- ,my) is the collection of fluxes, and s = (s1,---,sg) is the collection of
sources.

Again, the optimization functional in (2.10) is convex under the condition that V; ; and V3, are
positive concave functions for all 1 <i < M and 1 <p < R.

2.2. MFC for scalar reaction-diffusion. In this subsection, we introduce the following MFC
problem. This can be viewed as a generalization of the scalar distance (2.6).

Definition 2.3 (Scalar MFC problem). Suppose that there exist two positive mobility functions
Vi,Va : Ry — R4, aterminal time T' > 0, a non-negative regularization parameter 5 > 0, an energy
functional £: M — R, a potential functional 7: M — R, and a terminal functional G: M — R.

Consider
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where the infimum is among all densities p with p(t,-) € M for t € [0, T], flux 7n: [0,7] x Q — R%,
and source §: [0,7] x Q@ — R, such that

o+ V T —5= 8 (v-<v1<p>vfpe<p>> Va(p) s<,o>) , (2.111)

op
with boundary condition

=0, (2.11c)
o0

(7= BTV e ) v

and fixed initial density p(0,-) = p° in Q.

From the modeling perspective, the variational problem in Definition 2.3 models the movement of
the density from the initial density under the dynamical constraint of reaction-diffusion equations.
It aims to find the optimal choices of vector fields and reaction rate functions under general kinetic,
potential, and terminal energies.

We will construct numerical scheme for problem (2.3) based on the following change of variables.

Proposition 2.1 (Scalar MFC reformulation). Denote m: [0,T] xQ — RY, and s: [0, T] xQ — R,
such that

0 1)
mzﬁz—ﬁ‘ﬁ(p)vﬁf(p), szé—ﬂVQ(p)gg(ﬂ),
and denote
Va(p) = ——— (2.12)

Vilp)|5=E(p)1>

where %S(p) is the second variational derivative of the energy functional £(p). Then, the scalar
MFC problem (2.3) is equivalent to the following optimization problem: Consider

: Hm||2 |s? 5 [Vpl? 2 0
f —|—= dxdt
pbr#,s//zvl 50 ) T2l ‘V()]x

(2.13a)
- /0 F(p) dt + G(o(T, ) + BIEG(T. ) — £,

where the infimum is among all densities p with p(t,-) € M, fort € [0,T], flur m: [0,T] x Q — R?,
and source s: [0,T] x Q@ — R, such that

Op(t,x) +V-m(t,x) — s(t,z) =0, (2.13Db)
with no-flur boundary condition m - v|gq = 0, and fived initial density p(0,-) = p°.

The proof of the above proposition follows from a similar argument in [8, Proposition 2]. We
present the detailed derivation in the Appendix. The main idea is to use integration by parts to

show that
!mHZ 5]
dxdt
//2‘/1 2Va(p)

HmH2 Isl* o2 [Vol* | B 6E
t
/ / 2Vi(p 2V2( ) + 6 2Vs(p )+ ‘ | Va(p) |dzd

(p(T,- )) —E(°)).
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For simplicity of discussions, we assume that there are two functions F' : [0,7] x @ x Ry — R
and G : Q x Ry — R, such that

/F<t,x7p>dx /62 02 (ot ) PVa(plt, 2))dz, W >0,
Q

/Q Gz, p)dz = G(p) + BE(p).

Then the functional in (2.13a) simplifies to the following formula:

||mH2 s> BVol?
/ / 2Wilp 2V2(,0) + Walp) —F(t,x,p)}dwdt—i—/QG(x,p(T,x))dac.

This is the form we use in our numerical scheme.

For completeness, we formulate the Karush-Kuhn-Tucker (KKT) condition, i.e., the critical
point system, for the optimization problem (2.13). The proof is presented in the Appendix; see
also [27, 30].

Proposition 2.2 (KKT system for (2.13)). Let (p,m,s) be the critical point of the optimization
problem (2.13). Then there ezists a function ¢: [0,T] x Q@ — R, such that

m(t,x) B . s(t, ) B .
o) VT Gy ~ )
and
Bup(t. 1)+ V - (Va(plt, 2)) (1, 2)) — Valp(t, 2))(t.) = O,
00(t.2) + LIV6(L) Vi (e, ) + L [6(t,2) PV (e, ) _—
+ 270 - Zxi)] = 0
5,17 =0,

where Z(p) is the generalized Fisher information functional given in (2.4), with initial and terminal
time boundary conditions

p(0,2) = p(z), (T,z)= —fp(g@(:f, ))+ BE((T, ). (2.15)

2.2.1. Ezamples. Different choices of the functions Vi, Vo, V3, F', G, along with the regularization
parameter 3 > 0 and initial density p°, lead to various scalar MFC problems (2.13). We present
some examples of these functions in Table 1 below. Here V(t,x) for F(t,z,p) is a given drift

Vi(p) a1p” with 0 <~ <1. a3 > 0.

Va(p): a9p”? with 0 < 5 < 1, or 012%. o >0

Va(p): azp” with 0 <3 < 1. ag > 0.

F(t,xz,p): —71p(log(p) + V(t,x)), or —7(p™ + pV (t,x)). 7 >0, m > 1.

G(x,p):  ~(p—p")? or yplog(p/p'). v > 0.
TABLE 1. Example of various functions for scalar MFC (2.13).

coefficient, and p! for G(x, p) is a given terminal density. Taking the energy

Jo \/#Tsplog(p) dz, ifri =r3=1,
g(p) = 4p2—(r1+73)/2
fQ (2—r1—r3)(4—r1—r3)\/a1a3

dx, else,

ensures that the relation (2.12) holds. Since Vi, V5, V3 in Table 1 are positive and concave, F' is
concave, and G is convex, the objection functional in the MFC problem (2.13) is convex under a
linear constraint. Hence there exists a minimizer.
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Remark 2.4 (Comparison with existing models). When the terminal density p(T),-) = p! is pre-
scribed (or when v — o0 for the terminal function in Table 1), the problem (2.13) is called the
planning problem for MFC. This problem with § = 0 (no V3) was consider in the work [27].

Taking the regularization parameter 5 > 0 in MFC (2.13) forms a Schrédinger bridge type prob-
lem [10, 26]. A related planning problem with 8 > 0 and no potential F' = 0 was considered recently
in [9], known as unbalanced regularized optimal mass transport (urOMT). It has applications in
cancer imaging. Therein, Vi (p) = Va(p) = p, Va(p) = a(t,z)p for a > 0, and the objective function
has an additional term fOT Jq Bslog(p)dadt compared with our formulation (2.13a) under the same
linear constraint (2.13b).

2.3. MFC for reaction-diffusion systems. In this subsection, we introduce a system of MFC
problem. It can be viewed as a generalization of the system distance (2.10).

Definition 2.5 (System MFC problem). Suppose there exist M € N species and R € N reactions
with reaction coefficient matrix I' = (v;,) € RMXE Tt Vii Ry = Ry for 1 < ¢ < M, and
Vap: Rﬂ‘f — R4 for 1 < p < R be positive mobility functions. Take terminal time 7" > 0, and non-
negative regularization parameter 8 > 0. Choose energy functionals £&: M — R for 1 <¢ < M, an
potential functional F: MM 5 R, and a terminal functional G: MM — R. Consider

S RN
inf / / i ! gz — Fp)| dt + G(p(T, ), (2.16a)
pms Jo |Jo ; 2V1i(pi) ; 2Vap(p)
where the infimum is among all densities p = (p1,---,pa) with p(t,-) € MM, fluxes m =
(g, --- ,myy) with m;: [0,T] x Q — R? and sources § = (31,---,3p): [0,T] x Q — RM such

that

R
8tp2' +V- 'fhlz - Z ’Yi,pgp
—1
: (2.16b)

=p V- (W, Z(pl)v 8 (pi)) Z%,pVZp Z'}’j,pé )

with boundary condition

=0, (2.16¢)
o0

1)
(77%' - BVLi(Pi)V(;pEi(Pi)) v

for all 1 <4 < M, and fixed initial density p(0,-) = p® € M.

Again, our numerical scheme is based on the following equivalent formulation after the change
of variables, whose proof is given in the Appendix.

Proposition 2.3 (System MFC reformulation). For1 <i < M and1 < p < R, denote m;: [0,T]x
Q — R4 and s,: [0,T] x Q — R, such that

. ) )
mi =1 — 5V1i(Pi)V%5i(m), sp=5p — BVap(p Z%,p(sp i(5)s
7j=1
and denote
1
Vsi(pi) = > : (2.17)

Vii(oo) | sl o)
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Then, the system MFC problem (2.5) is equivalent to the following optimization problem: Consider

. | 52 [V pil? )
inf E dxdt
pms / / <2V12 (pi) 2V3,z‘(pz‘)

! 2 B b
+/0 /Qz:l 2122'(/)) + g‘;’Yj,papj(Pj)QVQ,p(p) dxdt (2.18a)
/ Fleydt+9lp +ﬂZ — &)

subject to the constraints
Opi(t,x) + V -m,(t, x) Z%psp t,x) =0, (2.18b)
with no-flur boundary condition m; - v|gg = 0, for all 1 < i < M, and fized initial density
p(0,-) = po= (P, pfy) € MM.
Note that when M = 1 and R = 1, the MFC problem (2.18) corresponds to the scalar case

considered in Definition (2.3).
Similar to the scalar case, we assume that there are two functions F : [0, 7] x Q x R — R and

G:Qx Rf — R, such that
/F(t,.’[‘,p)di’ - /Z|Z j 2 p)d:z:,
Q
| 6pyis = G(p) + 53" e
i=1

This simplifies the functional in (2.18a) as follows:

R

;[ 2 [Voil® ) |5p]?
+8 + E — F(t,z,p)| dzdt
/ / <2V11 (pi) 2V3i(pi) = 2Va,(p) ( )

+ /Q G(z,p(T,x))dx

The KKT system for the optimization problem (2.18) is given below. Its proof is again presented
in the Appendix.

Proposition 2.4 (KKT system for (2.18)). Let (p,m,s) be the critical point of the optimization
problem (2.18). Then there exists a function ¢ = (¢1,--- ,¢ar): [0,T] x Q@ — RM | such that

m;(t, x)

_ , Sp t x)
Vialpsttay) v ilb2); z%,p@ (t.2)

Vo p(p
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and
( M
atpi +V- (Vlz Pi v¢z ZVZp ’Yi,pZ’Yj,p(ﬁj =0,
j=1
| BoM 51
0 + 3 IVAP Vi) + 5 D1 Y w5 Vanlp) (2.19)
p=1 j=1
1) 52
PR —7I p—
i [F0) - ST =0

where Z(p) is the generalized Fisher information functional given in (2.9), with initial and terminal
time boundary conditions

)
(2

2.3.1. Ezxamples. Let us consider examples with only pairwise interactions. This setting is similar to

the reversible Markov chains on discrete states (symmetric weighted graph) [19, 34, 33]. We assume

the mobility function V5, only depends on two densities p,, and p,, for pg # p; € {1,---, M} for

1 < p < R. We take the reaction coefficient I = (v;,) € RM*% such that

1 ifi=po,
Yip =1 iti=p1, (2.21)
0 else.

These reactions naturally lead to a graph with M vertices { X1, -+, Xas} and R edges {F1,--- , Er}
with E, = (X,,, Xp,) connecting vertices X, and X, , where each vertex represents a density
species, and each edge represents a reaction between two densities.

Different choices of the functions Vi ;, Vo, V3, F', G, along with the reaction coefficient matrix
A € RM*E in (2.21), regularization parameter 3 > 0 and initial density p°, lead to various system
MFC problems (2.5). We present some examples of these functions in Table 2 below. Here we can

V1,i(pi): alpzl with 0 <~ < 1. a3 > 0.
Vap(p): a2 (ppy + Ppy)/2, OF Q2+4/PpoPp1s

PpgPpq Ppg —Pp1
or « or « .o >0
2 PpotPpy ’ 2 IOg(ppo) IOg(ppl ) 2=

Vgﬂ‘(pi)t angB with 0 <~3 < 1. ag > 0.
F(t,z,p): — > mipi(log(pi) + Vi(t, z)),
or — Ei‘il Ti(p" + piVi(t,z)). 7 >0, m > 1.

G(x,p): M (pi— pH)? or v oM pilog(pi/pl). 7 > 0.
TABLE 2. Example of functions for system MFC (2.5).

again take the energies

Jo \/ﬁpi log(p;) dx, ifry =r3=1,
4p2 (r1+73)/2
fQ (2—r1— 7‘3)(4 ri— 7’3)\/041043

Ei(pi) =

dx, else,

so that the relations (2.17) hold. Here, the four choices for V3, correspond to arithmetic, geometric,
harmonic, and logarithmic averages of two densities; see [19, 34, 33]. Similar to the scalar case,
Vi4,Vap, V3, in Table 2 are positive and concave, F' is concave, and G is convex. Hence the
objective functional in MFC problem (2.18) is convex under a linear constraint. A minimizer is
guaranteed.
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This formulation naturally allows general nonlinear reactions among more than two densities.
We leave the detailed modeling study of MFC for more general reaction-diffusion systems in future
work.

3. HIGH ORDER DISCRETIZATIONS AND OPTIMIZATION ALGORITHMS

In this section, we present the high-order spatial-time finite element formulations for the proposed
MFC problems (2.13) and (2.18).

3.1. Scalar case. In this subsection, we discretize the scalar model (2.13). By introducing a new
approximation variable n = BVp, the optimization problem (2.13) is rewritten as follows. Consider

. HmH2 Eli n|?
nf / / PR R ~ F(p)]dedt + /Q Glp(T,2))dz,  (3.1a)

where the infimum is taken over density p: [0,T] x Q — Ry, flux m: [0,T] x Q — R?, source
5:[0,T] x Q — R, and vector field n: [0,T] x © — R%, such that

Op+V-m—s =0, (3.1b)
n—[BVp =0, (3.1c)

on [0, T] x £, with fixed initial density p(0,z) = p°(x) in Q and no-flux boundary condition m-v = 0
on [0,T] x 9. Here we suppress the coordinate dependence of functions F' and G for simplicity of
presentation.

Following the high-order finite element scheme for MFC problems in [16], we discretize the
constraint optimization problem (3.1) using high-order finite element methods and apply the ALG2
optimization algorithm to solve the discrete saddle-point problem.

3.1.1. The continuous saddle-point formulation. We introduce a scalar Lagrange multiplier ¢ €
H(Qr), where Qp := [0,T] x £ is the space-time domain, for the constraint (3.1b), and a vectorial
Lagrange multiplier o € L%([0,7]) ® H(dive; Q) for the constraint (3.1c), where

H(divo; Q) := {7 € H(div; Q) : 7 - v|pq = 0},
in which the H(div)-conforming space
H(div; Q) := {7 € [L*(Q)]?: V-7 € L*(Q)}.

We reformulate the constrained optimization problem (3.1) into the following saddle-point system:
Find the critical point of the system

| !mH2 S |nP
it s [ [ e e (st
—/ / [(p@gﬁ—f—m-Vd)—f—sgb)—l—(n-a—l—ﬁpv'a)}dxdt (3:2)
0 Q
. J— 0 .
4 /Q (pr (T, ) — 0 6(0, ) do + /Q Glpr)de

where the variables m,n € [L2(Qr)]%, p,s € L*(Qr), pr € L*(Q) with p, pr > 0 a.e., ¢ € H(Q7),
and o € L%([0,T]) ® H(divp; Q). Notice that integration by parts is used to incorporate the
linear constraints (3.1b)—(3.1c) to the saddle point problem (3.2). Moreover, since no derivative
information is needed for the physical variables m,n, p and s, it is natural to approximate them
using L?-conforming spaces.

To simplify the notation, we collect the variables

u:= (p,m,s,n), and ¢ := (¢,0), (3.3a)
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and define the differential operator D by
D(®) := (¢ + BV - 0,V o, ¢, 0) € [L*(Qp)]*+2. (3.3b)

With this notation, the above saddle-point problem simplifies to the following: Find the critical
point of

T
1i]rll)fT slql>p /0 /Q [H(u) — u-D(@)} dxdt -

+/Q [G(PT) + pr o(T,-) — p° (0, -)}dm,

where the variables w € [L2(Q7)]?%*2, pr € L2(Q) with p,pr > 0 ae., and ® € H'(Qr) x
<L2([0, T)) ® H(divo; Q)), the nonlinear functional H(u) is given by
Im)? | Is? nf?
H(u) := + + — F(p),
®) 2Vi(p) ~ 2Va(p) = 2Vs(p) )

and the inner-product is defined by
u-D(P®):=p(0p+ V- -0)+m-Vo+s¢p+n-o.

3.1.2. The high-order finite element scheme and numerical integration. Following the work [16],
we approximate the physical variables m,n, s, p using (discontinuous) high-order integration rule
spaces, the variable ¢ using a high-order H'-conforming finite element space, and the variable o
using a vectorial H'-conforming finite element space. Let Q = {Tg}évjl be a conforming mesh
of the spatial domain €2 with Ng elements, and I}, = {Ij};-v:Tl be a uniform discretization of the
temporal domain [0, 7] with N7 line segments. We denote the space-time mesh Q7 := Ij, ® Q.
For simplicity, we restrict ourselves to the case where the domain Q = [0,1]? is a unit hypercube
and its spatial mesh €} is a Cartesian mesh with uniform hypercubic elements. Given a polynomial
degree k > 1, we denote the following H' and L? finite element spaces:

VE={ve H' (Qr): |1, € Q1)) ® Q¥ (Ty) Vj, ¢}, (3.5)
Wrti={we L*(Qr) : wlxn, € Q¥ (1) ® Q" 1 (Ty) Vi, ¢}, (3.6)
M ={pe LX(Q):  plr, € Q¥ (Ty) Vi, (3.7)

where QF(S) is the tensor-product polynomial space of degree no greater than k in each coordinate
direction.

Using the above finite element spaces, we obtain the following discrete saddle point problem:
Find the critical point of the discrete system

inf sup /OT/Q [H(uh) —uyp - D(@h)} dxdt

Uh; PT,h $),

(3.8)
+ / [G(PT,h) + o1 &n(T, ) — p° o 0, ')] dz,
Q
where the variables uy, = (pn, mp, sp, np) with my, ny € [W}]ffl]d, P8 € W}]ffl, p >0 ae.,
PTh € M;ffl with prp, > 0 a.e., and @y, := (¢p, op) with ¢y, € th and o, € [Vf]d with o -v]gg = 0.

Remark 3.1 (On the choice of the finite element spaces). In the scheme (3.8), we use L-conforming
spaces to approximate the physical variables u;, and prj, which is natural as no derivative infor-
mation is needed. Moreover, we use H'(27)-conforming finite element spaces to approximate the
Lagrange multipliers ®;. The use of H!-conforming space to approximate the scalar variable ¢y,
is natural as the formulation (3.8) requires space-time derivative information for ¢,. On the other
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hand, the use of H'(Qr)-conforming space for the vectorial Lagrange multiplier a7, is only for the
simplicity of implementation. A more natural finite element space for this variable is the following:

(W0 (L*([0,T]) ® H(dive; Q)

which is discontinuous in time and H(div)-conforming in space. We will implement this choice in
future work.

Here we use polynomial degree of one order lower to approximate the physical variables uy than
that for the Lagrange multipliers ;. Our lowest order scheme is a staggered grid scheme where
the physical variables stay in cell centers and the Lagrange multipliers stay on mesh vertices.

In practice, the integrals in (3.8) are discretized using Gauss-Legendre quadrature rules with k
integration points per direction. The total number of integration points for the space-time integral
on [0,T] x Q is (kN7) x (k?Ng), and that for the spatial integral on Q is k?Ng, where Nr is the
number of temporal cells and Np is the number of spatial cells. Denoting these spatial/temporal
Gauss-Legendre quadrature points as

d

{&}20%, and {n;}}2F (3.92)
with their associated quadrature weights as
d

{wikif)®, and {12 (3.90)

we write the discrete integrals as follows:

ENp k4Ng

(FEn =D > fy&)wiG, (3.9¢)

j=1 i=1
k¢Ng

(f@)n = > fl&)ws. (3.9d)
=1

Furthermore, we use the Gauss-Legendre basis for the L?-conforming spaces W}]f_l and M;f_l in
the implementation, i.e., a function wy, € W}'f_l is expressed as

kN7 k%Ng

wp =y wii(t)eila),

j=1 i=1

with coefficient w;; € R. Here the tensor-product Gauss-Legendre basis function v;(t)p;(z) € W}]f -1
satisfies the nodal interpolation property

V;i(Cr) = 0j50, and @i(&ir) = Oy,

where 6; = 1 if i = ¢ and §;y = 0 if + # /. A function v, € M,’f_l is expressed as v, =

d
Zf:]lvs vipi(x) with coefficient v; € R. Here w;; = wp((j,&;) is the value of wy, on the space-time
integration point ((;,&;), and v; = vy (&;) is the value of vy, on the spatial integration point &;.
Hence there holds

kNt k%Ng ENp k%Ng

(fw)n =D Y flwgwiGy, Ywn =Y > with(t)pi(z) € Wi,
7j=1 =1 7j=1 =1
k*Ng k?Ng

(f(vn))n = Z f(vi)wi, Yoy, = Z vipi(x) € M,lffl.
=1

=1
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With these notation, the fully discrete scheme (3.8) with numerical integration is given as follows:
Find the critical point of the fully discrete system
inf sup (H(up) —up - D(Pp))n
P B, (3.10)
+(G(prn) + prn ¢n(T, ) = p° (0, ))n-

d
Here the unknowns pr 5 = Zfzjlvs p7.ii(z) with non-negative coefficient p7; € Ry, up, := (pp, mn, S, np)
with

kNt deS kN7 k‘dNS
pn= D > pidit)pi(e), mu =) Y mi(t)pei),
Jj=1 =1 j=1 i=1
kNT deS kNT k‘dNS
sn= ) Y stiei@), m= ) Y nii(t)ei(w),
Jj=1 =1 j=1 i=1
where coefficients p;; € Ry, m;j,n; € RY and s;; € R, and @, = (¢p,05) € [VF]TH! with

oh Voo =0.

We further note that the use of Gauss-Legendre integral rule along with the (nodal) Gauss-
Legendre bases for the discontinuous spaces W,f_l and M ,]f_l significantly simplifies the optimiza-
tion problem (3.10), as no explicit degrees of freedom coupling is introduced among the physical
variables u;, and pr . In particular, given a fixed Lagrange multiplier ®;,, the nonlinear optimiza-
tion problem (3.10) for w; and prj can be solved in a pointwise fashion per integration point.
Moreover, positivity of the (space-time) density pj, and the terminal density p7, is guaranteed on
all quadrature points by design as the admissible set requires their coefficients to be non-negative:
Pij, P1,i > 0. The scheme (3.10) does not prescribe the choice of basis functions for the H L
conforming space V}f. The results are independent of the specific choice of bases for th . We use a
nodal Gauss-Lobatto base in our implementation.

The scheme (3.10) is our fully discrete high-order finite element discretization to the scalar
constraint optimization problem (3.1). Next, we present its optimization solver using the ALG2
algorithm [15], which is also referred to as the alternating direction method of multipliers (ADMM)
method [5].

3.1.3. Duality and augmented Lagrangian. We introduce the dual variables

k?Ng
uj, = (o}, m;, s5,n) € (W12, and Pin = Z 0% () € MEY,
i=1
To further simplify the notation, we denote
kNt k?Ns kNg kiNg
un = 3wt (0eie), and wi = 7> ukuy(0ei),
j=1 i=1 j=1 i=1
where
u;j = (pij, My, 845, N45) € R22 with pij > 0,
and

uy; = (pgj, myj, 835, M) € R**+2.
Introducing the following Legendre transforms:
H*(uj;) := sup w;; - ug; — H(ugy), (3.11a)
u;; ERAH2 0, >0
G*(pr;) == sup pri-p7,; — GpTi), (3.11b)

pr,€ER4
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by duality, there holds

H(uw;j) == sup - u;kj — H*(u;‘j), (3.11c¢)
u;}ERM+2

G(pr,:) == sup pryi- 071, — G*(p7,)- (3.11d)
pr ;ER

Plugging the relations (3.11c) and (3.11d) back to the scheme (3.10), we have the following dual
formulation of (3.10): Find the critical point of

sup inf  (H"(up) +up - (D(Pr) — up))n
up, pr,n PhiUhs Pp, (3.12)

+ (G (p1n) — pron (D1(T,-) + P p) + 00 D10, )

It is clear that in the above formulation (3.12), the variable wj, is the Lagrange multiplier for the
constraint D(®,) — w; = 0, while the variable pr, is the Lagrange multiplier for the terminal
constraint ¢, (T, ) + p7.;,(z) = 0.
Hence, the critical point of the system (3.12) is equivalent to the following augmented Lagrangian
system
sup inf (H"(uj) + wy - (D(®h) — wi)hn

* *
up, pr,n Photys O,

+{(G* (P ) = T (En(T) + prp) + 0° 6n(0, )
-, (3.13)

+ 5 ((D(®h) = uj) - (D(@4) — ui) )

r *
+ §<(¢h(T7 ) + pT,h)2>h’
where r > 0 is the augmented Lagrangian parameter.

3.1.4. The ALG2 algorithm and its efficient (modified) implementation. The ALG2 solves the op-
timization problem (3.13) in a splitting fashion. One update from iteration level £ —1 to ¢ contains
three steps:

e Step A: Given data ufl_l, pZT_;, u;;’e_l, p;’eh_l, compute <I>fl by optimizing the target functional

in (3.13) with respect to @y,
e Step B: Given data ufb_l, pr_hl, @f;, compute u;‘/ and p}’fh by optimizing the target functional
in (3.13) with respect to uj and pj. .

e Step C: Update the Lagrange multipliers ufl, p‘} 5 by the following explicit expressions:
uh = w4 r(D(®)) — ulh), (3.14a)

_ Vi
Prn = prg —r(@(T) + pF)- (3.14b)

Here Step A contains a global constant-coefficient linear system solver for the variables & =
(¢n, o), Step B is a pointwise nonlinear equation solved per quadrature point that involves the
dual functions H* and G*, and Step C is a simple pointwise update. In practical implementation,
we apply two further simplifications to the above ALG2 algorithm: (1) apply splitting to solve ¢y,
and oy, sequentially; (2) use duality to solve pointwise nonlinear problems for u; and prj, and
then apply a simple pointwise update for the dual variables u; and p*TJL. We note that the second
modification avoids the explicit computation of the dual functions, which has already been used
in our previous work on ALG2 for variational time implicit schemes for reaction-diffusion systems
[17]. One iteration of the modified ALG2 algorithm is documented in Algorithm 1 below. We skip
the detailed derivation of each step. Since the whole algorithm is very similar to Algorithm 2 in
[17] with simple modifications.
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Algorithm 1 One iteration of (modified) ALG2 for (3.13).

1: Step Al. Find ¢} € V¥ such that, for all 4, € V¥,
(0}, - Do, + Vol - Vb + &% - b + (85 (T, V(T )

{—1

(—1
— (o = P = BV a0y (m " = ) V)

0—1 (-1 0
x0-1 8 wt—1 _ Prn p
2 B T e R AR I St A (UD)I
2: Step A2. Find of € [V}}]? with o - v]sq = 0 such that

(B2(V - o,)(V - 70) + o - Tu)n

1 Pyt 1 myt
= (Blpy" — hT — 0up,)V T+ (ny T — %) “Th)h

for all 7, € [V;¥? with 7, - v]oq = 0.
3: Step A3. Evaluate D((I)i) on each space-time quadrature point (¢;,§&;), and (bfl(T, -) on each
spatial quadrature point &;. Denote these values as

D@fj = (dpfydmfj’dsfj’ dnfj)’ dpg“,z‘ = Qbfz(Ta fz)
4 = =l Al =l ._ y4 -1 =0 ._ -1 l
Set u;; = (pij,mij,sij,nij) = Do;; + u;; /r, and P = P, Jr— dp7;-
4: Step Bl. For each quadrature point (j,&;), find the nonnegative density coefficient pfj e Ry
such that it minimizes the function

Lii(p) = TQ‘ﬁfj 2 7"2‘§fj 2 TQ‘ﬁfj 2 (p— Tﬁfj)Q 2R (p)
Y r+Vi(p)  r+Valp) 7+ Vs(p) r ’

and find the nonnegative terminal density coefficient péﬂ’i € R, such that it minimizes the
function L7 ;(p) := 2G(p) + (p — rﬁfip’i)Q/r.
5: Step B2. Update the following coeflicients:
¢ Vileh) ., alel) rVa(pl;)
Mi; = v W S T Ty Y T ey i
T+ Vl(pij) T+ VQ(pz‘j) r+ Vi%(pij)
6: Step C. update the dual variables according to the following:

*,0 —(

_ 14 w0 __ —f ¢
Ui = W5 — w; /T, Pr; = Pri— P14/ T-

Remark 3.2 (Computational complexity for Algorithm 1). Step Al involves solving a symmetric
positive definite linear system for a constant-coefficient reaction-diffusion equation, for which we
use preconditioned conjugate gradient (PCG) method with a geometric multigrid preconditioner.
It achieves a linear computational complexity O(N) with N = dim V,f being the total number
of degrees of freedom. Step A2 is an H(div)-elliptic linear system problem. This system is well-
conditioned for small parameter § < 1, which is usually the case in our applications. We use the
PCG method with a Jacobi preconditioner, which achieves optimal linear computational complexity
O(dN). Step B and C involve pointwise updates, which again have a linear complexity of O(N).
Hence the overall computational complexity of applying one iteration of Algorithm 1 is linear. It
is also clear that Step B1 guarantees the positivity of density on all quadrature points.

Remark 3.3 (On unique solvability for Step B1). Unique solvability of the one-dimensional mini-
mization problem in Step B1 of Algorithm 1 can be guaranteed when the functions L;; and Lt are
strongly convex. Strong convexity is ensured if the mobility functions V7, Vo, and V3 are positive
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and concave functions, the potential function F(p) is concave, and the function G(p) is convex,
which are satisfied by the choices in Table 1.

3.2. System case. In this subsection, we discretize the model (2.18) with M species and R reac-
tions. We note that due to our formulation, there are no additional technical difficulties for the
system derivation compared with the scalar case. We still document details of the finite element
scheme and its splitting optimization solver for the completeness of this paper.

Again, we introduce the vectors n; := SV p; to avoid derivative evaluation of the densities for
the scheme. To simplify the notation, we denote the collection of densities p = (p1,--- , par), fluxes
m = (mq,--- ,myy), vectors n = (ny,--- ,ny), and sources s = (s1,- -+, sg). Then optimization
problem (2.18) is rewritten as follows:

. // (Hmw L IniP >+i sl |
p,m,s,n 2‘/1 1 p’L) 2‘/371([)7/) p:]_ 2‘/27p(p)

(3.15a)
T
_ / / F(p) dudt + / G (p(T,z))dx
0 JO 0
subject to constraints
R
Oipi +V-mi — > ipsp =0, (3.15b)
p=1
- BVpi =0, (3.15¢)

for all 1 < i < M on [0,7] x , with fixed initial densities p;(0,z) = p9(z) in Q and no-flux
boundary conditions m,; - v = 0 on [0, 7] x 0.

Similar to the scalar case in (3.4), we reformulate the constrained optimization problem (3.1)
into the following saddle-point system: Find the critical point of

T
st [ [0 - p@)] ac 510
- /Q [G(pT) +pr-@(T,-) — p°- ¢(0,-)|d

Here the variables

uwi= (pm,s,n)c [LZ(QT)](2d+1)M+R’ (3.17)
pPr = (pl,Ta T ,,OM,T) € [LQ(Q)]Mv (3'18)
= (¢,0) € [H ()M x [L([0,T]) ® H(dive; )] ", (3.19)

with
¢: (¢17"' a¢M), andg: (0-17"' 70-M)a

and initial data p® := (pY, -+, pY,). Here the nonlinear function

T S e R pp e
T =\ 2Viap) - 2Vsa(pi) = 2Vap(p) ’

and the operator
Q(Q) = (at¢ + BV ‘g, v¢7 FTd)vg)v

where V.o := (V-01,---,V-0o)) is the component-wise divergence and V¢ := (Voy, -+, Vo)
is the component-wise gradient, and I' = (7;,) € RM* is the reaction coefficient matrix. Note
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that the inner-product w - D(®) has the following component-wise form

M
Z Pi 8t¢1+6v Uz)+m2 Voi+mn;-o; +Zzsp71p¢z
=1

p=1i=1

Replacing the function spaces with appropriate (high-order) finite element spaces and applying
numerical integration, we derive the following fully discrete scheme: Find the critical point of the
fully discrete system

inf sup (H(up) — wy, - D(®n))n

Up, PT,h (Ph

(3.20)
+{G(prp) + prp - On(T,) = P° - Dn(0, ).
Here the unknowns pr) = Zf’i]lv S pripi(r) with non-negative coefficient pr; € ]R]\f , Uy =
(phumhashaﬂh) Wlth
kNT deS k‘NT k‘dNS
pn=2_ > PytiMpie), my = Y myu(t)ei),
7j=1 =1 7j=1 =1
kN7 k¢Ng kN7 k¢ Ng
S 30 SETIUHIE N 3 S PRTE)
7j=1 =1 7j=1 =1

where coefficients p;; € RY, m;;,n;; € R and s;; € RE, and @, := (¢, 03,) € [VF]HDM with
g, - V]gn = 0.
We introduce the dual variables

uj, = (P}, mj, 8}, ) € Wy~ EHDMHR,

and pk., = Zk Ns Prpi(z) € € M}, and denote

kN7 kNg kN7 k?Ng
w, = D > wyv(tei(e), and wl = Y7 Y uld(t)pi(a),
j=1 =1 j=1 i=1

with coefficients
u; = (pij, my;,8;5,1n;;) € RECFUMTR wigh o0 > 0,
and
u}; == (pj;,mj;,s};,n};) € RQA+1)M+R.

Using these dual variables, we obtain the following augmented Lagrangian formulation of (3.20):

sup inf (H*(up,) + uy, - (D(®r) — up))n

+
Uy, PT, R éh’ﬂh’pT,h

—~

G*(p1n) — P (6n(T,-) + p7p))n
((D(®r) —up) - (D(Pn) — wp))n

5 {n(T,-) + Pl on + (P° - dn(0.))n

+

3.21
N (3.21)
+

N3N

Finally, we introduce a splitting algorithm (modified ALG2) for the saddle-point system (3.21),
where we sequentially compute each component of @, in the linear elliptic update (Step A) and of
the densities pj, and pr, in the nonlinear update (Step B1); see also [17].
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The coupled global elliptic linear system for ®; = (¢n,0),) in ALG2 takes the following form:
Find (¢n,a),) € [VF@HDM with g, - v|sg = 0, such that, for all (¢p,T,) € [VF]HHDM with
T}, - V]|oq = 0, there exists

M
> ((Dibin+ BY - 05 p)(Otbin + BY - o))
=1
+(Voin - Vin+oin-Tin)n+ (Gin(T,)0in(T,))n
R
UM i) (M gt
p=1
M
= > (6kn = B @i+ BV - i) (3.22)
=1
(i = ) T+ (= ) T
—{(Pirn = P (T, )+ (i = Z0)ebin(0, )
R
+ sy = NS viathis) i
p=1

This system is solved sequentially in practice to drive down the overall computational cost. The
i-th component scalar reaction-diffusion solver for qﬁf 5, at f-th iteration reads as follows:

(Ot pOtip + VL - Vi, h>>
(D5 (T, i (T, )0 + Z (V2 o Phntin)

w,0—1 pih

= (o — - BV ol )0 )n
-1 (3.23)
+ <<(m;’;ffl - m#h) “NVYin)h
0 1_pr1h « _ Pioy
— (P51 Jin(T)n + ((pio = = =)Yin(0,)n
R
+ > s = 2 = ST v — i s asinde
p=1

The i-th component H (div)-elliptic solver for aﬁh reads as follows

<<52(V ol )V - Tzh)"'o'zh Tih)h

(3.24)

* pZ * L—
Z g T h 5t¢ )»BV'Ti,hﬂL(ni’;f t-

’ r
=1
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Meanwhile, the nonlinear update on each quadrature point for the densities pfj = (p{vij, cee pﬁ/l?ij) €
Rf takes the following form: find pfj € Rf that minimizes the function

M — — _

Lii(p) = Z T2|mﬁ1,¢j‘2 " r2’n€n,ij‘2 n (Pm —Tpf;,ij)Q

Y ' m—1 T+V17m(pm) T+V3,m(pm) r
R (3.25)
7"2|§f; ij|2
( ) pz::l T+ V2,p(p)
And the nonlinear update for the terminal densities pé’i = (pf’Tﬂ-7 e ,pfw’T’i) € ]RJJ‘F/I takes the
following form: find péT ; € R% that minimizes the function

Lra(p) := 2G(p) + Ip — rph /1. (3.26)

Here the bar-values take the same form as in Step A3 of Algorithm 1, namely,
Efj = (ﬁyﬁfpgfyﬁfj) = Q@fj +Efj/7“a 5%“,1‘ = PET,Z'/"" — ¢4(T, &). (3.27)

The pointwise optimization problems in (3.23) and (3.26) are M-dimensional problems. These
problems are usually loosely coupled among the density components. We further reduce the com-
putational cost by separately solving for each density component sequentially, which results in M
one-dimensional minimization problems per integration point. The positivity of the densities is
guaranteed in our algorithm at the quadrature points. After the densities pfj and péi have been
computed, we then update the other physical variables on the quadrature point as follows:

¢ T‘/lm(pfn,ij) v ¢ TVS,m(pfn,ij) v
My i = 7 Mmij» Bmi; = v, 7 Bmij (3.28a)
T+ %,m(pm,ij) T+ ‘éym(pm,ij)
*4 r —f *,0 r =/
m' S =—— " m_ .. n.. = —"N_ .. (3.28b)
mij .4 Vl,m(pﬁm‘j) m,ijs tm,ij r+ V:%,m(an,ij) m,ij
L= Vi £ —0 ’
Py = Py — Pij/T PL; = Pri — PT,/T) (3.28¢)
¢
g = Mge g S ;gf (3.28d)
p,tg T+‘/27p(pf]) P,y ) r+‘/27p(pf]) 2%

For completeness, we collect the above procedures into the following algorithm.

Algorithm 2 One iteration of (modified) ALG2 for (3.21).

1: Step A. For i = 1,--- , M, solve the linear system (3.23) for the unknown ¢f’h, and solve the
linear system (3.24) for the unknown a’f}h. Interpolate the operator Q(@ﬁ) on quadrature

points, and compute the bar-values (on quadrature points) in (3.27).

2: Step B. For each quadrature point, sequentially compute the nonnegative density minimizers
to (3.25) and (3.26).
3: Step C. Update the other variables on quadrature points according to (3.28).

4. NUMERICAL RESULTS

In this section, we present one- and two-dimensional numerical results for the scalar scheme
(3.13) and the system scheme (3.21) using the finite element software MFEM [2]. The spatial
domain Q = [0,1]¢ is taken to be either a unit line segment (d = 1) or a unit square (d = 2).
The terminal time is T = 1. Furthermore, we solve the mean field planning problem for all the
numerical simulations, where the initial and terminal densities are prescribed. In this case, the
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terminal density is no longer an unknown variable. Hence the scalar optimization problem (3.13)
simplifies as below

sup inf (H"(up) + wup - (D(®n) — up)))n

up, Py,
(=p" on(T,-) + p° ¢n(0,)n (4.1)

+
+ 5 ((D@) —uj) - (D(®@4) —uj)).
and the system optimization problem (3.21) simplifies as below

sup inf (H"(up) +up, - (D(®n) —up))n

w, Pnuy

+(=p" - On(T, ) + p° - Pn(0,)n (4.2)
+ S (D(®r) — uy) - (D(@r) — up))n-

We take the augmented Lagrangian parameter » = 1 for all the simulations.

4.1. Scalar MFC for reaction-diffusion: 5 = 0. We first consider a planning problem for scalar
MFC (2.3) with regularization parameter 5 = 0 (no Fisher information functional). With 5 = 0,
we do not compute the nj,n; and oy, variables in the optimization problem (4.1), since they are
always zero and are decoupled from the other variables.

We solve the problem (4.1) (with 3 = 0) on Q7 = [0,1] x Q with Q = [0,1]¢ for d = 1,2. The
initial (resp. terminal) densities are chosen to be:

P°(x) = exp(=50jz — z4[%), pl(z) = exp(=50|z — zp|*), Vo = (x1,--- ,xq) € Q.

Here x4 = 0.25, zp = 0.75 for d = 1, and x4 = (0.25,0.25), 25 = (0.75,0.75) for d = 2. We fix
Vi(p) = p and potential function

d
F(t,z,p) = —(0.01plog(p) + 0.4p cos(4nt) H cos(4mx;)). (4.3)
i=1

Moreover, we take the following four choices of Va(p) to highlight different reaction effects of the
model:

Case 1: Va(p) =0

Case 2 : Va(p) =20 (4.4)
Case 3 : Va(p) = 20p

Case 4 : Va(p) = 201(fg_(;)

The 1D results are computed on a 64 x 64 uniform rectangular space-time mesh, and the 2D results
are computed on a 16 x 64 x 64 uniform cubic space-time mesh. We use polynomial degree k = 4,
and apply 400 ALG iterations for all the simulations. The density contours for the d = 1 on the
space-time 2D domain Q7 are shown in Figure 1. The snapshots of density contours on = [0,1]?
at different times for the d = 2 are shown in Figure 2. We find the dynamics with and without
reaction terms are completely different. The reaction function in Figure 1 (b) and (d) shows that
the reaction mobility function V5 dominates the path between p° and p'. While the transport
mobility function V7 dominates the path between p° and p! in Figure 1 (a) and (c). In Figure 2,
we observe a different pattern formulation for various choices of general nonlinear reaction mobility
function Va. This behaves very differently from the classical optimal transport problem with Vo = 0.
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(a) Va(p) = 0. = 20. (c) Va(p) = 20p. (d) Va(p) = 20¢&

log(p) *

FicUure 1. Example 4.1. Snapshots of density contour on the space-time domain
Qr = [0,1]%. The vertical axis represents time.

21
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(d) Va(p) = 2035,

log(p)

FiGURE 2. Example 4.1. Snapshots of density contour at ¢ = 0.1,0.3,0.5, 0.7, 0.9
(left to right).

4.2. Scalar MFC for reaction-diffusion: effect of 5. Here we use a similar setup as in Example
4.1, but study the effect of the regularization parameter 5. We take take mobility functions V;(p) =
p, Va(p) = 20, and potential function

d
F(t,z,p) = —(0.005plog(p) + 0.4p cos(4nt) H cos(4mz;)). (4.5)
i=1
We further take the mobility function V3(p) = p, and vary B, namely, 8 = 0, 8 = 0.005, and

8 = 0.01. The same discretization as in Example 4.1 is used. The density contours for d = 1 on the
space-time domain 7 are shown in Figure 3. The snapshots of density contours at different times
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for d = 2 are shown in Figure 4. In numerical examples, we show that increasing regularization 3
leads to a more diffusive density evolution.

(a) Va(p) = 20,8 = 0. (no regularization)

(b) B =0.005. (weak regularization)

(c) B =0.01. (strong regularization)

FIGURE 4. Example 4.2. Snapshots of density contour at t = 0.1,0.3,0.5,0.7,0.9 (left
to right).

4.3. System MFC for reaction-diffusion (M = 2, R = 1). In this example, we consider a
system model (2.5) with M = 2 species and R = 1 reaction. The initial/terminal densities for each
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component are given as:

exp(—50|z — xA|2), p1(1,z) = exp(—50|z — $B|2),

S
=
—~
L
8
SN—
I

p2(0,z) = exp(=50|z — z5|?), p2(1,z) = exp(—50|z — z4|?).
We take the mobilities Vi ;(p;) = V3,i(pi) = pi for i = 1,2, and the mobility

P1 — P2
log(p1) — log(p2)

Va,1(p1, p2) = 20

The potential function is given as follows

d
F(t,x,p)= — (0.01;)1 log(p1) + 0.4p; cos(4t) H cos(4mx;)

i=1

+0.005p2 log(pg))

The potential function for the first component has a drift and an entropy term in p;, while that for
the second component only has a smaller entropy term in ps. We use the same discretization as in
the previous two examples. The density contours for the 1D results (d = 1) are shown in Figure 5
for 5 =0, 8 = 0.005, and § = 0.01. The snapshots of density contours at different times for the
2D results (d = 2) are shown in Figure 6 for 5 = 0 and 5 = 0.01. Without reaction mobility V3,
the second component density path py will be similar to a Gaussian translation. It is clear that the
reaction mobility completely changes the density evolution. Moreover, increasing the regularization

parameter [ leads to a diffusive density path, as expected.

(b) p2. Left: 8 =0, middle: 8 = 0.005, right: 8 =0.01.

FIGURE 5. Example 4.3. Snapshots of p; (top) and py (bottom).
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(d) p2. B =0.01.

FIGURE 6. Example 4.3. Snapshots of p; and ps at t = 0.1,0.3,0.5,0.7,0.9 (left to right).

4.4. 2D Scalar MFC for reaction-diffusion: image transfer. In this example, we consider
a 2D scalar mean field planning problem (2.3) with complex initial and terminal densities p°(x)
and p'(z), and a complex spatial coordinate dependent mobility Va(x, p) = 20p%(z)p and potential
F(z,p) = —0.001p%(x)p. Here the four non-negative functions p°(x), p'(x), p?(x), and p3(x) are
normalized mascot images as shown in Figure 7, which are logos from University of Notre Dame,
UCLA, Portland State university, and University of South Carolina, respectively. We further take
Vi(p) = V3(p) = p, and vary the regularization parameter f =0, 3 =5 x 1074, and 3 = 1073. We
apply the scheme (4.1) with polynomial degree k = 4 on a 16 x 64 x 64 uniform mesh, and perform
2000 ALG iterations. Snapshots of density contours at different times for different 8 are shown in
Figure 8. It is interesting to observe that the mobility coefficient p?(x) in V5 and the interaction
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FIGURE 7. Example 4.4. The four functions p%(z), p'(x), p*(z), p?(z). Initial
density is p®, terminal density is p', mobility Va(z, p) = 20p?(x)p and potential
F(z,p) = —0.001p3(z)p.

coefficient p3(x) in F are imprinted in the density evolution. We also observe a strong diffusion
effect when 8 = 1073,

(c) =107

FIGURE 8. Example 4.4. Snapshots of density contours at ¢ = 0.2,0.4,0.6,0.8 (left
to right) for different g.
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4.5. 2D System MFC for reaction-diffusion (M = 2, R = 1): image transfer. In this
example, we consider a system model (2.5) with M = 2 species and R = 1 reaction. We take
the initial and terminal densities as the images in Figure 7. Specifically, the two initial densities
0 = p%x), oY = p*(x), and the two terminal densities pi = pl(z) and pi = p?(z). We take
Vii(p) = p,
Vau(p) = 202222,

no potential F(p) = 0, and no regularization 5 = 0. We use the same discretization as the previous
example, and apply 2000 ALG iterations. Snapshots of the density contour at different times are
shown in Figure 9. Here the reaction with mobility V51 makes the density evolution different from
a classical optimal transport path for each component.

F1GURE 9. Example 4.5. Snapshots of p; (top) and po (bottom) at ¢t = 0.2,0.4,0.6,0.8
(left to right).

4.6. 2D System MFC for reaction-diffusion (M = 12, R = 12). In the last example, we
consider a system model (2.5) with M = 12 species and R = 12 reaction. The initial densities
are the ancient Chinese calligraphy in seal script for the 12 Chinese zodiac animals, which are
downloaded from Richard Sears’ website https://hanziyuan.net/, while the terminal densities
are their associated (gray-scale) images, which are generated by Baidu’s text-to-image AI tool
WenXin YiGe https://yige.baidu.com/. We rescale the images so that the maximal value is 1
and minimial value is 0; see Figure 10-11 for the 12 initial (¢ = 0) and terminal (¢ = 1) density
approximations in gray scale.
Here we take V1 ;(p) = p,

Pp — Pp+1
VarlP) = 2y ) —loglpr PSP
where the convention p13 = p; is used. The reaction patterns for this system are cyclic. Again, we
set potential F'(p) = 0, and regularization 8 = 0. We use the same discretization as the previous
example and apply 2000 ALG iterations. The results at time ¢ = 0.0,0.2,0.5,0.8, and 1.0 are shown
in Figure 10-11. The color range is gray-scale from 0 (black) to 1 (white). We observe interesting
and complex densities’ evolutions from these figures.
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For comparison purposes, we also plot the snapshots of densities at time ¢ = 0.5 for optimal
transport without reaction (V2, = 0) in Figure 12. It is observed that the results in the middle
row of Figure 10-11 for the reaction-diffusion system model are very different from the scalar
optimal transport results in Figure 12. These differences come from the nonlinear reaction mobility
functions.

FIGURE 10. Example 4.6. Snapshots of first 6 densities p; to pg (left to right) at
times ¢t = 0.0,0.2,0.5,0.8,1.0 (top to bottom).
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FIGURE 11. Example 4.6. Snapshots of last 6 densities p7 to p12 (left to right) at
times ¢ = 0.0,0.2,0.5,0.8,1.0 (top to bottom).



30 FU, OSHER, PAZNER, AND LI

FIGURE 12. Example 4.6. (No reaction V, = 0.) Snapshots of densities at ¢t = 0.5.
From left to right, top to bottom: p; to pis.

5. DISCUSSIONS

In this paper, we model and compute a class of generalized optimal transport and mean field
control problems for reaction-diffusion equations and systems. The control problems are constructed
by general choices of transport and reaction mobility functions, such as Vi, Vs, and V3, derived
from entropy dissipation properties. We apply a high-order spatial-time finite element method
to discretize the spatial-time domain and use the ALG2 algorithm to compute mean field control
problems. Numerical examples in Section 4, including transporting two Gaussian distributions and
a system of 12 images, demonstrate the effectiveness of the proposed mean field control models and
computations.

In future work, we shall study general modeling, computation, and inverse mean field control
problems for reaction-diffusion systems. The generalized nonlinear reaction functions often rep-
resent complex behaviors between different populations, exhibiting patterns in social dynamical
systems. The mean field control problem over transportation and reactions provides new patterns
in population behaviors observed from our numerical examples. The analytical study of these new
patterns could be a future research direction. We also expect that the mean field control prob-
lem of reaction-diffusion systems has vast applications in pandemic control, computer vision, and
image processing problems. The other important direction is the parallel and high-order computa-
tion of generalized optimal transport and mean field control problems on three-dimensional spatial
domains.
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APPENDIX

This section gives detailed proofs of Propositions 2.1-2.4.

Proof of Proposition 2.1. Denote £(p) = [, E(p(x))dz. Thus 0 8( ) = E'(p). By the change of

variable formula, we obtain

m =m — Vi(p)VE'(p), s=25—[BVa(p)E'(p).
The constraint set (2.16b) satisfies

0=0ip+ V- (m — BVi(p)VE'(p)) — (5 — BVa(p) E'(p))
=0p+V-m—s.

Moreover, the terms in objective functional (2.11a) satisfy

S G R £
/0 /Q 2Vi(p(t.a)) 2V2(P(t’x))]dxdt
) /T / I BADYE L s+ BAE O

Wi(p) 2s(0)
ml2 + BViRIVE W2 | |12 + B2Va(o)2|E'(p)]?
/ / 22 (p) * 22 (0) Jdoct

_|_ﬁ/ / -VE'(p s-E'(p)}dmdt

/ / ||m||2 El§ -l—jHVE/( )12Va( )_}_ﬁ‘E’( V2 Va( )}d dt
i * g+ FITE IO+ G o

+ﬁ/ /E’(p) V- mt s dudt

/ / ||7’I’L”2 s -l-jHVE/( )I2VA( )+ﬁ—2\El( )2 Va( )}dwdt
i g+ 7IVE IO+ FE PG

+ﬁ/ / E’(p)f‘?tp dxdt

/ / ||7"”2 Eis +j”VE/( MWPVa( )4_@2‘5]’( )2 Va( )}dmdt
2Vi(p 2V2() A

+ﬁ/ E(p(T7 ) — E(po)]dx,

where the last equality follows the fact that fo E'(p)dpdt = fo OE(p)dt = E(p(T,-)) — E(pY).
Thus we derive the variational problem (2.13) using the definition of V3 in (2.12). O

Proof of Proposition 2.2. Denote the Lagrange multiplier of problem (2.13) as ¢: [0,7] x Q — R.
Consider the following saddle point problem:

inf sup L(m,s,p,pr,d),
m,s,p,pT ¢



where

L(m,s,p, ¢
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HmH2

i

[

2Vi(p

2V2(p)

+/0 [? (p)—.F(p)}dt-f-g(PT)"‘ﬁg(PT)‘

Assume p > 0. By solving the saddle point problem of £, we obtain

)

%E 0,
)
6p£

)

@E =0,

0
—L =
dpr

This finishes the proof.
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&)[ﬁ Z(p) = F(p)

Proof of Proposition 2.3. The proof is similar to the scalar case. Denote &;(p;)

Thus 5—%5}( pi) =

m; = m;

— BV1,i(pi) VE;(pi),

The constraint set (2.18b) satisfies

0=0p; +V - (m

ﬁ‘/l z(pz VE pz

R
=0ip; + V- my; — Z Yi,pSp-

p=1

Sp

Z%,psp B Z YipV2,p(

= §p - 5V2,p(p)

= E!(p;). By the change of variable formula, we obtain

M
> Vi (p)).
=1

Moreover, the terms in objective functional (2.18a) satisfies

A
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We only need to show that

R M
/ / Zmz VE;(p:) Z_: Z_: }dmdt /QZ[EZ(,OZ(T’))_EZ@?) der.

This is true from the following fact:

// Zml VE! (pi) gsp ﬁ;v }dxdt
Z/OT/QZE;(M)' [—V'mﬂr;%,psp]dl‘dt
// ZE (p;) - Oypidtda
-/ Zj Eipi(T.) = i) da

where the last equality uses the integration by parts in the time variable. This finishes the proof. [

Proof of Proposition 2.4. The proof is similar to the scalar case. We derive the minimizer system
for variational problem (2.18). Denote ¢;: [0,7] x Q@ — R as the Lagrange multiplier of constraint
(2.18a), for i = 1,2,--- , M. Write ¢ = (¢;)}M,. Consider the following saddle point problem

inf sup Li(m,s,p,pr,o),
m.$,00T ¢

where

£1mspp:r,

”mzH2 4 |Sp|2 /62 B ‘
/ / ZVM i) ZVQP( )+ 21'( )}dﬂ? F(p(t,-))dt
+G(pr) + ﬂ(S(pT) - g(p0)>

M 7 A
+;/O /QQ% . {@pri-v.mi _I;’Yi,psp}dwdt.




MFC WITH FEM 35

Assume p; > 0,7=1,2,--- , M. By solving the saddle point problem of £, we obtain

m; = V1,i(pi) Vi,
M
sp = Vap(p) Z'qu)?bp,
O sy =
e —fZ il o
Tﬁl =0, Vl ) pz
s
6p - Z ‘Sp|2 V <p)
szﬁl - O, = V27p 2 8pz P
) 2
= 8
56,11 =" + 55 T(0) = Flp)) - 016 =
iﬁl =0, R
opr Opi +V -m; — Z’Yi,psp =0,
p=1
b1+ =—G(pr) + B=—E(pr) = 0
T Spr PT Spr pr)=V.
This finishes the proof. O
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