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ABSTRACT: Strong field ionization of neutral iodoacetylene - .. 104
.. = 0.15% 7 cycle g
(HCCI) can produce a coherent superposition of the X and A & % g 9 f
cations and results in charge migration between the CC 7 orbital £ 0108 ;‘CYCIC . o.sg
and the iodine 7-type lone pair. This charge migration causes 50‘05 MEEIS T AS— - o)
oscillations in the rate of strong field ionization of the cation to the 0.00 "; ........... g B
dication that can be monitored using intense few-cycle probe 0 20 40 60 0 100 5
. S Probe Pulse Peak Time (fs)
pulses. The dynamics and strong field ionization of the coherent = . Rate
superposition the X and A states of HCCI* have been modeled by 2 deyele /) A
time-dependent configuration interaction (TDCI) simulations. B \/\ / [\
When the nuclei are allowed to move, the electronic wavefunctions é \/ V

need to be multiplied by vibrational wavefunctions. Nuclear motion 0 5 10
has been modeled by vibrational packets moving on quadratic

approximations to the potential energy surfaces for the X and A states of the cation. The overlap of the vibrational wavepackets
decays in about 10—15 fs. Consequently, the oscillations in the strong field ionization decay on the same time scale. A revival of the
vibrational overlap and in the oscillations of the strong field ionization is seen at 60—110 fs. TDCI simulations show that the decay
and revival of the charge migration can be monitored by strong field ionization with intense 2- and 4-cycle linearly polarized 800 nm
pulses. The revival is also seen with 7-cycle pulses.

B INTRODUCTION both electronic and nuclear dynamics in their simulation of the

. +
Charge migration can be produced by a coherent superposition superposition of the X and A states Of, HC,CI and found
decoherence and recoherence of charge migration as a result of

of electronic states. Such electronic dynamics have been SEETRY) ; ; .
4 nuclear motion. In earlier simulations on H,*, Bandrauk

observed in a few atomic and molecular systems on time scales and co-workers showed that charee mieration and decoherence
of a few femtoseconds to tens of femtoseconds.' ™ Attosecond 8 1%; 1

: ) . . could be monitors by photoionization. *"* In the present stud
transient absorption, attosecond pump-IR probe, high harmonic N . yP 123 present stucy,
. . we employ simulations of electronic and nuclear dynamics to test
spectroscopy, and attosecond streaking are able to achieve the

. Z hether strong field ionization can be used to directly observe
temporal resolution needed to observe these effects.' ™ Strong v & Y

L - charge migration in HCCI".
field ionization can be used to produce coherent superpositions ! . .
) . S Theoretical and computational methods for describing
of cation states. Potentially, strong field ionization can also be . ST
! . . electron dynamics and ionization in strong laser fields have
used to probe the charge migration resulting from the coherent - . 2 1621
" 1 h h been discussed in a number of recent reviews. Accurate
superposition. Iodoacetylene (HICCI) bas been chosen as a test solutions for the time-dependent Schrodinger equation are
case because the dynamics of the cations of HCCI have been . .
) ) ] ) practical only for one- and two-electron systems. The single
studied extensively by both experimental and theoretical
methods.””™"® The coherent superposition of the X and A _
states of HCCI" leads to charge migration between the C=C = Received: April 23, 2023
orbital and the iodine 7-type lone pair. Based on higher harmonic Re‘“fed‘ June 17, 2023
spectroscopy and theoretical simulations of electron dynamics, Published: July 17, 2023
Kraus et al. were able to reconstruct both the amplitude and
relative phase of the superposition of the X and A states of
HCCI" and the resulting charge migration.” Yang et al. included
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Figure 1. Electric field of (a) a “static” pulse, (b) 2-cycle linearly polarized pulse with CEP = 0, and (c) a 4-cycle linearly polarized pulse with CEP = 0.

active electron approximation and the strong field approxima-
tion are often used for multi-electron systems. Molecular
Ammosov—Delone—Krainov’”> and weak-field asymptotic
theory”> can model orientation-dependent ionization rates.
More detailed descriptions require numerical simulations of the
electron dynamics (for recent reviews, see refs 18—21). Real-
time inte§ration of time-dependent density functional
theory”* ™" and time-dependent configuration interaction®' ~**
(TDCI) have been used successfully to simulate strong field
ionization for multi-electron polyatomic systems. In these
approaches, a complex absorbing potential (CAP) is used to
remove the outgoing electron density to model strong field
ionization.

Treating nuclear dynamics is an essential part of modeling
charge migration and decoherence (for recent perspectives, see
refs 39 and 40). The states involved in the coherent
superposition may have significantly different potential energy
surfaces leading to different dynamics for the vibrational
wavepackets on these surfaces. The most accurate method for
calculating the vibrational dynamics is multi-configuration time-
dependent Hartree,*"** but this requires fitted potential energy
surfaces and grows exponentially with the number of degrees of
freedom. Alternatively, the potential energy surfaces can be
calculated on-the-fly and coupled with a fully quantum treatment
of the vibrations in methods such as variational multi-
configurational Gaussian,*”** ab initio multiple spawning,*
multi-configurational Ehrenfest,***” etc. More approximate
approaches include semiclassical methods that propagate frozen
or thawed Gaussian wavepackets on-the-fly.** ™" Instead of
obtaining fitted potential energy surfaces or calculating them on-
the-fly, the potential energy surfaces can be represented by local
quadratic approximations, provided there are no complications
such as surface crossings, double wells, or large anharmonicities.
Arnold, Vendrell, and Santra have found this approach
satisfactory for modeling decoherence in water, paraxylene,
and phenylalanine.”"** Yang and co-workers''~'* examined this
approach in detail for the nuclear dynamics of a coherent
superposition of the X and A states of iodoacetylene cation and
successfully modeled the decoherence of charge migration.

In earlier works, we employed TDCI with a CAP to study the
angular dependence of strong field ionization.*”*%*37
Recently, we have used TDCI to study the coherent super-
position of the X and A states of HCCI*.*” The focus of the study
was on strong field ionization to probe the electron dynamics and
charge migration in HCCI'. To avoid the effects of decoherence
caused by nuclear motion during the pulse, the probe pulses were
limited to two cycles. The present study includes nuclear
dynamics in order to examine the impact of decoherence on
strong field ionization as a probe for charge migration in HCCI".
The results are in excellent agreement with the findings of Yang
and co-workers''~'* on the effect of nuclear dynamics on the
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time-scale for decoherence and recoherence in the electron flux
in the coherent superposition of the X and A states of
HCCI"."'™" The present study shows that the decay of the
charge migration can be monitored by strong field ionization
with intense 2 and 4-cycle linearly polarized 800 nm pulses and
that the revival of charge migration can be seen with 2, 4, and 7-
cycle pulses.

B METHODS

In the TDCI approach, the electronic wavefunction is
propagated with the time-dependent Schrodinger equation
including a CAP.

~ abs

i Sw(e) = OP) = 0 - E @) - 1)

(1)
ﬁel is the field-free, time-independent electronic Hamiltonian

and V"™ is the CAP. The absorbing potential for the molecule is
constructed from spherical potentials centered on each atom and
is equal to the minimum of the values of the atomic absorbing
potentials.”” Each spherical atomic absorbing potential rises
quadratically starting at R, and turns over quadratically to a
constant value of V, beyond Rg.

V= ZVmax[(R - RA)/(RB - RA)]Z;
Ry < R<(Ry+ Ry)/2

V= Vmax - 2‘/max[(lz - RA)/(RB - RA)]Zy
(Ry + Ry)/2 <R <Ry

V=0, R<R,andV =1V, R> Ry

)

The interaction with the electric field of an intense laser pulse

ax/’

is treated in the semiclassical dipole approximation, where /i is

the dipole operator and E is the electric field (see Figure 1). The
electric field for an n cycle linearly polarized pulse with a sin*
envelope can be written as

E(t) = E,, sin(wt/2n)* cos(wt — )

for 0 < wt < 2nr, E(t) = 0 for wt > 2nn
3)
where o is the angular frequency and ¢ is the carrier envelope
phase (CEP).
In the TDCI approach, the wavefunction is written as a linear
combination of time-dependent coefficients with time-inde-
pendent configurations.

v = ety
i 4)
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The y; are chosen as the eigenfunctions of the time-
independent, field-free electronic Hamiltonian; hence,
H, = (wlHly) is a diagonal matrix. In this approach, the
time-dependent Schrédinger equation for the time-dependent
coeflicients becomes a set of linear differential equations. The
propagation of the coefficients can be written in terms of an
exponential of the Hamiltonian matrix (shown in atomic units, 7

-1).

o) = HOD;  H0) = WOl

c(t + At) = exp(—iH(t)At)c(t) (s)

For a linearly polarized pulse (eq 3), the Trotter factorization of
the exponential of the full Hamiltonian matrix is

o(t + At) = exp(—iH_At/2) exp(—V**At/2)
X W' exp(iE,(t + At/2) dAH)W

X exp(—VabsAt/Z) exp(—iH At/2)c(t) (6)

where WDW = d are the eigenvalues and eigenvectors of the
transition dipole matrix D. The exponential of Ve, the
eigenvectors of field-free electronic Hamiltonian and the
transition dipole matrix and the product exp (=V**At/2) W'
need to be calculated only once since they are time-independent;
exp (—iH,At/2) and exp (iE(t + At/2) dAt) are easily
calculated because H, and d are diagonal matrices. A
propagation step for a linearly polarized pulse involves two full
matrix—vector multiples and three diagonal matrix—vector
multiples.”

In simulations of strong field ionization with TDCI, the
oscillating field excites an electron to high-lying states where the

electron interacts strongly with V™ and is absorbed. For single
ionization of a neutral molecule to a cation, a spin-restricted
wavefunction consisting of the ground state and all singly excited
configurations (CIS) is suitable. For ionization of a cation to a
dication, a spin-unrestricted wavefunction could be used, but this
treats the & and f3 spin-orbitals differently (for a linear x cation,
the 7, and 7, orbitals would also be different). This problem can
be overcome by using a CISD-IP wavefunction.’’ The
wavefunction is constructed using the molecular orbitals of the
closed shell system and includes singly ionized determinants, y,,
and singly excited, singly ionized determinants, yf;, thereby
treating the @ and f# spin-orbitals equivalently (likewise, 7, and 7,
orbitals for linear molecules are treated equivalent). The CISD-
IP wavefunction used in simulations of ionization of a cation to a
dication is

W) = D ey + D, e
x x
+ Z cfwl + Z
Tax (7)

rax
where x are the ionized molecular orbitals (i < x when i and x are
the same spin).>”
The ionization rate can be calculated as the rate of decrease of
the norm squared of the electronic wavefunction, (¥(£)I¥(t)),
which is proportional to the integral over the absorbing potential.

rate (£) = —0(P(O)IW(t))/ot = 2(P(OIVHI®(1))  (8)

When nuclear dynamics is included, the total wavefunction
has contributions from electronic and vibrational components. If

a a a a
+ 2w+ 2 e
iax iax

7 a
Cix¥x
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cations are obtained by ionization of a neutral molecule, the
potential energy surfaces for the cations can differ significantly
from the neutral, and the cations may have considerable
vibrational energy. In the Born—Huang expansion, the molecular
wavefunction is written as an electronic wavefunction that
depends on the electron coordinates, r, and parametrically on the
nuclear coordinates, R, times a vibrational wavefunction that
depends only on the molecular coordinates, R.

¥(r, R) = ¥(r; R)O™(R) (9)

The total ionization rate depends on the rates for the
individual states and on the interaction between them, weighted
by the coeflicients of the electronic states and by the vibrational
wavefunctions for those states.

rate (t) = 2(¥(£)IV*I¥(t))
Nstates
1% 1 1 b: 1
=2 Z Ciitate(t)cjestate(t) <\Ilt'estate|‘7a Sl\P;state>
istate,jstate

< (I)vib, istate (R, ¢ ) | q)vib,jstate (R, t) >
(10)

The vibrational part of the wavefunction for a given electronic
state can be approximated by a product of normal mode
vibrations. In turn, a wavepacket for a single normal mode can be
written as a linear combination of harmonic oscillators,
yibistate(g. ), for mode ivib of state istate and with vibrational
quantum numbers v. The harmonic oscillator functions for a
given state are centered on the minimum energy geometry for
that state. The displacement of the minimum for a mode of a
cation state relative the neutral ground state is obtained by
projecting the change in the geometry onto that normal mode.

. . N 11-13,51,52
As in previous applications, B

the present form assumes
that the cations have the same normal modes as the ground state
and that there is no intermode coupling of the vibrations in the

cation states.

normal modes vibrational quanta

Il

ivib v

q)istatE(R) t) — C:uib,istate(t)

ivib, istate

2y, (11)

The coefficients in the vibrational wavefunction are time-
dependent. Since the laser pulse used for strong field ionization
(e.g, 800 nm) couples only weakly to the vibrational motions,
the time dependence of the vibrational coefficients is simply a
phase factor that depends on the energy.

S N pivib,istate
ivib, istate __ivib,istate_—iE}""" "t
c, (t) =¢, e

(12)

In the Franck—Condon approximation, the initial vibrational

coefficients, ciVbistte

, are obtained from the overlap of the excited
state vibrational wavefunctions with the zero-point vibrational
wavefunction of the ground state. The time-dependent overlap
of the vibrational wavepackets for states istate and jstate of the
cation is given by

https://doi.org/10.1021/acs.jpca.3c02667
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<q)vib,ismte (t) |<Dvib,jstate (t) >

normal modes vibrational quanta

_ ivib,istate _ivib,jstate
= c, Cy

ivib v,v
exp(i(Eivib,istate _ Eil/zib,jstate)t)

(){thb Jistate ( ivib,jstate (q

The overlap is a complex quantity. Inserting this time-
dependent vibrational overlap into eq 10 yields the full
expression for the time-dependent the strong field ionization
rate.

W, ) (13)

wxb

Nistates

rate (t) =2 Z Cii:te(t)cjstate(t)

istate,jstate

(DIVIPS,, ()X

normal modes vibrational quanta

ivib,istatek _ivib,jstate
¢, Cy

<LPel

istate

ivib v,
exp(i(Eivih,istate _ Eiyib,jstate) t)
ivib, istate ivib, jstate
<Zv (qivtb)b( ( 1vzh)> (14)

The rate can also be written in terms of the reduced density
matrix for the electronic states.

rate (t) =

Nstates

sl 1 b. 1
2 Z pisrtarzz,jstute(t) <Tfstate(t) IVa sllP]estute(t)>
istate,jstate
d 1# ib, i ibj
pisrturt:,]state ( t) = Ctitute( t) C]stute( t) <(DV1 e (t) quVI jetate (t) )
(15)

Since (@viistate(p)|priditate(t)y = 1, only the off-diagonal
elements of the absorbing potential, (¥&,..(t) |Vabsl'~I";1mte(t) ),
need to be multiplied by the vibrational overlap.

In the absence of a time-dependent field from a laser pulse and
for frozen nuclei, the propagation of a superposition of states
amounts to a time-dependent change in the phase factor of the
superposition. For a superposition of the X and A states of
HCCI", expectation values (e.g., dipole moment) become time-
dependent, reflecting the charge migration resulting from the
coherent superposition.

‘PiA(t) = cxlf’;é + e_iAEtcAei¢‘PeAl,

cx + ca =1, ¢y and ¢, real (16)

(P, (DIOIPY, (1)) = c2(PLOIPY) + 2 (PoIPe)

+ cxcy (e AEHIP el |O|‘P;l>
+ FTPpsloIvy))

cx(PFIOIPS) + ca(PLIOIPY)
cos(AEt — ¢p)cxca(Oxa + Opx)
$)exca(Oxa — Oax)

0, = (¥HIONPY)

+

+

sin(AEt —

(17)

In the presence of a time-dependent field from a laser pulse,
the electronic wavefunctions are time-dependent. In the TDCI
approach, the propagation of the time-dependent coeflicients is a
solution of a set of linear differential equations. Any linear
combination of solutions of a set of linear differential equations is
also a solution. The ionization rate can be obtained from the
expectation value of the absorbing potential (eq 10). For the
superposition W, (0) = Py + cpe”Pg, the rate has

contributions from the pure states and from cross terms.

rateXA (t) = 2<‘I’e1 (t)lVabsPPel (t))

= 2 2(PL(OIVIWL()) + 2c2(P(8)]
VEIPR(D)

+ excp(eP(PEOIVEIL (1)) + e P (we(e)l
VEIEE(1))

= 2ex Vi (£) + 2c5 V1 (8)
+ cos(—@)exea(Vxa(t) + Vix(t))
+ sin(—¢)exe(Vxa () — Viax (1))
Voo (1) = (FH()IVIWE (1))
(18)

The real and imaginary components for these cross terms can
be obtained from the rates for the X + A and X =+ iA

superpositions.

(ratex+A(t) ratey_(t))

= (PR(OVDIPL(1) + (PR(OIVIPE(1)
= (Vya(t) 4+ Vix(1))
5 (ratex+,A(t) — rate§_;, (1))
= i((PROIVIPL(1)
— (PROVIPE(D))

= i(Vxa(t) — Vix (1)) (19)

When nuclear motion is included, the electronic matrix
elements of the absorbing potential need to be multiplied by the
vibrational overlap, which is complex. Since the overlap is unity
for the pure states, only the cross terms need to be multiplied by
the vibrational overlap.

https://doi.org/10.1021/acs.jpca.3c02667
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rate, (1) = 2(P5a (IVIPEL (1))
(@R, )| DR, 1)) = 262V ()
+ 203V, (t) + cXcA(ei'/)VXA(t)SV'b(t)
+ e MV (DSR(E) = 23 Vix(£) + 265 Via ()
+ cos(—¢h)exca
[(Via () + Vix () (Sxa(8)
+ SX(D) + (Via(£) = Vax (D) (S5a(6) — SR(0)]
+ sin(—¢)cxcy
[(Via(t) + Vix (D) (SRR(E) — SiR(1))
+ (Vs (£) = Vi (D) (Sxa(8) + SXR()1S3G (1)

= <q)¥:b(R; t)l(b&b(Rr t)) (20)

Alocally modified version of the Gaussian software package®*
was used to calculate the CAP integrals needed for the TDCI
simulation. The aug-cc-pVTZ basis set was used for H and
C;7% the aug-cc- pVTZ-PP basis set with pseudopotential was
used for iodine.°® Additional diffuse functions were placed on
each atom to describe the electron dynamics during the
ionization process and to ensure adequate interaction with the
CAP. This set of basis functions consisted of four s functions
(exponents of 0.0256, 0.0128, 0.0064, and 0.0032), four p
functions (exponents of 0.0256, 0.0128, 0.0064, and 0.0032),
five d functions (exponents of 0.0512, 0.0256, 0.0128, 0.0064,
and 0.0032) and two f function (exponent of 0.0256 and
0.0128).%”°* The electronic wavefunction for HCCI included all
excitations from the highest ¢ orbital and two highest pairs of 7
orbitals to all virtual orbitals with orbital energies less than 3
hartree (1 hartree = 27.2114 eV), for a total of 2621
configurations for HCCI neutral and 18530 configurations for
HCCI cations. The spherical absorbing potential on each atom
was chosen to start at approximately 3.5 times the van der Waals
radius. The parameters of the potentials were V. = 10 hartree,
R, =14.882,12.735, and 9.544 bohr for I, C ,and H, respectively,
and Ry = 43.166, 41.020, and 37.828 bohr for I, C, and H
respectively (1 bohr = 0.529177 A). The TDCI simulations were
carried out with an external Fortran95 code. Mathematica®” was
used to calculate the vibrational components of the reduced
density matrix and ionization rate and to analyze the simulations
and plot the results.

B RESULTS AND DISCUSSION

The TDCI calculation of the electronic component of the strong
field ionization of HCCI has been described previously® and is
summarized briefly here. The 7 and 7* orbitals of HCCI are the
in-phase and out-of-phase combinations of the C=C x orbitals
and the iodine 7-type lone pairs (Figure 2a). Removing an
electron from the 7* orbital produces the X state of the cation,
while removing an electron from the 7 orbital produces the A
state of the cation. Since the ¢ orbital is 0.2 hartree lower in
energy than the 7* orbital, it does not contribute significantly to
ionization at the field strength used in this study. The angular
dependence of the ionization rate for neutral HCCI is shown in
Figure 2b. When averaged over all directions, the calculated ratio
of the ionization yields for the X and A states is 3.9, which is in
good agreement with the experimental ratio of 4.3 reconstructed
from the higher harmonic spectra.”
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Figure 2. (a) Highest occupied orbitals of HCCI and their orbital
energies in atomic units (1 hartree = 27.2114 eV). (b) Angular
dependence of the instantaneous ionization rate for neutral HCCI in the
static field of 1.70 V/A = 0.033 au (total ionization rate in black and yield
of X and A states of the cation in red and green, respectively).

Strong field ionization of HCCI can produce a coherent
superposition of the X and A states of the cation that results in
charge migration between the C=C x orbital and the iodine z-
type lone pair. Snapshots of the hole migration are shown in
Figure 3 for frozen nuclei. The period for the field-free charge
migration, 1.87 fs, depends on the energy difference between the
X and A states. The energy difference calculated by CISD-IP
(221 eV) is in very good agreement with the value from the
experiment (2.23 eV).%*

Strong field ionization can be used to probe the charge
migration. The ionization is highest from the iodine end (i.e.,
highest when the electron hole is on C=C rather than on I).
Figure 4 shows the ionization rate for HCCI with frozen nuclei
for a 7-cycle linear pulse with CEP = #/2 and polarization
perpendicular to the molecular axis. The ionization rate depends
on the initial phase for the superposition, X + ¢ Aatt=0. The
rate also depends on the time for propagation of the
superposition from t = 0 to the two most intense peaks in the
pulse at t = 8.65 and 9.98 fs. The maximum ionization rate for the
second peak in the pulse is offset from the maximum in the first
peak as a result of charge migration during the time between the
two peaks (1.33 fs). A pulse perpendicular to the molecular axis
does not significantly alter the period for charge migration
because the permanent dipoles for the X and A states and the
transition dipole between the X and A states are perpendicular to
the electric field of the pulse. The dynamics of the charge
migration are more complicated for other orientations of the
pulse because the charge migration can be driven by the
component of the electric field of the pulse along the molecular
axis in addition to the intrinsic oscillation due to the coherent
superposition.

When nuclear motion is included, the results are modified by
the overlap between the vibrational wavepackets on the X and A
surfaces. The shape and overlap of the wavepackets depend on
the differences in the geometry and vibrational frequencies of the
neutral ground state and of the two cations, as summarized in
Table 1. The geometries for the ground state and cations were
adopted from high-level calculations in a previous study.*
Experimental vibrational frequencies were obtained from the
literature.”””° No C—H stretch frequency was available for the A
state; the value from the X state was used since the C—H bond

https://doi.org/10.1021/acs.jpca.3c02667
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Figure 3. Field-free coherent superposition of the X and A states of the HCCI cation. Hole density for (a) X + A, (b) X + iA, and (c) X — A.
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Figure 4. Ionization rate HCCI* with frozen nuclei as a function of time
and the initial phase of the superposition (X + ¢ A) fora 7-cycle linearly
polarized 800 nm pulse with CEP = 7/2 and a maximum intensity of
1.97 X 10 W cm™2 (E,,,, = 3.86 V/A = 0.075 au) for polarization
perpendicular to the molecular axis.

Table 1. Geometry and Vibrational Frequencies for HCCI
Neutral and Cations®

HCCI ground state HCCI" X state HCCI" A state
R(C-1) 2.0244 A 1.9515 A 2.1483 A
R(C=C) 1.2169 A 12392 A 1.2457 A
R(C-H) 1.0746 A 1.0828 A 1.0838 A
v(CI str) 490 cm™! 578 cm™! 407 cm™!
v(CC str) 2060 cm™! 1805 cm™ 1822 cm™!
v(CH str) 3360 cm™ 3258 cm™ 3258 ecm™

“Geometries from ref 4 calculated at CASSCF/cc-pVQZ; exper-
imental frequencies from refs 69 and 70.

lengths differ by only 0.001 A. Because the cations are linear, only
the symmetric vibrational modes will be excited on ionization. It
has been shown that the remaining, asymmetric vibrational
modes do not significantly affect the dynamics of the coherent
superposition.”' Yang and co-workers have demonstrated that
employing the 3 symmetric vibrational modes for HCCI" gives

essentially the same results as using all 7 vibrational modes."' ="

Normal modes for the neutral ground state of HCCI were
calculated with the CCSD/aug-cc-pVTZ level of theory (see
Table 2). The minima for the potential energy surface for the
cations are displaced from the minimum for the neutral ground
state. The displacements in terms of the normal modes were
obtained by projecting the geometry differences onto the normal
modes.

Vertical ionization produces vibrational wavepackets on the
potential energy surfaces of the ionized states. In the Franck—
Condon approximation, the wavepackets are obtained from the
overlap between the vibrational wavefunction on the neutral
ground state surface with the vibrational wavefunctions on the
cation surfaces. In the present study of HCCI, the vibrational
wavefunctions are approximated by harmonic oscillator
functions with the frequencies and displacements listed in
Tables 1 and 2. As in the study by Yang and co-workers,"" the
normal modes for the ionized states are chosen to be the same as
for the neutral and coupling between the vibrational modes in
the cations is ignored. The overlaps between the zero-point
vibrational wavefunction of the ground state and the vibrational
wavefunctions for the cations provide the initial coefficients for
the wavepackets on the X and A states of the cation, in accord
with the Franck—Condon principle. Since the cation surfaces are
approximated by harmonic potentials, the dynamics of the
wavepacket can be calculated analytically (see eqs 11 and 12).
This approach has been used previously by various authors in a
number of studies''~'**"** and was found to be satisfactory for
modeling electronic decoherence resulting from nuclear
dynamics of HCCI" and for similar molecules. It has been
shown that transitions between the X and A states of the cation
can be ignored for the time lengths in the present simulations.”
Therefore, vibrational wavepackets on the potential energy
surfaces for the X and A states move independently.

The largest movements of the vibrational wavepackets are
seen for the C—I stretching mode because the differences in the
frequencies and displacements from the ground state are largest.
As shown in Figure S, the C—I stretch wavepacket on the X state
initially moves toward a shorter C—I bond length and the
wavepacket on the A state moves toward a longer bond length.
The C—I overlap decreases by half in about 6 fs and is near zero

Table 2. Normal Modes and Displacement for HCCI Neutral and Cations”

HCCI normal mode components

HCCI" X state displacement HCCI" A state displacement

R(C-TI) R(C=C)
C—I str mode 0.6274 0.0731 0.0181
C=C str mode —0.5333 0.9368 0.3356
C—H str mode 0.0304 —0.1430 1.1059

R(C—H)

—0.09002 A 0.20974 A
0.03076 A 0.01446 A
—0.00045 A 0.00050 A

“Normal modes calculated for the ground state with CCSD/aug-cc-pVTZ; displacements obtained by projecting geometry changes onto the
normal modes; reduced masses for the C—I str, C=C str and C—H str modes are 9.3062, 5.9129, and 1.1576 amu, respectively.
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Figure S. Vibrational wavepackets for C—I stretch for neutral HCCI and
X and A states at (a) 0 fs (blue), (b) 10 fs (green), and (c) 20 fs (red).

Potential energy curves are shown in black.

by 20 fs. Because the initial wavepackets are Gaussian-shaped,
the C—I overlap decreases as a Gaussian function as the
wavepackets move away from each other.

The total overlap is a product of the overlaps for the individual
modes. The variation of the overlaps with time is shown in Figure
6. The displacements and difference in the frequencies are much

Time (fs)

Figure 6. Absolute value of the overlap of vibrational wavepackets on
the X and A states of HCCI" for the C—I stretch (red), C=C stretch
(green), and C—H stretch (blue). The absolute value of the product of
the overlaps for the three modes is shown in dashed black. The inset
shows revivals of the overlap near 70 and 170 fs.

smaller for the C=C stretch; the overlap between the C=C
wavepackets on the X and A surfaces changes by less than 10%.
The overlap for the C—H stretch is nearly constant because the
displacements are very small and the frequencies are identical.
The absolute value of the product of the C—I stretch, C=C
stretch, and C—H stretch overlaps is dominated by the C—I
stretch. In the absence of decay mechanisms, the wavepackets on
the X and A states return to the Franck—Condon region and
overlap again, as shown in the inset in Figure 6. These results are
in excellent agreement with those of Yang and co-workers."’
The ionization rates for HCCI" in a static field oriented
perpendicular to the molecular axis are shown in Figure 7 for the
X + A coherent superposition. The oscillation frequency for the
ionization rate is determined by the energy difference between
the two states. The total ionization rate with moving nuclei is
given by the electronic (fixed nuclei) ionization rates times the
vibrational overlap factor (eq 14). The diagonal terms of the
electronic ionization rates are given by simulations with pure X
and A states, and the vibrational overlap is 1. The off-diagonal
terms for the electronic contribution can be obtained from
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Figure 7. Oscillation of the ionization rate for the coherent X + A
superposition for HCCI" in a static field of 2.83 V/A = 0.055 au (1.97 X
10'*'W cm™?) perpendicular to the molecular axis. When the nuclei are
frozen, coherent electronic oscillations continue undamped (green).
When nuclear motion is included, coherent oscillations decay in about
10—15 fs. The inset shows the oscillation in the ionization rate are visible
again in the first revival, 60—110 fs.

simulations with X + A and X + iA coherent superpositions, as
described in eq 19 of the Methods Section. The corresponding
components were calculated previously for a static field of 2.83
V/A =0.055 au (1.97 x 10" W cm™?) oriented perpendicular to
the molecular axis.®® When the nuclei are fixed, the ionization
rate oscillates continuously without decay (green line in Figure
7). When the nuclei are allowed to move, the absolute value of
the overlap of the vibrational wavepackets for the X and A states
quickly goes to zero (Figure 6). The oscillations in the ionization
rate decay in about 10—15 fs (red line in Figure 7). About 7
oscillations are visible. In the absence of additional decay
mechanisms, the oscillations in the ionization rate persist in the
first revival when the vibrational overlap becomes non-zero again
(inset in Figure 7). The previous computational studies of charge
migration in HCCI' by Yang and co-workers'"'* found very
similar results for the decoherence and recoherence of the
electron flux along the molecular axis.

A coherent superposition of cations states can be produced by
strong field ionization using a short, intense pulse. From higher
harmonic spectra of aligned HCCI, Kraus et al. were able to
reconstruct the coefficients and relative phase of the coherent
superposition of the X and A states of HCCI". They obtained
‘PiA =X + cAei‘/'OA = 0.90 X + 043¢ ***A for the initial
superposition produced by strong field ionization. This super-
position reconstructed from experiment has been used in our
simulations of charge migration probed by a second short,
intense pulse that ionizes the cation to the dication. During the
time delay between the pump and probe pulses, the phase of the
superposition, lP§§A =cxX + cAeid’A =cxX + cAe_AEHid’OA,
evolves with a field-free period of 7 = 1.87 fs. Figure 8 shows
the ionization rate of the W§, superposition for a 2-cycle 800 nm
linearly polarized pulse perpendicular to the molecular axis as a
function of the time delay. The maximum in the ionization rate
occurs when the electron density on iodine is highest at the peak
in the field. When nuclear motion is included, the vibrational
wavepackets of the X and A states move away from each other,
and the vibrational overlap decreases, as seen in Figure S. With
no initial delay, the peak in the probe pulse is at 2.66 fs, and the
absolute value of the vibrational overlap is 0.85. The variation in
the ionization rate at short delay times is only slightly diminished.
As the pulse is delayed for up to S fs, the overlap of the vibrational
wavepackets decreases to 0.30 and the variation in the ionization
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Figure 8. [onization rate as a function of time and probe pulse delay for the W§, = 0.90 X + 0.43¢~***A superposition with a 2-cycle linearly polarized
800 nm pulse with CEP = 0 and a maximum intensity of 1.97 X 10"* W cm™ for polarization perpendicular to the molecular axis: (a) frozen nuclei and
(b) nuclear wavepackets moving on quadratic surfaces for the X and A states.
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Figure 9. Ionization rate as a function of time and probe pulse delay for the ¥§, = 0.90 X + 0.43¢™*3*A superposition with (a) 4-cycle and (b) 7-cycle
linearly polarized 800 nm pulses with CEP = 0 and a maximum intensity of 1.97 X 10"* W cm ™ for polarization perpendicular to the molecular axis and

nuclear wavepackets moving on quadratic surfaces for the X and A states.

rate with delay time is noticeably smaller. Figure 9 shows the
effect of delay on 4- and 7-cycle pulses. The peak ionization rate
for a 4-cycle pulse occurs at 5.33 fs; as the delay times increases to
S fs, the variation in the ionization rate becomes smaller as the
vibrational overlap drops to 0.13. The peak ionization rate for a
7-cycle pulse is at 9.3 fs, and the ionization rate is nearly constant
beyond a 3 fs delay.

Integration of the ionization rate over the duration of the pulse
gives the ionization yield and is shown for various delay times in
Figure 10. Most of the ionization from the cation to the dication
occurs in a small time interval around the peak in the probe pulse,
as shown in Figures 8 and 9. With no delay in the start of the
probe pulse, the peaks in the 2-, 4-, and 7-cycle pulses occur at
2.66, 5.33, and 9.3 fs, respectively, and the absolute values of the
vibrational overlap factors are 0.85, 0.53, and 0.18, respectively
(black dashed line in Figure 10). As the delay time is increased,
the peaks in the probe pulses are shifted to later times and the
vibrational overlap factor decreases further. This dampens the
oscillation in the ionization yield for longer times. Nevertheless,
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oscillation in the ionization yield due to charge migration can be

seen for 2- and 4-cycle pulses at short delay times.
At delay times of 60—110 and 150—180 fs, there are revivals in

the vibrational overlap factor as the wavepackets on the X and A
surfaces return to the Franck—Condon region (see Figure 6).
The maximum in the absolute value of the overlap reaches 0.46
in the first revival. In the absence of decay mechanisms, the
electronic part of the wavefunction is still a superposition of the X
and A states. Consequently, there is also a revival in the variation
in the strong field ionization yield that results from charge
migration, as shown in Figure 11. For a 2-cycle pulse, the
variation in the ionization yield is comparable to that seen for
very short delay times. For a 4-cycle pulse, the variation in the
ionization yield is approximately 9% of the total yield and should
be readily observable. For a 7-cycle pulse, the variation is only 2%

and may be more difficult to detect.
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Figure 10. Ionization yield for the W§, = 0.90 X + 0.43e"34A
superposition versus the time of the peak in the probe pulse for various
delay times for 2-, 4-, and 7-cycle linearly polarized 800 nm pulses with
CEP =0 and a maximum intensity of 1.97 X 10'* W cm™? perpendicular
to the molecular axis and nuclear wavepackets moving on quadratic
surfaces for the X and A states. The dashed black curve is the absolute
value of the vibrational overlap.
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Figure 11. Revival of ionization yield for the W, = 0.90 X + 0.43e "3 A
superposition versus the time of the peak in the probe pulse for various
delay times for 2-, 4-, and 7-cycle linearly polarized 800 nm pulses with
CEP =0 and a maximum intensity of 1.97 X 10'* W cm™ perpendicular
to the molecular axis and nuclear wavepackets moving on quadratic
surfaces for the X and A states. The dashed black curve is the absolute
value of the vibrational overlap.

B SUMMARY

Strong field ionization can be used to produce a coherent
superposition of cationic states and to probe the dynamics of this
superposition by ionizing the cations to dications. The dynamics
of HCCI" have been studied extensively by both experimental
and theoretical methods.””~"* The coherent superposition of
the X and A states of HCCI" leads to charge migration between
the C=C 7 orbital and the iodine z-type lone pair. The
electronic dynamics of charge migration is coupled with nuclear
dynamics as the vibrational wavepackets evolve separately on the
potential energy surfaces of the X and A states. TDCI with a CAP
has been used to simulate the electronic dynamics and strong
field ionization of coherent superpositions of the X and A states
of HCCI". A CISD-IP wavefunction consisting of singly ionized
and singly excited, singly ionized configurations was used to treat
the a and f spin-orbitals of the cation equivalently and to treat
the 7, and x, orbitals equivalently. The electronic component of
ionization rate is given by the rate of decrease in the norm
squared of the electronic wavefunction as the electron density is
absorbed by the CAP. The charge migration is observable as an
oscillation in the electronic component of the ionization rate as
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the charge moves between the C=C x orbital and the iodine 7-
type lone pair. Nuclear motion was modeled by vibrational
packets moving on quadratic approximations to the potential
energy surfaces for the X and A states of the cation. Experimental
vibrational frequencies and calculated geometries were used to
construct the cation potential energy surfaces. The normal
modes of vibration for the cations were assumed to be the same
as for the ground state; non-adiabatic coupling between the
surfaces and intermode coupling of the vibrations were ignored.
The simulations included the C—I stretch, C=C stretch, and
C—H stretch modes since only the symmetric modes contribute
significantly to the wavepacket dynamics for the superposition of
the cations generated by strong field ionization. The total rate is
given by the electronic component (matrix element of the
absorbing potential) multiplied by the vibrational component
(overlap of the vibrational wavepackets on the X and A surfaces).
The vibrational wavepackets on the two surfaces initially move
away from each other and their overlap decays to zero in about
15—-20 fs. Consequently, the oscillations in the strong field
ionization decay at the same rate. TDCI simulations with the
coherent superposition reconstructed from experiment show
that the oscillations in the jonization yield and charge migration
can be monitored by strong field ionization with intense 2- and 4-
cycle linearly polarized 800 nm probe pulses for delay times of up
to 10 and S fs, respectively. A revival of the vibrational overlap is
seen between 60 and 110 fs when the vibrational wavepackets on
the X and A surfaces both return to the Franck—Condon region.
TDCI simulations show that the charge migration during this
revival can be seen by strong field ionization with intense 2-, 4-,
and 7-cycle probe pulses.

While the 2-cycle pulses used in the present study are still
challenging experimentally, the generation of 4-cycle pulses is
already feasible.””””* The simulations use linear pulses with
polarizations perpendicular to the molecular axis. In this
orientation, the probe pulses do not cause transitions between
the X and A states and do not alter the intrinsic frequency of
charge migration along the molecular axis. For other orientations
oflinearly polarized pulses and for circularly polarized pulses, the
field of the probe pulse can drive the electron density along the
molecular axis, leading to more complicated charge migration
dynamics that is a combination of the intrinsic frequency and the
frequency of the laser field.
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