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Abstract

For a class of additive processes driven by the affine recursion X, 11 = Ap41 Xn+Bn+1,
we develop a sample-path large deviations principle in the M; topology on D[0, 1]. We
allow B, to have both signs and focus on the case where Kesten’s condition holds on
A1, leading to heavy-tailed distributions. The most likely paths in our large deviations
results are step functions with both positive and negative jumps.

Keywords: sample-path large deviations; heavy tails; Markov additive process; stochastic
recurrence equation; power law.

MSC2020 subject classifications: 60F10; 60G17; 60B10; 60J05; 60G70.

Submitted to EJP on April 28, 2023, final version accepted on March 18, 2024.

1 Introduction

Let {X,,, n > 0} be an affine recursion such that
Xn+1 = AnJran + Bn+1 (1.1)

for a sequence of i.i.d. R?-valued random vectors (A,, B,,). The Markov chain driven by
(1.1) has been studied extensively in the past several decades and continues to pose new
research challenges. A classical result, which can be found in [21] and [25] shows that
under certain assumptions (see Assumption 2.1 below), the Markov chain X,,, n > 0 has
a unique stationary distribution 7, for which we have

(03 (e}

m(x,00) ~cyax™® and w(—oo,—x) ~c_x”¥, asz — oo, (1.2)

for some c_, cy satisfying c_ +c; > 0; see the monograph [8] for a recent comprehensive
account.
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Large deviations for heavy-tailed Markov-additive processes

Define X,, = {X,,(¢),t € [0,1]}, with

[nt]—1

. 1

Xn(t) =~ > X, te[0,1]. (1.3)
=0

The focus of the present paper is on sample-path large deviations of the additive process
X, assuming the invariant distribution of X,, has a heavy tail as in (1.2). The study of
additive processes of the form (1.3) is less well developed. Classical theory initiated by
Donsker and Varadhan (see, for example, [16, 17]) provides powerful tools designed to
study large deviations for additive functionals of light-tailed and geometrically ergodic
Markov chains. More recent contributions in this area include [26, 27]. Analogs of these
sample-path results in a heavy-tailed setting do not seem to be available.

A considerable body of theory has been developed to analyse exceedance probabilities
for random walks with heavy-tailed step sizes. Let such a random walk be given by
{Sn, n > 0}. Early papers [33, 34] identified appropriate sequences (z,,) for which

P(S,/n > x,) =nP(S; > z,)(1+0(1)), asn — oo, (1.4)

holds, depending on the tail behavior of the distribution of S,. For a detailed description,
we refer to e.g. [6], [15], and [19]. When (1.4) is valid, the so-called principle of a
single big jump is said to hold. As a generalization of (1.4), a functional form has been
derived in [24], where random walks with i.i.d. multi-dimensional regularly varying (cf.
Definition 1.1 of [24]) step sizes are considered.

Several works have focused on the extension of (1.4) to more general processes where
there is a certain dependence structure in the increments. Some key references are
[20, 23, 30], where stable processes, modulated processes, and stochastic differential
equations are considered. Extensions to additive processes of the form considered in
this paper have been provided in [31, 32], which also consider more general examples of
driving recursion X,,+1 = f,+1(X,). The principle of a single big jump is still valid, but
an additional constant in the RHS of (1.4) can appear.

Extending the results of [31, 32] to the sample-path level poses several phenomeno-
logical and technical challenges. So far, all results cited center around the phenomenon
where rare events are caused by a single big jump. However, not all rare events are
caused by this relatively simple scenario, for early examples see [18, 38]. In a recent
paper, [35] provides sample-path large deviations results for Lévy processes and random
walks with regularly varying increments, which deal with a general class of rare events
that can especially be caused by multiple jumps. For further examples see [10]. However,
the case studied here is considerably harder, as big jumps occur by a condensation
phenomenon, through the concatenation of many small jumps. In particular, a large
value of the sample mean is not due to a single large value of the A,, or B,, but to large
values of the products A, --- A,, see also [7, 12]. When studying sample-path large
deviations, this phenomenon poses nontrivial technical requirements. In particular, an
appropriate topology needs to be considered.

Our approach to overcome these challenges is as follows. We first proceed to identify
a sequence of regeneration times r,,, n > 1 (see [2]) and split the Markov chain into
i.i.d. cycles. By aggregating the trajectory of X,, over regeneration cycles, we obtain a
regenerative process with i.i.d. jump distributions and r,, n > 1 as renewals. Under a set
of assumptions originating from [21] and [25], we establish our first result, Theorem 3.1,
which is that the “area” under a typical regeneration cycle, denoted by R (see (3.2)
below), has an asymptotic power law. To be precise, we have

PR>z)~Ciz™® and PR< —x)~C_x™ % asxz— oo, (1.5)
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for some constants C_, C. This is related to a result of [12] for the case where X,, > 0.
Our argument is different, developed in a two-sided setting, and can be extended to
more general recursions, cf. [9].

Using the tail estimates (1.5), we present in Sections 3.2 and 3.3 large deviations
results for X,, as in (1.3), which constitutes the second major step in our approach. We
achieve this by introducing a new asymptotic equivalence concept (see Lemma 2.13
below), which, together with the decomposition in cycles, allows us to build a bridge
between our problem and the one studied [35]. In the latter paper, the Skorokhod .J;
topology is used. However, showing that the residual process (i.e. the contribution of
the cycle going on at the endpoint of our interval) is negligible in its contribution to
P(X, € E) is not straightforward, especially when the increments of X,, are dependent
as in the current setting. To overcome this, we switch to a slightly weaker topology,
namely the Mj-topology on DJ0, 1] (as defined in [4], see also Section 3.2 below), and
derive asymptotic estimates of events involved with the “area” under the last ongoing
cycle. This choice of topology is crucial as it allows many light-tailed jumps, occurring
within a cycle, to merge into a single heavy-tailed jump.

Our main sample-path large deviations results are presented in Section 3. For the
case where B,, as in (1.1) is nonnegative, our result establishes that

CJ*(EO)SIHEEfm §liﬂsogpm < Cq+(E7). (1.6)
Precise details can be found in Section 3.2 below. At this moment, we just mention that
C; is a measure on DJ0, 1] for each j, and J* denotes the minimum number of jumps that
are required for a nondecreasing, piecewise linear function with drift EB; /(1 — EA;) to
be in the set E. In Section 3.3 we develop a two-sided version of this result.

While we restrict to the case of affine recursions in (1.1), the methods developed in
this paper can be extended to more general recursions of the form X, 1 = fn+1(Xy),
in which f,(z)/z — A, as z — oo; we refer to [9] for details. On the other hand, our
methods require the assumption 4,, > 0in (1.1). If this assumption no longer holds, it
is possible to have big jumps of opposite sign in the same regeneration cycle, which
requires a topology weaker than M. Functional central limit theorems allowing 4,, to
have both signs were recently derived in [3] using the M5 topology.

This paper is organized as follows. In Section 2, we introduce some useful tools for
future purposes. We present our main results in Section 3. Sections 4-6 are devoted to
the proofs.

2 Preliminaries

In this section, we recall and establish some preliminary results. All the proofs are
deferred to Section 4. We start by introducing a regularity condition.

Assumption 2.1. The random vector (A1, By) satisfies
1. A; > 0 a.s. and the law of log A; conditioned on {A; > 0} is nonarithmetic.

2. There exists an a € (1,00) such that EAY =1, EA® logT A; < oo (where logt z =
max{logz,0}), and E|B;|*"T¢ < oo for some ¢ > 0.

3. P(Ajz+ By =x) < 1 for every z € R.

The conditions in Assumption 2.1 imply that Elog4; < 0 and Elog™ |B;| < oo,
and hence (see e.g. Theorem 2.1.3 of [8]), the Markov chain has a unique stationary
distribution, denoted by 7. Moreover, [21] and [25] showed there exist constants c;, c_
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satisfying c; + c_ € (0, 00) such that

m(x,00) ~cyx™® and 7(—o0,—x) ~c_x”, as x — oo. (2.1)
A natural question is whether c¢; > 0 and/or c_ > 0 in our setting. In [22], sufficient
conditions for ¢y > 0 and/or c_ > 0 are developed using algebraic methods.

2.1 Background from Markov chain theory
We review some concepts from Markov chain theory. We begin by introducing two

conditions on general Markov chains. A Markov chain on some general state space ($,S)
with transition kernel P satisfies a drift condition (D) if

/Sh(y)P(m,dy) < k1h(z) + kole(x), (D)

for some k; € (0,1) and k2 > 0, where h takes values in [1,00), and C is a Borel subset of
R. Moreover, we say that a ¢-irreducible Markov chain on ($, S) with transition kernel P
satisfies the minorization condition (M) if

Olc,(x)p(E N Ey) < P(z, E), reS EeS, (M)

for some set Ey C 3, some set Cy with ¢(Cy) > 0, some constant § > 0, and some
probability measure ¢ on ($,S).
Remark 2.2. If the minorization condition (M) holds, then there exists a sequence
of strictly increasing finite random times r,,, n > 1 such that {X,, },>¢ regenerates at
each r, w.rt. ¢, that is, P(X,, € E) = ¢(E N Ey) for each i. In particular, X,, attempts
(independently of everything else) to regenerate each time it enters Cy, and such attemps
are successful w.p. 6.

Recall that we say that the Markov chain {X,,},,>¢ is geometrically ergodic if there
exists some number pg € (0, 1) such that

[ P"(x,) = Po()llrv = o(pp)

as n — oQ.

Result 2.3 (Lemma 2.2.3, Proposition 2.2.4, Theorem 2.4.4 of [8]). Let {X,, },>0 be such
that X,,4+1 = An+1 X, + Bpy1. Supposing that Assumption 2.1 holds, we have that:

1. For any given d € (0, ), {X,, }n>0 satisfies the drift condition (D) with h(z) = 1+ ||
and C = [-M, M] for some constant M > 0.

2. {X,}n>0 is m-irreducible.
3. {X,}n>0 is geometrically ergodic.

The regeneration scheme described in Remark 2.2 plays an important role in our
analysis. Our next assumption guarantees the existence of the regeneration times.

Assumption 2.4. Condition (M) is satisfied with Cy = [—d, d] for some d > 0 such that
[—d,d] N supp(n) # 0.

For the rest of the paper, we use 7, to denote the n ' regeneration time w.r.t. this
particular Cy and ¢ in Assumption 2.4. Moreover, we assume g = 0, so that Xy € Cy. For
completeness we mention some sufficient conditions for Assumption 2.4 to hold in terms
of the joint distribution of (A, B;), which is a minor extension of Lemma 2.2.3 of [8]. Let
By(x)={2': |z —2'| <r}forzeRandr >0.
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Proposition 2.5. Assume that one of the following conditions hold.

1. Let By > b a.s. for some b > 0. Moreover, there exist intervals I; = (a1, a2) C Ry,
Iy = (bg — 9,by + 0) for some a1 < asg, by, 6 > 0, a o-finite measure vy with by in the
support of vy, and a constant ¢y > 0 such that for any Borel sets D1, Dy C R,

P((Al,Bl) S (Dl X Dg)) > CO‘DI N Illyo(DQ n 12),
where | - | denotes the Lebesgue measure on R.

2. There exist intervals I} = (ap — §,a0 + ) C Ry, Is = (b1, b2) for some ag, by < b,
6 > 0, a o-finite measure vy with ag in the support of vy, and a constant ¢y > 0 such
that for any Borel sets D1, D> C R,

P((Al,Bl) € (Dl X Dz)) > Couo(Dl n Il)|D2 n _[2| (2.2)

Then, for any xy € R, there exists e = €(x(), > 0, and an open interval Ey such that
0|ENEy| < P(x, E), x € Be(x9), E € B(R). (2.3)

Our next result implies the geometric decay of P(r; > k) as k — oo.

Lemma 2.6. Suppose that Assumptions 2.1 and 2.4 hold. Let {r,},>o be the sequence
of regeneration times associated with Cy. Let E; be a bounded set. There existst > 1
such that

sup E[t™ | Xo = 2] < oc.

zEE,
2.2 A useful change of measure

Another helpful tool in our analysis is the so-called a-shifted change of measure
(see e.g. [13, 14]). Let v denote the distribution of (log A,,, B,,) and define the a-shifted
measure v* by

v*(E) = /Eewdu(m7y), E € B(R?).

Let L(log A,, B,,) denote the law of (log A,,, B,,). For a stopping time T, Let 2¢ be the
dual change of measure such that, under 27,

v forn < T,

L(og Ap,By) =4 (2.4)
v, forn>T.

Let P, P?7, E® and EZ7 denote expectation and probability w.r.t. the a-shifted measure
v® and the dual change of measure 2%, respectively. Defining

Sp = _log A;, (2.5)
=1

we have the following result.
Result 2.7 (Lemma 5.3 of [14]). Let T" and 7 be stopping times w.r.t. {X,,},>0, let
g: R — [0, 0] be a deterministic function, and let g,, denote its projection onto the first
n + 1 coordinates, i.e., g,(xog, ..., %) = g(xo,...,2,,0,0,...). Then
Elgr—1(Xo,..., X;_1)] = B77 [g, 1(Xo,..., Xr—1)e T Liropy]
+E7F [9r-1(Xo,s -, Xro1)e 5 Lipsny]
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Remark 2.8. Note that by the same argument, if a random variable R is measurable
w.r.t. the stopped o-algebra Fr, then

E[R] = E77 [Re”*°T] = E*[Re”*7].

Our analysis relies on the fact that the Markov chain X,, is closely related to a
multiplicative random walk, that is,

Xnt1~ Ap1 X, forlarge n.

Roughly speaking, the process X,, resembles a perturbation of a multiplicative random
walk, in an asymptotic sense (for details see [13, 14]). Hence, it is natural to consider
the “discrepancy” process between X,, and []_; 4;, which is defined as

Zp=Xpe 5 =Xo+ Y Bre™, n>0, (2.6)
k=1

where S, is as in (2.5). Under the a-shifted measure, we have E® log A1 = EA{'log A; > 0
by Assumption 2.1 and Theorem 2.4.4 of [8]. Consequently, we have the following result.

Lemma 2.9. Let Assumption 2.1 hold. Under P¢,
1. |X,| T o0 a.s. asn — oo.

2. Z, 2% Z asn — oo, where Z = Xo + > ne, Bre 5*.

2.3 M-convergence

We briefly review the notion of IM-convergence [28, 35], and introduce a novel
asymptotic equivalence concept. Let (3, d) be a complete separable metric space, and
# be the Borel c-algebra on $. Given a closed subset C of $, let $ \ C be equipped
with the relative topology as a subspace of $, and consider the associated sub c-algebra
S ={E: ECS\C,E € &} onit. Define C" = {z € $:d(z,C) < r} forr > 0,
and let M(S \ C) be the class of measures defined on .75\ ¢ whose restrictions to $ \ C"
are finite for all » > 0. Topologize M($ \ C) with a sub-basis {{r € M(S \ C): v(f) €
G}: f € Cs\¢, G open in R }, where Cg) ¢ is the set of real-valued, nonnegative, bounded,
continuous functions whose support is bounded away from C (i.e., f(C") = {0} for some
r > 0). A sequence of measures v, € M(3 \ C) converges to v € M($ \ C) if v,,(f) — v(f)
for each f € Cs\¢. We say that a set £y C § is bounded away from another set £y C 5
if infyec g, yer, d(z,y) > 0. The following characterization of IM-convergence can be
considered as a generalization of the classical notion of weak convergence of measures,
see e.g. [5].

Result 2.10 (Theorem 2.1 of [28]). Let v, v, € M($ \ C). We have v, —» v in M($\ C) as
n — oo if and only if
limsup v, (F) < v(F)

n—oo
for all closed F' € .3\ ¢ bounded away from C and
liminf v, (G) > v(G)

n—oQ

for all open G € 5\ ¢ bounded away from C.

We now introduce a new notion of equivalence between two families of random
objects, which will prove to be useful in Section 6. Let F5 = {z € $: d(z, F) < ¢} and
G~% = ((G°)5)°. Note that when it comes to the fattening and shaving of sets, we denote
open sets with a superscript and closed sets with a subscript.
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Definition 2.11. Suppose that X,, and Y,, are random elements taking values in a
complete separable metric space ($,d). Y,, is said to be asymptotically equivalent to X,,
with respect to ¢,, and C, if, for each 6 > 0 and vy > 0,

limsupe, 'P(X, € ($\ €)™, d(X,,Y,) >6)

n—o0
= limsupe, 'P(Y, € ($\ €C)7,d(X,,Y,) >6) =0.
n—oo
Remark 2.12. Note that the asymptotic equivalence w.r.t. C implies the asymptotic
equivalence w.r.t. €’ if C C C’. In view of this, the strongest notion of asymptotic
equivalence w.r.t. a given sequence ¢, is the one w.r.t. an empty set. In this case, the
conditions for the asymptotic equivalence reduce to a simple condition: P(d(X,,Y,) >
d) = o(e,) for any 6 > 0. That special case of asymptotic equivalence has been introduced
and applied in [35]. In our context, this simple condition suffices for the case of By > 0
in Section 3.2; however, we have to work with the case that C is not an empty set when
we deal with general B; in Section 3.3.
The usefulness of this notion of equivalence comes from the following result.

Lemma 2.13. Suppose that ¢, 'P(X,, € -) — v(-) in M($ \ C) for some sequence ¢,, and
a closed set C. If'Y,, is asymptotically equivalent to X, with respect to ¢, and C, then
the law of Y,, has the same normalized limit, i.e., €, 'P(Y,, € -) — v(-) in M($ \ C).

3 Main results

This section is organized as follows. In Section 3.1, we analyze the tail estimates of
the area under the first return time and regeneration cycle, which are needed to derive
the sample-path large deviations of X,,. In Section 3.2 we derive such results in the case
where B; > 0. The two-sided case is more involved and is treated in Section 3.3.

3.1 Tail estimates on the area under the first return time/regeneration cycle

Let
g =inf{n > 1:|X,| <d} (3.1)

denote the first return time of X, to the set [—d, d], where d is such that [—d, d|Nsupp(7) #
(. Recall that {r, },>0 is the sequence of regeneration times of {X,, },,>0. We denote the
area under the first return time and the regeneration cycle by

Tqa—1 r1—1

B = Z% X, and R= Z% X, (3.2)

respectively. Recall that Z = X, + >, Bre™°*. Finally, note that considering B; =1,
there exists a constant C,, given in [21] that satisfies

P (Z LIS u) ~ Cyou™%. (3.3)
k=0

Theorem 3.1. Suppose that Assumptions 2.1 and 2.4 hold.

1. We have
: « _ « +\a
uhﬁr&u P(®B > u) = CEY[(Z7) 1 {r,=00}]
and lim u"P(B < —u) = CoE*[(Z7)" {7,200} ]-
U—r 00
EJP 29 (2024), paper 53. https://www.imstat.org/ejp
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2. In addition

lim v*PR >u)=Cy and lim u*PR< —u)=C_,

uU—r 00 U—r 00
where C, = CoE*[(Z1)*1;,—ocy] and C_ = CE*[(Z7)* 1y, =00} -

Like in the classical estimates (2.1), it is natural to ask when C,,C_ € (0,00). A
proof of finiteness of E*[|Z|%] is obtained as byproduct of the proof of Lemma 5.6.
Cw € (0,00) by specializing (2.1) to the case A; > 0 and B; = 1. If B, is nonnegative
and P(A; = B; =0) =0, then Z > 0 P“-a.s. Since also P*(r; = c0) > 0, C; > 0.

When B; can take both signs, the situation is much more delicate and we sketch how
one can deal with this issue. One way is to derive sufficient conditions for the support
of Z under P to be the entire real line, from which strict positivity of both C; and C_
can be inferred. Such a sufficient condition can be derived from a careful inspection of
the proof of Theorem 2.5.5 (1) of [8] (which is a result due to [22]). For example, if the
support of (A1, By) includes points (a,b), (a1, 1), (a2,b2) such that a < 1,a;,a2 > 1 and
b1/(1 —a1) <b/(1 —a) <by/(1— ay) the support of Z is the whole real line.

3.2 One-sided large deviations

We first consider the case where B; is nonnegative. To deal with the dependence
structure of the Markov chain within the regeneration cycle, we consider in this section
the space D = D[0, 1], consisting of real-valued functions with domain [0, 1] which are
right-continuous with left limits. We endow D with the M topology. To describe this
topology in detail, let £ € D and define the extended completed graph F’€ of ¢ by

Te ={(z,t) e Rx [0,1]: z € [£(t7) AE(), £(t7) VE®)]},

where £(07) = 0. Define an order on the graph F’5 by saying that (z1,t1) < (x2,t2) if
either (i) t; < ty or (i) t; = t3 and [£(t7) — x1| < |€(t5 ) — z2|. We say that a mapping
(u,8) : [0,1] — T'; is a parametric representation of ¢ if 7 +— (u(r), s(r)) is continuous and
nondecreasing. Let IT'(£) be the set of all parametric representations of £ € D. For any
&1,& € D, the M/ metric is defined by
da; (€1,€2) = inf = flur —uzlleo V [[81 = 82[l00-
(ui,si) €N (&)
ie{1,2}

For the rest of the paper, we consider the topology w.r.t. this metric, unless specified
otherwise.

For the one-sided large deviations result, we need the following elements. We say
that a function ¢ € D is piecewise constant, if there exist finitely many time points ¢;
such that 0 =ty < t; < --- < t,, = 1 and £ is constant on the intervals [t;_1,¢;) for all
1 < i< m. For ¢ € D, define the set of discontinuities of ¢ by

Disc(€) = {t € [0,1]: () # £(t7)} (3.4)
where £(07) = 0. For each integer j, define
D_; = {£ € D: { piecewise constant and nondecreasing, |Disc({)| < j}.
For z € R and each integer j, define
D, ={eD:{=2-id+¢, €D} (3.5)
For each constant v > 1, let vy(z,00) = 77, and let y% denote the restriction (to

Rﬁ ={zeRi:z > > x; > 0}) of the j-fold product measure of v.,. Let C§ be the
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Dirac measure concentrated on the linear function zt. For j > 1, define a sequence of
Borel measures C7 € M(D \ D_,) concentrated on D_,., as

Ci(-)=E

J
vl {xE(O,oo)j:z~id+in]lUi € }1 , (3.6)

i=1
where « is as in Assumption 2.1 and the random variables U;, ¢ > 1, are independent and
uniform distributed on [0,1]. For E C D and z € R, define

JINE)=inf{j: ENDZ,, #0}. (3.7)

Setting u = [aw(dz) = EB;/(1 — EA,), we state below the main theorem for the
one-sided case. Recall C; defined in Theorem 3.1. As kindly pointed out by a referee,
if By > 0 a.s., then thanks to Assumption 2.1 P(B; = 0) < 1 and C; must be strictly
positive, due to (2.12) in [21].

Theorem 3.2. Suppose that Assumptions 2.1 and 2.4 hold. Moreover, let By > 0.

1. Foreachj > 1,
n/@UP(X, € ) = (CLErm) CH(-),

in M(D \ D% ;) as n — oo.

2. Let I be measurable. IfjJ(E) < oo and F is bounded away from D<JJ(E)' then
P(X,€E

lim inf #

n—00 n—Ju (E)(a—1)

msup ey < (B

Z (C+E’I”1)‘7‘I(E)C'u

710y E7);

(E).

3.3 Two-sided large deviations

Similarly as in Section 3.2, we need the following elements. Define the set of step
functions with less than j discontinuities by

D ; = {{ € D: ¢ piecewise constant, [Disc(§)| < j}, forj > 0.
For z € R, define
D, ={¢eD:é=z-id+¢, € €D}, forj>0. (3.8)

Let C§ ; be the Dirac measure concentrated on the linear function z¢. For each (j, k) €
77 \{(0,0)}, define a measure C?, as

Cir(-)=E , (3.9)

i=1

j k
it {(x,y) € (O00p ™ iz id+ ) mily, =3 uilvi € }
i=1

where U;, V; are independent and uniform distributed on [0,1]. For £ C D and z € R,
define
J.(F) =inf{j: Eﬂ@%jﬂ £ 0} (3.10)

Recalling x = EB; /(1 — EA;), we now state our main theorem for the two-sided case.

Theorem 3.3. Suppose that Assumptions 2.1 and 2.4 hold. Let E|B;|™ < oo for every
m € Z,. Moreover, let C, C_ be as in Theorem 3.1 such that CLC_ > 0.

EJP 29 (2024), paper 53. https://www.imstat.org/ejp
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1. Foreachj > 1,

nj(a—l)P()_(n €)= (Bry) Z (C+)Z(C—)mcﬁm(')’

(ILm)el—;

in M(D \ D ;) as n — oo, where I_; = {(I,m) € Z%.: | + m = j}.

2. Let E be measurable. If 7,(E) < oo and E is bounded away from D7, (). then

lim inf PXn € B) (Ery)7n(E) Z (cH)e)ymer

n—00 n*Ju(E)(Oéfl) - Lm

(E°);
(l,m)EI::]‘L(E)

o P(Xn S E) T (E) l m v -
sy @1 < En) ) )gj ()(C+> (C-)"Cpn(B7),
m)€l=7, (B

where the summations are over all (I, m) that belong to the set I_ ;7 (k).

4 Proofs of Section 2

Proof of Proposition 2.5. Part 1) and Part 2) for the case zy # 0 are in [8, page 22].
Hence, we focus on showing part 2) for the case xy = 0.
Note that for any Borel set F, (2.2) implies that

ao+e
P(z,E) = E[l{4,24+B,er}] > Co/ / L{az+bery dbvo(da)
apg—E€ 12

ap+e
= Co/ /ﬂ{z—axezz}]l{zeE} dzvy(da).
apg—e€

Let
(by + €(ap +€), bo — €(ag +¢)) ifexg=0
Eo = (b1 + (w0 + €)(ao +€), ba+ (zo — €)(ap —€)) ifaxg >0,
(b1 + (w0 + €)(ao —€), by + (zo — €)(ap +¢€)) ifag <0
and pick an € > 0 sufficiently small so that E, is nonempty and € < |zg| A ap. Note that
ifx € B(xg), z € Ey, and a € (ap — €,a0 + €), then z € Ey implies z — ax € Iy; that is,
Iizem0y < 1{.—azer,}. Therefore, we have that for all z € % (o),

aop+e
Pz, E) > Co/ /]l{ZeEO}]l{ZeE} dzvg(da) > covo((ag — €,a0 + €))|E N Ep).
apg—e€

The constant 6 = ¢y ((ag — €, ag + €)) is strictly positive since ay belongs to the support
of vy. O

Proof of Lemma 2.6. By Theorem 15.2.6 of [29] and Result 2.3, any bounded set is
h-geometrically regular with h(z) = |z|° + 1, § € (0,«). Thus, from the definition of
h-geometrical regularity (cf. page 373 of [29]), there exists ¢ > 1 such that

sup,ep, B[S, h(Xi)th | Xo = 2] < oo and sup,cq, E[X 14, h(Xe)th | Xo = 2] < oo.
Since h > 1,

Tq—1
Xo(t) = sup E[t™| Xy = 2] < sup E [Z ‘ h(X})tk ‘ Xo = ac] < 0. 4.1)
r€Fq x€FE, k=0

Likewise, x1(t) £ sup,¢c, E[t™ | Xo = 2] < co. Note that for any s € (1,t), by Jensen’s
inequality, we get

log s
X1(8) = sup,ec, Bls™ | Xo = 2] = sup,ec, B[ ™ | Xo = 2]

EJP 29 (2024), paper 53. https://www.imstat.org/ejp
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1

S Supxeco E[tTd |XO — x]gooii: = Xl(t) 122: — 1

as s — 1. Now let ¢ > 1 be sufficiently close to 1 so that (1 — 0)x1(¢) < 1. From the
regeneration scheme as described in Remark 2.2, we obtain

zeby

sup E[t"™ | Xo = 2] < x0(t) (9 + 20(1 - 0)”()(1(15))") < 0. (4.2)
O

Proof of Lemma 2.9. The second statement follows from Theorem 2.1.3 of [8] since the
random walk —S,, has a negative drift under P® and E“[log B;] < co. To prove the first
statement, we begin by using a similar argument, invoking Assumption 2.1, to conclude
that the random variable Y"°° | |B;|e~" is a.s. finite. Consequently, we can lower bound

n n 50
XO"’ZBie_Si > eSn <|XO| _Z|Bi|e—51> > eSn <X0| _Z|Bi|e—5i) ]
=1 i=1

i=1
and we see that |X,,| — oo on the event {Y i~ |B;le”® < M; X, > 2M} since S,, — 0o
under P¢. Hence, we can conclude that

PY(|X,| > M, foralln >1||Xo| >2M) > 0.

| Xn| = e

Combining this with the fact that the set [M, o) is attainable by {|X,,|},>0 for sufficiently
large M (by Assumption 2.1), Theorem 8.3.6 of [29] completes the proof. O

Proof of Lemma 2.13. Let G be an open set bounded away from C so that G C ($\ C)™”
for some v > 0. For a given § > 0, due to the assumed asymptotic equivalence,
P(X, € (S\C)™7,d(X,,Y,) > J) = o(en). Therefore,

lim inf &, 'P(Y, €G)> lim inf &, 'P(X, € G7°,d(X,,Y,) < 0)
= liminf e, {P(X, € G —P(X,€G % d(X,,Y,) >0}
> liminf e, ' {P(X, € G —P(X,€($\C),d(X,,Y,) >0}
= liminfe, 'P(X, € G7%) > v(G~°).

n—oo
Since G is an open set, G = | J;., G~°. Due to the continuity of measures, lims_,o v(G~°) =
v(G), and hence, we arrive at the lower bound
liminf e, 'P(Y,, € G) > v(Q)

n—oo
by taking § — 0. Now, turning to the upper bound, consider a closed set I’ bounded away
from C so that F' C ($\C) " for some v > 0. Given a ¢ > 0, by the asymptotic equivalence
assumption, P(Y,, € F,d(X,,Y,) > §) < P(Y, € ($\ C)7,d(X,,Yn) > 0) = o(en).
Therefore,
limsupe, 'P(Y, € F) = limsupe, {P(Y,, € F,d(X,,Y,) <) +P(Y, € F,d(X,,Y,) >0)}

n—roo n— oo

<limsupe, {P(X, € F5) + P(Y,, € F,d(X,,Y,) > 0)}

n— oo
= limsupe,, 'P(X,, € F5) < v(Fs)

n— oo
as long as ¢ is small enough so that Fj is bounded away from C. Note that {Fs} is a
decreasing sequence of sets, F' = (s, F5 (since F'is closed), and v € M($ \ C) (and
hence v is a finite measure on $ \ C” for some r > 0 such that Fs C $\ C” for some § > 0).
Due to the continuity (from above) of finite measures, lims_,o v(Fs) = v(F). Therefore,
we arrive at the upper bound limsup,,_,. €, 'P(Y,, € F) < v(F) by taking § — 0. O

n
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5 Proofs of Section 3.1

This section provides the proof of Theorem 3.1. Before turning to technical details,
we briefly describe our strategy for proving the tail asymptotics of ‘B. A similar idea is
behind the proof for k. Let

T(u) =inf{n > 0: [X,[>u} and  Kj(u) =inf{n > TWP): | X, <u'} (5.1)

where 0 < v < 8 < 1. We can then write

T(uf)—1 Kj(u)-1 Ta—1
Z Xod > Xot > X (5.2)
n=T(uP) n=Kj(u)

We will choose S close enough to 1 and « far enough from 1 so that 5+ v > 1 and we
can find p € (v, 8) such that 8 — v + p > 1. The proof of Theorem 3.1 (1) is based on the
following steps.

* On the event {T'(u”) < 74}, the first and the last term on the right hand side (r.h.s.)
of (5.2) are negligible in contributing to the tail asymptotics. Proposition 5.1 below
proves such properties. Lemma 5.5 is useful in showing Proposition 5.1.

* Inview of the previous bullet, the second term on the r.h.s. of (5.2) plays the key role
in P(®B > u). Our analysis relies on the fact that the Markov chain X,, resembles
a multiplicative random walk in the corresponding regime. Proposition 5.2 below
proves such asymptotics. Lemmas 5.6, 5.7 are helpful for proving Proposition 5.2.

Similarly, the proof of Theorem 3.1 (2) hinges on Propositions 5.3 and 5.4, which play
the similar roles as Proposition 5.1 and 5.2, respectively.

Proposition 5.1. Suppose that Assumptions 2.1 and 2.4 hold. There exista § < 1 and
0 <~ < B such that

T(uf)—1 Ta—1
P Z X,|>u,T(w’)<7y| and P Z X, | > u, T(wP) < 74
n=0 n= K’Y(

are of order o(u™%) as u — oo.

Proposition 5.2. Suppose that Assumptions 2.1 and 2.4 hold. There exist) <y < < 1
(identical to those in Proposition 5.1) such that

K (u)—1
lim u*P Z Xp > u,T(w’) < 74 | = CE*[(Z7) 1,00
uU—r 00 e Tu[%)
K’Y(u) 1
and lim v*P | > X, <-u,T(’) <714 | = CE*[(Z7)* Lr,—o0]-
uU—r 00
n=T(uP)

Proof of Theorem 3.1 (1). Recalling T'(u”) = inf{n > 0: | X,,| > u®} for 8 € (0, 1), write
P(£B > u) = P(£8 > u, T(v?) < 73) + P(£B > u, T(u”) > 14). (5.3)
Since P(74 > n) decays geometrically in n since |Xo| < d, and |X,,| < v forn <75 — 1

on T(u”) > 74, we have that

Td 1
P(£B > u, T(W’) > 14) < P(B| > u, T(v’) > 75) <P (Z |X,| > u, T(u?) > Td>
n=0

EJP 29 (2024), paper 53. https://www.imstat.org/ejp
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<PWPry>u) =P(rg > u*P) = o(u™). (5.4)

Using (5.3) and (5.4), we can focus on analyzing the first term on the r.h.s. of (5.3). For
0 <y < B <1, recall Kj(u) = inf{n > T(uf): |X,| < v'}. Using the decomposition
in (5.2) and Proposition 5.1, we obtain that, for ¢ € (0, 1),

Kg(u)—1
P(B>uTW’) <1y) <P Z X, > (1 —eu, TP <74
n=T(u?P)
T(u?)—1 u
+P (| Y x> %,T(uﬁ) <74

Td 1
+P > Xl > %,T(uﬂ) <Td)

n:Kg (u)

Kg(u) 1
=P| > X,>(1-euTwW)<mn ),  (5.5)
n=T(uP)
and
Kg(u)—l
P(B>uTW)<r)>P| > X,>(1+uTw’)<mn
n=T(uP)
T(u?)—1 cu
-P X, | > —, T’
Td— 1
~-P > X, >— T(W?) < 74
n=Kj(u)
Kg(u)—l
=P Z X, > (1+e)u, T(W’) <74 | +o0(u™®). (5.6)
n=T(uP)

From (5.5), (5.6), and Proposition 5.2,

P(B > u, T(u”) <74) > (14 €) “CocE[(Z1)*Lry—c0y] + 0(1);
P(B > u,T(u’) < 74) < (1 —€) “CoE*[(Z7)* 11,00y + 0(1).

IN

Since e is arbitrary,
P(B > u,T(u’) < 74) = CoE*[(Z7)*L{1,=00}] + 0(1).
Along with (5.3), (5.4), this proves the first limit of Theorem 3.2 (1):
P(B > u) = CoE*[(Z1)* L =00} + 0(1).

We can use similar estimates to “sandwich” the quantity P(8 < —u) and establish the
second limit of Theorem 3.2 (1). O

Now we move on to proving Theorem 3.1 (2). We first need the following propositions.
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Proposition 5.3. Let Assumptions 2.1 and 2.4 hold. There exist 0 < v < 8 < 1 such that

T(uﬂ)—l ri—1
Pl > Xu>uT@)<n and P[] > X,|>uT@’)<n
n=0 n:Kg(u)

are of order o(u™%) as u — oo.

Proposition 5.4. Let Assumptions 2.1 and 2.4 hold. There exist 0 < v < 8 < 1 (the
same as in Proposition 5.3) such that

K'Y(u) 1
lim P Y Xu>uTW’)<r | =C4
n=T(uP)
KW (u)—1
. o . B _
and ulg%ou P ;:ﬂ X, < —u, T(u’) <r C_,

where C. = CoEO[(24)% 1y, o)) and O = CoBP[(27)° 1,y

Proof of Theorem 3.1 (2). Using similar arguments as in (5.3) and (5.4), we can focus
on P(£R > u,T(u”) < r1). Combining the similar “sandwich” technique as in (5.5)
and (5.6) with Proposition 5.3, it remains to analyze

Kg (u)—1
u*P Z X, > u,T(uﬁ) <r
n=T(uP)
Using Proposition 5.4, we conclude the proof. O

Next we prove Proposition 5.1. For this, we need the following lemma. Let {Y},},>0
be the R;-valued Markov chain defined by Y, 1 = A,11Ys + |B , forn > 0, and
T=inf{n > 1:Y, <d}.

Lemma 5.5. Suppose that Assumptions 2.1 and 2.4 hold. Let L > 0 be given, and let
€ > 0 be such that |a — €| > 1. Then there exists a positive constant c¢ such that, for
sufficiently large x,

E[r°t Yy = 2] < calo™e)
In particular E[7**L | Yy = 2] = O(xz).

Proof of Proposition 5.1. To begin with, note that

T(uf)—1 T(u?)—1
P Z Xol >u,TWP) <1y <P Z |Xn|>u,T(uﬁ)<Td
n=0 n=0

< PPty >u) =P(ry > u'P),

which decays exponentially. It remains to show the second claim. Let p be a number
such that p € (y,8) and 8 —~ + p > 1, and define

€ (u) = {3n such that K;(u) <n < 75 and |X,| > v}

Note that
Td— 1 Tdfl
P Z Xl >u, TPy <7mq| <P Z 1 Xo| > u, T(uP) < 14, & (u)
n=Kj(u) n=Kj(u)
EJP 29 (2024), paper 53. https://www.imstat.org/ejp
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Td,fl
+P Z 1 X0 | > u, T(u?) < 74, (€1 (w))" |,

n=Kj(u)

where the second term in the last equation is bounded by P(7; > u!'~*), and hence is
of order o(u~%). It remains to analyze the first term, which is bounded by P(T'(v®) <
T4, €1(u)). Our goal here is to show that

P(T(u”) < 74,&1(u)) = o(u™®), asu — oc. (5.7)

To begin with, note that, on €;(u), where Kj(u) < oo almost surely, we can define
{Y,}n>0 as follows

YE)/ =u’, Y'f;+1 = AKg(u)+7L+1Y7; + |BKg(u)+n+1|7 for n > 0.
so that |XKg(u)+n| S Y,:, for all n Z 0. Let 7'/ = 1nf{n Z 1: YA S d} Since ]l{T(uﬁ)<Td} S

mFrs), and Y, is well-defined on {T'(u”) < 74} (since K} (u) < oo P-almost surely
there), we have that

P(T(u”) < 74,&1(u)) < P(T(u”) < 74,3n < 7’ such that Y > uP)
P(T(u”) < 74)P(3n < 7’ such that Y, > u” | T(v”) < 74), (5.8)

where P(T(u”) < 74) = O(u=*#) (cf. Corollary 4.2 of [13]). Since we have chosen £, 7,
and p in such a way that 8 — v + p > 1, it remains to show that the second term on the
rh.s. is O(u~2(»=7)). Recall the definition of Y,, and 7, and note that from the strong
Markov property,

P(3n < 7’ such that Y, > u” |T(u”) < 74) = P(3n < 7 such that Y, > v” | Yy = ")
as u — oo. Recall Remark 2.8 and consider 7' = inf{n > 1: Y;, > u”}. We obtain

P(3n <tsuchthatVV, >u’|Yy=u")
=P(T<7|Yy=u")=E*[e*TLip .y |Yo=u"]

) e AN

=u "R (u,}) <eSTm) Lir<ry|Yo = u”]
catpege [ (YT " |

<u PVE <eSTu’Y) Lir<ry | Yo=u"].

Now it is sufficient to show that

. o[ Y \° 5]
hrnsupE W 1{T<T} Yb =Uu < 00, (59)
u— 00 L i

to prove that the r.h.s. of (5.8) is O(u~*("=7)), and hence, P(T(uv?) < 74, &; (u)) = o(u™®).
To show (5.9), note that

v T T
T —Sp. - _ _ .
S = e STy [ 5Ty 4 €57 g |Brle ™ | =14+ u™" E | Br.|e~ 5.
e TuY

k=1 k=1

Thus, we have that

T 00
YT _ — S — -5
S HT<ry S 1tu Ty IBrle™ Lypary S14+uTT Y |Bile Lypery,
k=1 k=1
EJP 29 (2024), paper 53. https://www.imstat.org/ejp
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and hence,
el 1/«
o Yr e
e [(rtien) =]
50 a 1/«
< E® (1 +u" Z |B;€|6_Sk]l{k<,r}> Yy = U’Y‘|
k=1
<1+ B [u By e Ly | Yo = u7]® (5.10)
k=1

= b u T SB[ B Ly [ Yo = ]

k=1
=1+ u 7Y BBl Ljpery | Yo = u?] 7" (5.11)
k=1
<l4u” Z E|By|)YP(r > k| Yy = u?)V/® (5.12)
<1+ u T (BB (Bt | Yo =)V g er D/ (5.13)

k=1

for some L > 0, where (5.10) is from Fatou’s lemma and Minkowski’s inequality, (5.11) is
from Remark 2.8 with 7' = k and R = |Bg|*1{,<,}, (5.12) is from the fact that 1,y <
Lir<sy and liz<r) € mFi_1 so that 1<y and | B;|* are independent, and (5.13) is from
Markov’s inequality. Using Lemma 5.5 above, we prove (5.9), which, in turn, proves (5.7).

This concludes the proof of Proposition 5.1. O
Set
K _
(1=B)ap P8 o XT(“”) -
G, (u) =u P rwh) Z Xn > u| Frws) P ]]‘{ZT(“L%)>O}7 (5.14)
n=T(u?)
and
K (u)—
1=B)apZ.8 ﬁ( . XT(uﬁ)
74 (u) =u P rwh) Z Xn > U ]:T(uﬁ) {ZT(“ﬁ)SO}' (515)
n=T(u?)

Recall C, in (3.3). The following two lemmas are useful in proving Proposition 5.2.

Lemma 5.6. Suppose that Assumptions 2.1 and 2.4 hold. Under the measure P<,
Gy (u) 22 Coolyz=0y and 9_(u) =30, asu — oo.

Moreover, 4, (u) and ¥_(u) are bounded in u by some constants almost surely.
Recall that Z,,, 74, and T'(u) are defined in (2.6), (3.1), and (5.1), respectively.

Lemma 5.7. Suppose that Assumptions 2.1 and 2.4 hold. The random variables
Z;(ua)l{T(uﬂ)cd} and Zy,0yL{r(us)<r,) are bounded by

= ‘X0| =+ Z |B"‘eisn]l{n<‘rd}'

n=1

In addition, E*[Z°] < oo
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Proof of Proposition 5.2. We focus on deriving the first asymptotics, since the second
one follows using similar arguments. Note that

Kj(uw)-1 Kg(u)-1
u®*P Z X, >u,TW’) <15 | =u*P Z X > u, Xpusy > 0,T(v’) < 14
n=T(uP) n=T(ub)
Kj(u)—-1
+u*P Z X > u, Xy < 0, T(u?) < 1y
n=T(uP)
= (L.1) + (1.2). (5.16)

We first consider (I.1). Applying the dual change of measure @q‘f(uﬁ) together with
Result 2.7, we obtain that

(L1) = E@T(HB) [mel(Xo, cees X‘rdfl)e_aST(UB) 1{T(uﬁ)<7’d}]a
where

if E” T uﬂ) X > u and XT(uﬁ) >0

gTdfl(XO7X1; A aXTdfl) =
0 otherwise.

Recall the expression for Z,, given in (2.6). Note that
(1.1 = u BT [gm—l(Xm oo Xrya)e e l{T(u5)<m}]
= y*E7Tws) {gTd_l(Xo,...,XTd_l) | Xy |+ [ Xgun|® - €S0 T 100y cry
= E710 (91 (0) (270 T rwy<rat ] (5.17)

for all n > 0. Using Lemma 5.6, Lemma 5.7, the dominated convergence theorem and
the fact that 7'(u”) — oo as u — oo, we obtain that

lim (L.1) = lim E77) [(Z;(uﬁ))aﬂmuﬁ)m}%(u)}

= lim E® {(ZT(UB))a]l{T(uﬂ)<Td}g+(u)}

uU—r 00

=E* |: liIr;o(Z;(uﬂ))a]]-{T(uﬁ)<‘rd}%+(u)i| =E" [(Z+)a]]-{7d:oo}coo]

uU—

=CxE* [(Z1)* 1m0} ] -

Analogously, we have that
2 _
(1.2) =E"7e [(ZTW))“ﬂ{muﬁ)m}%(u)} =0, asu— oo, (5.18)

where ¢_(u) was defined in (5.15). Using (5.16), (5.17), and (5.18), we prove the first
asymptotics in Proposition 5.2. The second one can be shown analogously. O

We need the following lemmas to prove Proposition 5.3. Let V.41 = Ap+1Ys + | Bnti|
and let r be the first time that Y, regenerates.

Lemma 5.8. Suppose that Assumptions 2.1 and 2.4 hold. Let e > 0, and let L > 0 be
such that |a — €] > 1. Then there exists a positive constant c such that, for sufficiently
large z,

E[rtE Yy = 2] < calome,

In particular, E[rotL | Yy = 2] = O(z).
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Lemma 5.9. Suppose that Assumptions 2.1 and 2.4 hold. We have that

lim w*P(T(u) <r1) =E [e” Y| E* [|Z]* L 00} »

U—r 00

where X is the positive random variable such that log Xr(,) — logu converges in distribu-
tion to X as u — oo under P*.

Proof of Proposition 5.3. By replacing 74 with r;, the proposition can be shown using
almost identical arguments as in the proof of Proposition 5.1. Nonetheless, we need to
show that

s P(T(u?) < ry) ~ cu=®? for some constant ¢, and that

e Erot¢|Yy = 2] = O(z), where Y11 = A, 1Y, + |Bni1] and r — 1 is the first time
that (Y,,, 7, ) returns to the set [—d,d] x {1}.

For this, we use Lemmas 5.8 and 5.9 above. O

Proof of Proposition 5.4. Using Lemma 5.6, Lemma 5.7, the dominated convergence
theorem and the fact that 7'(u”) — oo as u — oo, one can prove the first asymptotics.
The second one follows by a similar analysis. O

Next we provide proofs of all lemmas in this section. To show Lemma 5.5, we
introduce a result on bounding functionals of passage times for Markov chains. Let
{Vi.}n>0 be an {F, }-adapted stochastic process taking values in an unbounded subset
of Ry. Let {U,}n>0 be another {F,}-adapted stochastic process taking values in an
unbounded subset of R, such that U, is integrable for all n > 0. Let 7 = inf{n >
0: V,, < b} be the first time V,, returning to the set [0, b].

Result 5.10 (Theorem 2’ of [1]). Suppose there exists a positive number d and functions
g and h that are positive on (b, o),

U, < h(‘/n)7 Yn > 0,

and
EUnt1 —Up| Fu] < —g(Va)  on {1} >n}.

Suppose in addition that f is a function on [0, oo] such that
s fEC% >0, f >0, lim, o f(2) = 00,
» fis convex for sufficiently large =,
* log f’ is concave for sufficiently large z,

* f satisfies

o 9(y)
R o oh)

* there exists a positive constant ¢y such that

f(2y)

limsup ——* < ¢

y—oo  f(Yy) T d

>0,

Then there exists a positive constant ¢ such that, for all x > b

E[f(r)) | Vo = 2] < ch(x).
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Proof of Lemma 5.5. We first apply Result 5.10 with f(y) = y**L, g(y) = c2y®, h(y) = y<
where o = | — €], and ¢ is a constant that we construct below, U,, = h(Y,,), V,, = Y.,
and F,, = o(Y; : ¢ < n). From the binomial formula, we see that there exist positive
constants ¢; that depends on the first (o — 1)-st moments of A; and B; such that, on
(¥, > 1},

E[Upi1 — U, | Fn] < (B[AY] = 1)Y2 4+ ;Y2
Using the fact that 0 < @ < « and the moment generating function of log A; is strictly

convex on [0, a], we have E[AT] < 1. Thus, there exists a sufficiently large constant d’
and sufficiently small constant ¢, such that, on {Y,, > d'},

EUni1 — U, | Fo] < (B[AT] - DY2 4 V2! < —pV2
As mentioned at the beginning of the proof, we set g(y) = coy® = c2h(y) so that
E[Un+1 - Un | -Fn] S 79(Yn)

It is now straightforward to check that f, g, and & satisfy all the conditions in Result 5.10.
If we set 7 = inf{n > 1: Y,, <d'}, Result 5.10 implies that there exists a positive constant
c3 such that

E[7Tl | Yy = 2] < cgalo™l (5.19)

for all x > d’. We assume w.l.o.g. that d’ > d. Note that Y,, satisfies the same set
assumptions as X,,, and hence, Lemma 2.6 applies to Y,, as well, and 7 is bounded by
the regeneration time of Y,,. Therefore, we can choose a ¢ so that

sup E[t7 | Yy = y]/ (D) < 0.
ye[0,d']

Using Minkowski’s inequality we obtain that

E[TaJrL ‘ Yy = x]l/(aJrL) — E[(% 47— 7~_)cx+L |YO — x]l/(a+L)

< E[7~_a+L ‘ Y, = x]l/(a-&-L) + E[(T _ 7:)()4+L |Y0 — m]l/(a—&-L)

S E[,}:a-‘rL ‘ Y'O _ x]l/(a+L) + sup E[T(x+L |YO _ y]l/(a+L)
y€[0,d’]

SEFE Y=o VO 4 sup BIT Y =y 4y,
y€[0,d']

< E[FHE Y = 2]V g,

for some c4,cs > 0. Along with (5.19), this implies that there exists a ¢ > 0 such that
E[rot! | Yy = 2] < czle<) for sufficiently large z. O

The following lemma is useful in proving Lemma 5.6. Define
€z (u) = {|Bn| <u?,Vn e {l,..., Kj(u)}}. (5.20)

Lemma 5.11. Suppose that Assumptions 2.1 and 2.4 hold. Fix an arbitrary constant v
such that |v| > 1. For any B+~ > 1 and any ¢ > 0 there exists a ug sufficiently large so
that, for all u > uyg,

P((¢x(u))® | Xo = vu?) < elvju™1-Ae,

Proof of Lemma 5.6. We first prove the statements associated with ¥ (u). As
L{Zy 00, >0} 225 170y under P?, it is sufficient to show that

Kg (u)—1 X
8
lim w(—Pep Z X >u TWh _ | = Coov®, for v > 1.
uU—00 uB
k=T (uf)
EJP 29 (2024), paper 53. https://www.imstat.org/ejp
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Set S £ >or log(A; + w7 - |B;]) and fix v > 1. Note that since

X | Bn| _
<A, + < A, +|Bp|lu™" on T’ <n<K)(u),
o S Bl () Jw)

we have that, conditional on X, = vu?, |X},| < vufeSt” for all k < K3 (u). Therefore,

from the Markov property,

K;(u)fl

X1 (us)
P X =
Z E>U P v
k=T (uf)
Kj(uw)-1
Xo
Z k>U P v
k=0
K7 (u)—1
8 X,
<P Y X >u|=F=v
k=0 u
Kj(u)—1 1 5o
—B 1-8
(W u (w U
<P S > <P S >

= 2w ul =P
=P ek + Sk — P —
(et sens
k=0 k=0 k=0

< P Sk u _ P Sy, — Sk .21
< (};)e > — 6) - (;;)e k kzzoe >4 (5.21)

for any 6 > 0. Note that from (3.3),
o0 1_5 1_5 —x
P(Zesk>“—5> ~ o (“ ) . (5.22)
v v
k=0
Moreover, using Markov’s inequality and the fact that S,(lu) > S,, we obtain that
u(l—B)aP (Z eSé“) _ Zesk > 5) < 5—1u(1—5)aE Zesl(t‘m _ Zesk]
k=0 k=0 k=0 k=0
= 51y (1-Pa <Z (E[A; + [BiJu]) =Y (E[Al])k>

k=0 k=0

_ 5 u0-Ha 1 !
1-— EAl — u_"/E|B1| 1-— EAl

— 571,“(17('3)04 U7VE|B1‘
(1 —EA; — u_"/E|Bl|)(1 — EAl)

— O(u(lfﬁ)a*w,

for sufficiently large u. In the second equality, we used EA; < 1, (which follows from
a > 1) and E(A; + |B1|u™7) < 1 for sufficiently large u’s. By choosing § sufficiently close
to 1 so that (1 — f)a <y, we have that

o0 o0
u(1-Bap <Z oSk Z Sk s 5) = o(1). (5.23)
k=0 k=0
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Using (5.21)—(5.23), an upper bound is given by, for v > 1

Kj(u)—-1 X s
limsupu(l_ﬂ)“P Z Xy >u Twh) _ v | < Ciov®. (5.24)

B
u—00 k=T (uf) w

Next, we show the corresponding lower bound. By the Markov property we obtain that

Kj(u)-1 X Kj(u)—1 X
Tw) | _ Ao _
P }: Xp>u|— 5= =v|=P }: Xp>ul—5=v]. (5.25)
k=T (u) k=0

Set S — S log(A; —u~" - |B;|)*. Note that, conditional on Xy = vu

i

1Bal \*
> (An - > > (A, —uBu)Y, YR < Kj(u),
anl

|Xn71|

which, in turn, implies that
(u)
vul et <Xyl Yk < KJ(u). (5.26)

In particular,
(u)

vufe K < ‘XKg(u)’ <.
Therefore,

Kg(u) > inf{n > 1: §£L“) < —logv — (B —7)logu} = K'(u) (5.27)
conditional on Xy = vu®. Recall that €,(u) = {|B,| < u",¥n € {1,... , K}(u)}}, and note
that on &;(u) and X, = vu”, X}, > 0 forall k < K} (u). To see this, let x 2 inf{k > 0:
X < 0} and observe that k < Kg(u) implies that A,_1X._1 > 0 and X, < —u”, and
hence, B, < —u”, leading to a contradiction. In view of this, (5.25), and (5.26), we have

Kg(u)—l Kg(u)—l

X1 X
P Z X >u Z(BB):U =P Z Xy >u uT?:U
k=0

K;(u)fl
>P Y Xk >, Eu)| = =
k=0
K;(u)—l 1-8

(w) U X
>P kz_o e > Ey(u) ufozv

B

- P (GQ(U)C
Kj(u)—1

1-81 X

(u)

—P E Sk >uv ?gzv +o(u =)y,
k=0

where the last equality is from Lemma 5.11. On the other hand, from (5.27),

Kj(u)—1 K'(u)—1
£ 1-8 u 1-8
w U Xo g U
P ed > — =v ]| >P eZk >
> bkl =L DD ;
k=0 k=0
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s 5w ul=p i g
>P Zefk' > +6) —P Z eZk >0
k=0 v k=K' (u)
(5.28)

for any 6 > 0. Note that

P Z S s s < i 'E Z A )

o0
(u) (u) (w)
eiK/(u) E eik + K/ (u) SK/(’U)‘|

k=K' (u) k=K'(u)
WP g | ulT 5 50
<fm |y o] < ln [y
k=0
< uv*BE iesk = o(u" ")
-4
k=0
and hence,
N (w)
u709P | N S > 6| =o(1),  for B> (a+7)/(a+1), (5.29)
k=K' (u)

allowing us to choose a suitable value of § since (a+7)/(a+1) < 1. Therefore, it remains
to show that the first term in (5.28) is lower bounded by C.ou~('=#2y®. Note that

-P <Z eSk — Zes(“ > 6)
i oSn Z esi:”]

k=0

<Z (EAD" =) (E(4 —u " |Bi])7) )
k=0

— 6 'E

1
(1EA1 1E(A1U7|Bl)+>

EA1 (A1 —u*7|Bl\)+
1 —EAl)( E(Al —u_7|B1|)+)

uE|B|
(1-EA)(1—E(A —u[Bi)*)

%

_6_

P (Z ek >
k=0

Again from (3.3) along with the assumption that (1 — 5)a < v, we get

1-8

o u
P Zeﬁk >
v
k=0

In view of (5.28)-(5.30), we have that

+ 6) > O ou~ U-Page 4 o(u_(l_ﬂ)o‘). (5.30)

KW (u)—1 X
. _ T(ub
lim inf 1 =Aop Z Xy >u (Bu ) —y > Cov®.
uU—00 u
k=T (uf)
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Combining this with (5.24) we have that

K“’(u) 1 X —a
lim u(!=Ap X >u X1 ( T(uﬁ)) = Coo,
U—00 A Tzuﬁ) ub uP

P>-almost surely.
Next we show boundedness of ¢, (u). Using (5.24), for ¢ > 0, and by separately
considering v < 1+ e and v > 1 + ¢, there exists U(e) (independent of v) such that

K -1

(1-8\“ X
U T (uB)
P E Xy >u = < Cx +e,
( v ) k uf v ‘

k=T (u”)

for all u!=#) > vU(€). Moreover, for all 0 < u'=%) < U (e),

K"’ -1

L1-Blap Z X, > XT(;H) —u| < u(1=Pa < v*U(e)". (5.31)
k=T (uP) v
Thus
Kg(u)—1 X s
u(I-Bep Z Xe>u 2(; ) —y < max{Cs + €, U(e)* }v%,
k=T (uf)

for all « > 0. This implies that ¢} (u) < max{Cu + €, U(€)*} < 0.
Finally, we show the statements involved with ¢4_. By the Markov property, it is
sufficient to show that, for any arbitrary e > 0 and v < —1

(u
X
lim sup u(!=AoPp Z Xk >ul =2 =v | <ol

U—00 ub

Recall €;(u) = {|B,| < u”,V1 < n < Kj(u)} defined in (5.20). We have that
K (u)—1 K7 (u)—1
7 (w) 7 (w) Y

Xo
P X — = <P X ¢ - =
; E> U e v < Z k> u, Eo(u) e v

+P((‘32 ’onvuﬁ)
=P (E(u) | Xo = vuf) = o(u=(A=A)|y|,

thanks to Lemma 5.11. The boundedness of ¢, follows using similar arguments as
in (5.31). O

Remark 5.12. Using similar arguments as in the proof of Lemma 5.6, one can show that

Kj(u)—-1

Xope,ey |~
: (1-B)ap2 T (uf) _
ulgrolou P Z | Xn| > u Fr(us) e =Cq.
n=T(uP)

As a consequence of this result, we have that

ri—1

P() " |Xn| > u) = CoE*[| 2L, —o0y ), U — 0.

n=0
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Proof of Lemma 5.7. Note that ZT( )]l{T(ug)<Td} and Z H{T(u3)<m} are bounded by

| Z7 sy LT (us)

T(uﬁ) 00
| Zrusy Lir sy <ray) < 1Xol+ D 1Bale™ " Lipey<ray < 1Xol+ Y [Buale ™5 Liner,y = 2.

n=1 n=1

Moreover, using Minkowski’s inequality we have that

(B[Z°) " < (BIXol”) " + Z E® [|Bul%e S Linery] )

8

— (B|X,[) " + Z E [|Bul*Linery] )"

o0
< (E|X0|a)1/a 4 (E|By[ot)/ (@4 ZP(Td > )/ (elat) < oo
n=1

where in the second last inequality we used Holder’s inequality, and the finiteness
follows from the fact that P(7; > n) decays exponentially in n uniformly in | X,| < d, as
established in Lemma 2.6. O

Proof of Lemma 5.8. Recall that 7 = inf{n > 1:Y,, < d}. Using Minkowski’s inequality
we obtain that

Bl th | Yy = o]/ @H) = B[(r 47 — 7)ot E | Yy = o]t/ D)
< E[Ta—i-L |YO — x]l/(a+L) + E[(T _ T)oz-i—L ‘ Yro _ x]l/(a-&-L)

< E[ToHrL | Yo = m]l/(aJrL) + sup E[TaJrL | Yy = y]l/(aJrL)
y€[0,d]

< B[t Y = ]V 4 sup B |V = YO 1 0(1),
y€[0,d]

as x — oo, where, by following the arguments as in the proof of Lemma 2.6, ¢ can be
chosen such that sup,¢(o 4 E[t" | Yo = y] < oo. For this choice of ¢, we have that

E[rotl| Yy = 2]V (@D < E[rotl | vy = 2]V @D L O(1),  asz — oo

Finally, using Lemma 5.5 above we have E[r®tZ | Y, = x| < czl®~¢! for sufficiently large
x. O

Proof of Lemma 5.9. Note that both |Z'?“(u)|1{T(u)<r1} and |Z;|1,<,,} are bounded by

00
Z = |X0| + Z ‘Bn|€7sn]l{n<r1}7

n=1

whose a-th moment is finite thanks to Lemma 5.7. Moreover, note that {X,,},>0 is
transient in the a-shifted measure (cf. Lemma 2.9 above), and hence, T(u) < oo a.s.
Applying a change of measure argument, we obtain that

le' apor,—o a XT u -
uP(T(u) <ri) = uE* e T Lipycry] = E* || Zrw)] () 1{T(u)<r1}]
Xy |~
1Zn]* L n<r )y Lin<r B ’u Fn
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X1
u

+ E

(12| Lz <ry = 1Znl*Lner@y Lingr}) ’

|

where {F,},>0 is the natural filtration. Since (X7(,)/u)"* < 1 and T(u) — oo a.s. as
u — 00,

= (IL.1) + (I1.2),

lim lim (II.Z) S lim lim E¢ HZT(u)|a]l{T(u)<r1} - |Zn‘a1{n§T(u)}]l{n§r1}}

Nn—r0o0 U—r o0 n—r0o0 U—r o0

= lim E® ngr;o (1 Z 1) * L1 (uy<my — ‘Zn|a1{n§T(u)}]].{n§T1}):|

n—00

= lim B [|Z*1—c) — [Zn]"Linzryy] = 0.

It remains to consider (II.1). Note that, given F,,, n < T'(u), the random variable
log | X7(u)| —log u converges in distribution to some positive random variable X—which is
independent of F,,, n < T'(u)—as u — oo, under the a-shifted measure (cf. e.g. Theorem
3.8 of [13]). Hence we have that

—Q

lim E¢
U—00 u

’ X7

fn] Lin<r(uy = E[e7*F].

Moreover, using dominated convergence and the fact 1, <7 )} E*[| X /ul~* [ Fa] <1,
we obtain

—Q

lim lim (II.1) = lim E®
n— 00

|Zn|a]l{n<rl} lim E®
n—o0 u—0o0 - U— 00

u

’ X7

fn] l{ngm)}]

=E[e7] lim B* [|Z,"Liner,y] = B e B [|2]°L, )]
completing the proof O
Proof of Lemma 5.11. To begin with, we write, for some § > 0,

P((€2(u))*|Xo = vu”)

P(On < Kj(u): |By| > u X = vuP)

IN

P(3n < 74: | By| > u| X0 = vu?)
P(En <u’: |B,| > u") + P(rg > u’|Xo = vu?)
(I11.1) + (II1.2).

IN

To bound (II1.1), we have that
(I1.1) < u’P(|By| > u”?) < u’"“E|By|* = o(u~ (1A%,

for (1 —pB)a+d—ay < 0. Since (I11.2) < u~FLIE[rE| X, = vu?), it is sufficient
to bound E[r9 Y| X = vu]. Recall {Y,},>¢ is the R -valued Markov chain defined by
Yoi1 = Ant1Yn + |Bpga|, for n >0, and 7 = inf{n > 1: ¥;, < d}. Note that E[r{1*|X, =
vuf] < E[r*TL|Y) = |v|u”]. Combining this with Lemma 5.5, we conclude that there exist
c and ug such that

(11.2) < o~ CHEPE[FFLY, = [u|uf] < cjofulu @ vy > .

Note that we can set L = L(4,«, 3) to be arbitrarily large. Combining the estimates
above for (II1.1) and (II1.2), we conclude the proof. O
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6 Proofs of Sections 3.2 and 3.3

Again, we briefly describe our proof strategy before diving into the technicalities.
Define X/ = {X/(t),t € [0,1]}, where

~ 1 N(nf) ri—1
X;(t):ﬁ > X/ and X/= ) X, (6.1)
i=1 J=ri—1

where {r;};>0 is the sequence of regeneration times as in Remark 2.2, and
N(s) =sup{j > 0: r; =1 < s}. (6.2)

Thanks to Theorem 4.1 of [35] and Theorem 3.1 above, we are able to establish an
asymptotic equivalence between X/ and some random walk W,, that will be specified
below. This allows us to provide a large deviations result for X/, using Lemma 2.13.
In both the one-sided and the two-sided case, we will show that the residual process
X, — X! is negligible in an asymptotic sense.

We state here three lemmata that will play key roles in the proofs of Theorems 3.2
and 3.3. Let W,, = {W,,(¢),t € [0,1]} be such that

~ 1 [nt/Erq |
W (t) = — > X (6.3)
=1

where X is as in (6.1). We begin with stating an asymptotic equivalence between X! and
W,., however, w.r.t. the .J;-topology, which is stronger than the M{-topology introduced
in the beginning of Section 3.2. Let d;, denote the Skorokhod .J; metric on D, which is
defined by

dj (&1,62) = /{Yelfx [|A —id||oc V |[€1 0 A = &2]|oo, £1,§ € D,

where id denotes the identity mapping, || - ||« denotes the uniform metric, that is,
[z]lc = supyepo,1) [z(t)], and A denotes the set of all strictly increasing, continuous
bijections from [0, 1] to itself. Moreover, for j > 0, define

DY, ={¢eD": £(0)=0} and D~ ={€eD";: £(0) = 0}.

Lemma 6.1. Consider the metric space (D,d;,). Suppose that Assumptions 2.1 and 2.4
hold. For any j > 1, the following holds.

1. If By > 0 and C as in Theorem 3.1 is strictly positive, then the stochastic process

X! is asymptotically equivalent to W,, w.r.t. n=7(®~1) and DY, .

2. IfCy and C_ as in Theorem 3.1 satisfy C. C_ > 0, then the stochastic process X/,
is asymptotically equivalent to W,, w.r.t. n=7(®~1) and DY ;.

Proof. We only show part 2), since part 1) can be proved by a similar argument. By
Lemma 2.13, it is sufficient to show, for any § > 0 and v > 0,

limsupn/ (@~ VP(X! € (D\ DL )77, dy, (X, W,) > 0)

<J
n—oo
= limsup n? " VP(W, € (D \DL,)™7,dy, (X, Wy,) > 8) = 0. (6.4)
n—oo

To prove (6.4), it is convenient to consider the space of paths on a longer time hori-
zon [0,2]. Let W, denote the stochastic process {W,(t),t € [0,2]} over the time hori-
zon [0, 2], and ]D’<‘<;[JQ’2] denote the space of step functions on [0, 2] that corresponds to
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D% ;. Let d?l’Q] denote the Skorokhod .J; metric on DI*2 = D([0,2],R). Note that

dy,(Wy, DY ;) > ~ implies that d?l’Z](W,[LO’Q],DQ[JQ’Q]) > 7, and dy, (X, D% ;) > v implies
0.2]

that either d?l’Z] (WTEO’Q],DQZJ ) >~ or 2n/Er; < N(n). Therefore, (6.4) is implied by

limsup n? VP (d) 2 (WD DAY > 5 4y (XL, W) > 6) = 0. (6.5)

n—oo
To prove (6.5), we adopt the construction of a piecewise linear nondecreasing homeo-
morphism )\, from [35, the proof of Theorem 4.1]. Let ¢, = 0 and ¢, be the i-th jump time
of N(n) and ¢, be the last jump time of N(n-). Let L = (|n/Er1] — 1) A N(n). Define
A, in such a way that \,(t) = EryN(nt)/n ontg,...,tr, A\p(1) = 1, and )\, is a piecewise
linear interpolation in between. For such \,,, W, (\,(t)) = X/ (t) for all t € [0,¢1], and
hence, [|[W,, 0 A — X/ [lco = suDye(s, 17 [Wn © An(t) — XJ,(t)]. Therefore,

dr, (Wn7X7/z) = inf\ A —id|lo V ||Wn oN— X’:L”OO < ”Xn —id|| o V ||Wn o An — X;L“m
c

= [An —id||oc V sup |[W, 0\, (t) — X (). (6.6)

tE[tL,l]
The second term can be bounded (with high probability) as follows. For an arbitrary € > 0,
consider two cases: |n/Er; —ne| < N(n) < [n/Eri| and [n/Eri| < N(n) < |[n/Ery +ne].

Set
[n/Er]

W= > X|
1=1

If |n/Er; —ne] < N(n) < |n/Er;], by the construction of \,,,

sup [WpoXa(t) = X, (1) < sup  |[Wyp(s) — Wy (t)| (6.7)

teftr,1] s,t€[1—¢,1]
On the other hand, if [n/Eri| < N(n) < [n/Ery + ne,

sup [Wpoda(t) — X, ()] < sup  |[Wy(s) — Wa(t)|. (6.8)

te(tr,1] s,t€[1,1+¢€]

From (6.7) and (6.8), we see that on the event {|n/Er; — ne| < N(n) < [n/Er; + ne|},

sup [Wpod,(t) — X, (8)| < sup  |[W,(s) — W,(t)]. (6.9)
te(tr,1] s,t€[1—e,1+€]

Using (6.6) and (6.9), we obtain that

Py (WP, D) > o dy, (XL, W) > 6)

<P <d§);2}<w7£072w*<2§°’2]> . s [Wals) = Wal0)] 2 6)

+P{|n/Eri —ne| < N(n) < [n/Ery +ne|}°) + P(|| A, — id|oo > 6). (6.10)

Thanks to Cramér’s theorem, the second term in (6.10) decays geometrically. More-
over, using that \,,(t) = Er; N(nt)/n on to,...,t; (and linearly interpolated in between),
we can write the last term in (6.10) as P(||N(n-)/n — - /Eri||oc > J), which converges to
0 in view of the functional law of large numbers for renewal processes (see e.g. Theorem
5.10 of [11]).

For the first term in (6.10), we have that (see [35, page 21])

<J
n—00 s,t€[1—e,1+€]

lim sup n? (VP (d?l’z](W,[LO’Q],D“"[O’Z]) >, sup  |Wu(s) — WL(t)| > 6) < ce
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for some ¢ > 0, where the intuition behind the asymptotics above is that, given the rare
event takes place, the random walk W,[lo’m must have j big jumps and one of them has to
occur in the time interval [1 — €, 1 + ¢]. Since the choice of € > 0 was arbitrary, (6.4) is
proved by letting € — 0. O

The next two lemmata are useful for future purposes.
Lemma 6.2. For ¢, ( € D, we have that dy; (£,¢) < dj, (€,).

Proof. As explained in Section 2.1 of [36], da(§,¢) < dar, (§,¢). Furthermore, by
Theorem 12.3.2 of [37], dar, (§,¢) < dj, (&, Q). O

Recall that Disc(&) is the set of discontinuities of ¢ € D and was defined in (3.4).
Lemma 6.3. If dy (§n,€) — 0 asn — oo, then, for each t € Disc(§)*

lim lim sup sup €n(t1) — &(t1)] = 0.
00 n—oco t,€Bs (t)n[o,1]

Proof. Lett € Disc(§)°. We first prove the statement for the case where ¢ € (0,1). Let
€ > 0 be fixed. Choose § = §(¢) > 0 such that

|E(t1) — £(t)| < e, for t; € %Bs(t) C (0,1). (6.11)

By the definition of Mj convergence, for given ¢, there exists ng, such that d My (€n,§) <
(6 A €)/8 for all n > ng. Moreover, for each fixed n > ng, one can find (u,,v,) € I'(§,)
and (u,v) € I(§) such that

[tn — ulloo V ||Un — V|le < (0 A€)/4. (6.12)

Let s, s, 5 be such that v(s) =t — /2, v(s) = t and v(3) =t + 6/2. Moreover, by (6.12) we
have that v, (s) < t—0/4 and v, (5) > t+0/4. Thus, forall t; € (t—3/4,t+0/4) there exists
Sn € (8,3) such that (un(sn), vn(sn)) = (€n(t1),t1). Combining this with (6.11) and (6.12),
we obtain that

&n(t1) = E(t)] < [&n(t1) — E@)] 4 [€(t1) — (@) = lun(sn) — uls)| + [£(t1) — £(1)]
< un(sn) — ulsn)| + u(sn) —u(s)| + €
<(6N€)/2+e+e<3e

Finally, the case where t € {0,1} can be dealt with similarly. O

The remainder of this section is split into two parts that deal with Theorems 3.2
and 3.3.

6.1 Proof of Theorem 3.2

We consider the case where B; is nonnegative. Let us give the “roadmap” of proving
Theorem 3.2.

e In Corollary 6.5 below we establish a sample-path large deviations result for
the aggregated process X,’L (see (6.1) above) by considering a suitably defined
random walk together with utilizing Theorem 4.1 of [35]. For the IM-convergence
in Corollary 6.5 we need Lemma 6.4 below.

* In Proposition 6.6 we show the asymptotic equivalence between the aggregated pro-
cess X/, and the original process X,,. Again, one technical lemma, see Lemma 6.7
below, is needed.

EJP 29 (2024), paper 53. https://www.imstat.org/ejp
Page 28/44


https://doi.org/10.1214/24-EJP1115
https://imstat.org/journals-and-publications/electronic-journal-of-probability/

Large deviations for heavy-tailed Markov-additive processes

e Part 1) of Theorem 3.2 follows by combining Corollary 6.5 with Proposition 6.6.
Part 2) is a direct consequence of part 1).

Lemma 6.4. For all j > 0 and all z € R, the set DZ; is closed w.r.t. (D, dy).
Recall that Cj was defined in (3.6) for z € R.

Corollary 6.5. Suppose that Assumptions 2.1 and 2.4 hold. Moreover, let B; > 0 and
C. as in Theorem 3.1 be strictly positive. For any j > 0,

n/*UP(X] € -) = (CLErm) CH(-),
inM(D\DY; ,)asn — oo.
Proposition 6.6. Suppose that Assumptions 2.1 and 2.4 hold. If By > 0 and C, as

in Theorem 3.1 is strictly positive, then X,, is asymptotically equivalent to X! w.r.t.
(nP(X] >n))) and DY, .

Proof of Theorem 3.2. Part 1) follows by combining Corollary 6.5 with Proposition 6.6.
Part 2) is a direct consequence of part 1). O

Proof of Lemma 6.4. We give the proof for the case where z = 0, while the proof for
z # 0 follows using similar arguments. The statement is trivial for D, = {0}; we focus
on the case where j > 1. Let {,,n > 1, be a sequence such that §, € D;, foralln > 1,
and lim,, o0 dpr (§n,§) = 0 for some ¢ € D. Our goal is to prove that { € D;. Note that
by Lemma 6.3 above, for every ¢ € Disc(£)° U {1},

lim &,(t) = &(1). (6.13)

We first show that £ has at most j discontinuity points. Assume that |Disc({)| > j+1. Then
thereexists 0 <t _ <t1 4 < -+ <tjy1,— <tjy1,4+ < lsuchthatt; _, ¢, 4 € Disc(§)°U{1},
and |§(¢;,—) —&(t;,4)] > 0, forall ¢ € {1,...,7 + 1}. By (6.13), there exists N’ such that
[En(ti—) — En(ti+)] > 0 foralli € {1,...,5 4+ 1}. This leads to the contradiction that
|Disc(én7)| < j. Now let ¢ < t be two neighbouring discontinuity points of £&. We claim
that ¢ is constant on (¢, ). To see this, assume that the opposite statement holds. Then
there exists t; < tj1o such thatt < ¢; <t;j4o <tand{(t1) # £(tj4+2). Wl.o.g. we assume
that £(t1) < &(t;42). Since ¢ is continuous on (t,t), there exists t; <ty < --- < tj42 such
that

f(tl) < f(tg) <0 < f(tj_;.g) with € = ] Hlln f(t,‘,_;'_l) — §(t1) (6.14)
i€{l,...,5+1}

On the other hand, for any ¢ > 0, by (6.13) there exists N = N(¢) such that
En(ts) € (E(t;) — €, &(t) +€), foralli e {1,...,5 + 2} (6.15)

In view of (6.14) and (6.15), by choosing ¢ < ¢ we conclude that £y has at least j + 1
discontinuity points, which leads to the contradiction that |Disc({y)| < j. Thus we
conclude that ¢ is constant between any two neighbouring discontinuity points. Similarly
one can show that £(¢t7) — £(¢7) > 0 for every ¢ € Disc(€). O

Proof of Corollary 6.5. Note that D, = D2, U{{ € D: {(0) >0, £ —&(0) e DY, }. In
particular, ]D‘éj C Déj. Using Lemma 6.2, Corollary 6.5 is a consequence of Lemma 6.1
and Theorem 4.1 in [35]. O

The following lemma is essential in the proof of Proposition 6.6. Recall X/ was
defined in (6.1). Define
[nt]—1
Ry = {Ra(t),t € [0,1]}, where Ry(t) =~ > X.. (6.16)
n

I=TN(n)
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Lemma 6.7. Suppose that Assumptions 2.1 and 2.4 hold. Moreover, let B; > 0 and C;
as in Theorem 3.1 be strictly positive. The following holds for any § > 0, v > 0, and j > 0.

1. First we have that
P(X] € (D\D", )77, Ra(1) > 6) = o((nP(X] > n))™*"), asn — oo.
2. Moreover, we have that

P(R, € (D\Dg,)™7) = o((nP(X{ > n))?), asn— .

Proof of Proposition 6.6. To begin with, for € > 0, define
€5(n) = {N: (n) < N(n) < NF(n)}, (6.17)

where N7 (n) = |[n/Er; —ne| and N (n) = |[n/Er; + ne|. Using Cramér’s theorem, it is
easy to see that P(&5(n)°) decays exponentially to 0 as n — co. Defining A; = r; — r;_1,
we have that

{dar (X0, X)) > 26} C{3i < N(n) st. A; > nd} U{R,(1) >0}, (6.18)
First we show that forany j >0, § > 0, and v > 0,

lim (nP(X] > n))/P(X), € (D\DX, ;)7 dpy (Xn, X;,) > 20) = 0.

n—oo

By (6.18) we have that
P()_(’ (]D\]D< ) 'V,dM{()_(m)_(;L) > 20)
< P(3i < N(n) s.t. A; > nd) +P(X' (]D\]D<J )77, Rp(1) > 9)
=P(3i < N(n) s.t. A; > nd) + o((nP(X] > n))), (6.19)

where in (6.19) we used Lemma 6.7 (1) above. It remains to analyze the first term
in (6.19). Note that

P(3i < N(n) s.t. A; > nd) <P(3Fi < N(n) s.t. A; > nd, €5(n)) + P(E5(n)°)

P(3i < N(n) s.t. A; > né, €5(n)) + o((nP(X] > n))?)
P (3i < [n/Em 4 nel s.t. A; > nd) 4+ o((nP(X] > n)))
|n/Ery + ne|P(r1 > nd) + o((nP(X] > n))?)

o((nP(X] > n))’),

IAIA

for any 5 > 0. Next we show that

lim (nP(X] >n))7P(X, € (D\DE, )77 ydagy (X, X;,) > 20) = 0.

n—oo

In view of the estimation right above, it is sufficient to show that

lim (nP(X] > n)) P(X, € (D\D%,_ )7, X} € (D%, ). Ru(1) > 6) =0,

n—oo

for some p > 0. Note that
P(X, € (D \Dg; )™ , X5, € € (DX, 1)ps Ra(1) > 6)
=P(X, € (D\DL; )77, X, € (DY, ), N(D\D; )", Ru(1) > 9)
+P(X, (D \Déjq)_va X, € (D’éjq)p (Déj72);07 Ry (1) = 0)
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<P(X, € (D\DE; )", Ra(1) >9)
+ P(Xn € (]D\]D/é] 1) Fy’ X/ (]D’i] 2) )
=P(X, € (D\ ]D<] )7 X, € (Dij—Q)P) + O(H_j(a_l))-

Thus, it remains to consider the first term in the last equation. Combining Lemma 6.7 (2)
above with the fact that

P(X, € (D\D%,; ;)77 X}, € (DY, ,),) <P(Ry € (D\Dgy) ") +o(n 77 Y),
for p small enough, we conclude the proof. O

Proof of Lemma 6.7. Part 1 )- We start showing the first equivalence. Defining X /g kn =
X! .t €[0,1]} by X! — 1/n NI X7 we have that
{ <k,n Y A<k

P(X, € D\DL; ;)™ Ru(1) > 0)
rN(n)+1—1

<SP (X, e(D\DL_ )7, Y. X;>nd, €(n) | +P(E5(n)°)

i=TN(n)
NF(n)
= > PX,e®\DY_ )7, Xiygys = 06, N(n) = k) +o((nP(X] = n))"*)
k=N¢ (n)
Nt (n)
= Y P(Xl, €(D\DYL, )77, Xjpy > 06, N(n) = k) +o((nP(X] > n))’*)
=NZ (n)
NX(n)
< Y P(XL, € D\DL, )77, Xipy > nd) +o((nP(X] > n)) )
k=N (n)
NX(n)
= Y P(XL, €(D\DY, ) )P (X > nd) +o((nP(X] > n))'*)
k=N (n)
N (n)
<P(X{>nd) Y P(X,e€(D\DL )% +o((nP(X] >n))"
k=N (n)
< 2enP(X] > nd)P(X], € (D\ DX, _)7/?) + o((nP(X] > n))"t1). (6.20)

It remains to consider the first term in (6.20). Using Corollary 6.5, we have that

lim sup(nP(X] > n))~U) 2enP(X} > néd)P(X/, € (D \Déjfl)_ﬂyﬂ) < ce, (6.21)

n—oQ

for some ¢ > 0 independent of €. Part (1) is proved using (6.20) and (6.21), and letting
e — 0.
Part 2): Note that

P (R, e (D\Dg,)")

TN(n) + 1 TN + 1
=P (Rn €(D\Dg,) 7, > p) P (Rn e (D\Dgy)", YT < p)

n

where the first term equals zero for sufficiently large p € (0,1). Hence, it is sufficient to
consider the second term which is bounded by

TN(n) + 1 € € c
P <(7i < p> <P (rn < np) <P (ry < np, €5(n) + P (&(n)°)
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N(n)
=P | Y A <np n) | +o(nP(X] >n))’)
i=1
N (n) '
<P Z A; <np | +o((nP(X] >n))?)
i=1
N (n) A, P
<P L < P(X]| > n))’). .22

Note that, for every p € (0,1) there exists a sufficiently small ¢ > 0 such that p/(1/Ery —
€) < Er;. For this choice of ¢, the first term in (6.22) decays exponentially thanks to
Cramér’s theorem. O

6.2 Proof of Theorem 3.3

We consider the case where B; is a general random variable taking values in R. The
idea behind the proof of Theorem 3.3 is similar to the one in the one-sided case:

* In Corollary 6.9 below we establish a sample-path large deviations result for the
aggregated process X{l (see (6.1) above).

e In Proposition 6.10 we show the asymptotic equivalence between the aggregated
process X/ and the original process X,,. In Lemma 6.11 we deal with the technical
issues appearing in Proposition 6.10.

* Part 1) of Theorem 3.3 follows by combining Corollary 6.9 with Proposition 6.10.
Part 2) is a direct consequence of part 1).

Lemma 6.8. Forall j > 0 and all z € R, the set DZ ; is closed w.r.t. (D, dyy;).

The proof of Lemma 6.8 is similar to the proof of Lemma 6.4 and therefore omitted.
Recall Cj’k was defined in (3.9). Let C;, C_ be as in Theorem 3.1.

Corollary 6.9. Suppose that Assumptions 2.1 and 2.4 hold. If C,. C_ > 0, then for any
Jj=1
j(a—1) v/ . j l mep (o
WP € ) = (Br)' 30 (CONC)™CE, (),
in M(D\ D% ;) as n — oo, where I_; = {(l,m) € Z3 : | +m = j}.
Proposition 6.10. Suppose that Assumptions 2.1 and 2.4 hold. If C,C_ > 0, then the
following hold for all j > 0:
1. First
lim /" YP(X), € (D\DL,)™7, day (X, X)) > 6) = 0.

n— oo =<y

2. Assume additionally that E|B;|™ < oo for every m € Z... Then

lim /" YP(X, € (D\ D)™, day (X, X)) > 6) = 0.

n— 0o =<y

In particular, X,, is asymptotically equivalent to X w.r.t. n=7(®~1) and D"

=L
We need the following lemma to prove Proposition 6.10. Set
1 lrp1t]—1
Rpn(t) = — ;p X;.
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Let 71 (u) = T(u) = inf{n > 0: |X,,| > u} and
Tiv1(u) =inf{n > T;(u): —sign(Xr, (v)) X, >u}, > 1.

Define X;,, = {X;n(t),t € [0,1]} and X/, = {X],(¢),t € [0,1]} by

[nt]Ar;—1

_ 1 _ X!

Xin(t) =~ > X, and X{77L(t):#ﬂ[rl/n711(t). (6.23)
l=r;_1

respectively.
Lemma 6.11. Suppose that Assumptions 2.1 and 2.4 hold. Moreover, assume that
E|B;|™ < oo for everym € Z... Let C, C_ be as in Theorem 3.1 such that C.C_ > 0.

1. Foranyi>1,7>2,¢>0, and 0 > 0, there exists ¢, ¢ and ny, ny (independent of
1) respectively such that

P(dle (Xi,naX( )>6) < clnfufﬁ)a, forallmn > nq,

i,m

and P(X;, € (D\D,,)™") <cn V™9 foralln > ny.

2. For any j > 1, X,, is asymptotically equivalent to X/, w.r.t. n=7(>~1) and D ;.
3. Foranyi € {N-(n),...,N*(n)}, j > 1,8 > 0, and € > 0, there exists ¢ and ng
(independent of i) such that

P(Rin € (D\Dg,)°) <en U792, for all n > ny.

<J

Remark 6.12. Without the additional assumption E|B;|™ < oo for every m € Z_., one
can still show that P(T5(n”) < r1) = o(n~%), by following the arguments as in the proof
of Lemma 6.11. Hence, under Assumptions 2.1 and 2.4, uniformly in ¢,

lim naP(dM{ (X%n,sz) Z 5) =0.

n—oo

Proof of Proposition 6.10. To begin with, recall that, for ¢ > 0
€5(n) = {N. (n) < N(n) < NF(n)},

where N (n) = n|1/Er; — €] and N (n) = n|1/Er; + €¢]|. Moreover, P((€5(n))¢) decays
exponentially to 0 as n — co. Let R, be as in (6.16). Before we prove the two statements
of the proposition, we first prove that

{dr (Xn, X)) > 6} C {3i < N(n)s.t. dagt (Xims X ) > §}U{||Rnllsc =0},  (6.24)

To see (6.24), we assume that the opposite statement holds. Given that the event
{dr (Xim, X],,) < 6} takes place, there exist (uj,v}) € I'(X;,) and (u},v5) € I"(X],,)
such that [lu} — ub|ls V [[v] — v5]s < & 4+ 7. Wlo.g. we assume that

{s:vi(s) =7ri_1/n, ui(s) =0} N {s: vi(s) = ri_1/n, ub(s) = 0} # 0, (6.25)
as well as
{s:vi(s) = ri/n, ui(s) = X]/n} N {s: vi(s) = ri/n, uj(s) = Xi/n} #0.
We give here the reasoning for (6.25), where the second equation can be obtained

by following the same arguments. Let s; € {s: vi(s) = r,_1/n, ui(s) = 0} and sy €
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{s: v4(s) = ri_1/n, us(s) = 0}. When s; = sy, we are done. We assume s; < s,
otherwise one can change the role of s; and ss. Define a new parametric representation
(ah,v3) € I'(X{,) by

vi(s), forse|0,s1], 0, for s € [0, s1],
vh(s) = vi(s1), forse (s1,s2), ah(s) =140, for s € (s1, s2),
va(s),  fors € [s2,1], ua(s), for s € [sa,1].

It is easy to check that indeed (w5, 0}) is a parametric representation of I (X/ ). More-
over, |[uf — @h|loo = [|Jul — ublloe < 6+,

[vi(s) = T3(s)| = [vi(s) — vi(s1)] < vis2) = vi(s1) = vi(s2) — vi(s2) <&+,

for s € (s1,s2), and hence, ||vi — 4| < J + 1. In view of the construction above,
we can replace v} by ¥4, so that (6.25) holds. Similarly, on the event {||R, |« < 6} C
{drr;(Rn,0) < 6}, there exist (YT N e PR Y and (u) ™M o) M € 1(0)
such that

N(n)+1 N(n)+1 N(n)+1 N(n)+1
A IV T A [ )

and the intersection of

{s: viv(n)ﬂ(s) =N/ uiv(n)ﬂ(s) =0}
and
N(n N(n
{s:v3 ( )H(s) =TN(n)/M, Uy ( )H(s) =0}

is an empty set. Now, we pick s! =0, sf(”)ﬂ =1

’

st € {s1vi(s) =ri/n, ui(s) = X//n} 0 {s: vi(s) = r;/n, ub(s) = X[/n},
forie{1,...,N(n)}, and

stoe{s:vi(s) =ri/n, ul(s) = 0} N {s: vi(s) = r;/n, ub(s) = 0},
for i € {2,...,N(n) + 1}. Wlo.g. we assume that s, = s'*'; otherwise one can ap-
ply a strictly increasing, continuous bijection from [0, 1] to itself to the corresponding
parametric representation, which preserves the uniform distance between paramet-

ric representations. Finally, we define parametric representations (ug,v1) € T(X,)
and (ug,vs) € I'(X!) by v;(s) = v (s), and u;(s) = ul(s) + ch;ll X, for s € [s{,si]
je{l,...,N(n)+1}, and ¢ € {1,2}. It is easy to check that ||u; —us||cc V|1 —v2||cc < 5+,
and hence, d(X,,, X},) < |[u1 — ualloo V |1 — va]lec < & + 7. Letting n — 0 leads to the
contradiction of djy; (Xn, X!) > 0. We therefore conclude that (6.24) indeed holds.

We are now ready to prove the two statements in the proposition.

Part 1): For v > 0 and j > 1, define

DY, = {¢ € D: |Disc, ()] > j}, Disc,(€) = {t € Disc(€): |¢(t) — €)= 7). (6.26)

Note that (cf. the proof of Lemma 2 in [10]), for any L > 0, there existsa 7 = J(v,L) > 0
sufficiently small such that

P(X) € (D\D/;)"" N (DL;)%) = o(n™"). (6.27)

Thus, it suffices to show that for any j > 1 and any § > 0

lim n/*~VP(X], € DL, dyr(Xn, X)) > 26) = 0.

n—oo
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By (6.24) we have that
P(X;, € DL, dy (X0, X;) 2 20) <P(X;, € DL, 3i < N(n) s.t. dpgg (Xim, X7 ) 2 6)
+P(X), € DL, Ryl > 6) = (IV.1) + (IV.2),
where

(IV.1) = P(X], € DL, €4(n), 3i < N(n) s.t. dyg (Xim, X} ) > 0) + 0o(n~7*71).

For p € Z,, let P(E,p) denote the set of all p-permutations of a discrete set E. Us-
ing Lemma 6.11 (1) and the fact that the blocks {X, X,,}, i > 1 are mutually
independent, we obtain that

i—17° )

P(X, € DL, €(n), 3i < N(n) s.t.dary (Xin, XL,,) > 6)
< P( (217"'72J) € P({l N+(n)}7]) s.t. d]\l{(Xil,anz/l n) 2 67 |Xz/p| > n’77V2 <p S])

= O(n”)P(dy (X'il,mX' ) = OP(X] | > n7) = = O(n!)o(n~*)O(n~ V=)

11,
= o(n=7@=D),

where P(das; (X, n, X], ,,) > 0) is of order o(n~*) thanks to Remark 6.12. Recalling

1,n

N (nt)Am

ZX 0.1] ¢,

we have that

TN(n)+1—1

(IV.2) <P | X, DL, Y  |Xi|>nd &n) | +P((n))

I=TN(n)
Nt (n) TN(n)+1-1
= Z P| X ¢ D;j, Z |Xi| > nd, N(n) =m | +o(n=9@D)
m=N_ (n) I=TN (n)
NF(n) Pog1—1
< Z P <X'<mn € D;j, Z | X;| > n5> + o(n7(@=Y)
m=N_ (n) i=rm
-1 N} (n)
—-P (Z |X;) > n5> > P(XL,,,€DL)+o(n )
=0 m=N_ (n)
ri—1

IN

- NZ(n)
P (Z | Xi| = 715) > P(X, eDL)+o(n )

=0 m=N¢ (n)

r1—1
<P (Z | X5 > n5> 2enP (X)) € D’;j) + o(n~i@=D)
i=0

= 2en(’)(n_a)(’)(n—j(a—1)) _ 0(7,L—J‘(o¢—1))7

where P(3"11, Y1X;| > nd) is of order O(n~*) due to Remark 5.12.
Part 2): In view of Part 1), it is sufficient to show that

<<j) K X/ (ID<<])P/3) - O(H_j(a_l))?
for some p > 0. Noting X,,(t) = (1/n) ZZ(.L%”ATN‘”)_l X; for t € [0,1], we have that

{X € (D\D<<J) X € (]D<<J)p/3}

P(X, € (D\ D!
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Q{X/ (]Dl<L<J) X (]D\]D<<J) p}U{X € (]D\ID<<])7 ’X (]Dij) }
C{X) € (D)3 Xn€(D\DL)IU{X, € (D\DL )™, X, € (DL, ,),}

U{X, € (D\D%))™", X, € (D), N(D\ D)~}

Iterating this procedure j + k times, we obtain that

{Xn € (D\DL )™, X;, € (DY) /s}
C {Xn € (]D}<L<‘])p/3’ Xn € (]D \Dl<t<j)7p} U {Xn € (]D \Dl<t<j)7’yv Xn € (Dg)p}
j+k—1
U J {Xne\DL) 7, X, € (D), ), n(D\DL, )"} (6.28)

=1

Now, note that
{X, € D%;)p3, Xo € D\D) "} € { Xy € (D\DL )" dary (X7, X)) > p/3}. (6.29)
Moreover, for p > 0 sufficiently small, we have that
{Xn € (D\DY%;) 7, Xn € (Df)p} € {Rn € (D\Dg,) "}, (6.30)
and that

—p

{Xn € (D\DL;)" <i—i) s

Ry, e (D\Dg;)™"},

7, X, (D"

fejri_i)p N (D\ DY "y C{X, e([D\D"

<<Jz

foralli e {1,...,57 4+ k — 1}. In view of (6.28)-(6.31), we have that

P(X, € (D\D )™, X/, € (DX,),/3)
<P(X, € (D\DY)) ™’ dyy(X),, X0) > p/3) + P(Ry € (D\D;)™")
j+k—1
+ Z (X, € (D\DL,_ )7, Ry e (D\D,)™"), (6.31)

where the first term in the previous inequality is of order o(n*j (O‘*l)) due to Lemma 6.11 (2)
above. Turning to estimating the summation in (6.31), we define R, ,, = {R, .(t),t €

[0, 1]} by

1 lrp1t]—1

Using the facts that Ry n)n(t) = Ra(rn(m)+1t/n) @nd ry(my41/n > 1 a.s., we have that

R, € (D\D,,)™” = Ry(myn € (D\Dy,;) "> (6.32)

(1/n )Z(Lnt“r”("“”) ' X,. In view

Define X<, = {X<pn(t),t € [0,1]} by X<pn(t)
of (6.32), we have that

P(X, e (D\D%,; ;)" R, e (D\D,)™")

< P(X € (]D \ ]D<<J 7,) p’ RN(n),n S (]D\D<<i)7p/2)

<P(X, € (D\D%; ), Rymym € (D\D,;)""?, €5(n)) + P(&5(n)°)

NS (n)
= Y PX.e®\D; )’ Ry € D\Dey) ™2 N(n) = p) +o(n7*7Y)
p=Nc (n)
EJP 29 (2024), paper 53. https://www.imstat.org/ejp
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= P(X<p,n € (]D \ ]D<<g z)_pv Ry, € (]D\D<<i)_p/27 N(n) :p) + O(H_j(a_l))

< P(Xqpn € (D\D%; ) ")P(Rypn € (D\Dy;) "% +0(n~7*1)

NS (n)

<SPX,e (D\DY; )% Y P(Bpac(D\De,)?) +o(n77)
p=Nc (n)
= (’)(n—(j—i)(a—l))QGO(n—i(a—l)) + O(n—j(a—l))7
where in the final step we use Lemma 6.11 (2)-(3). Letting ¢ — 0, we prove that the
summation in (6.31) is of order o(n‘j(“_l)) Similarly, it can be shown that P(R,, € (D \
D.,)*), and hence, P(X, € (D \ DL ;)™ , X! € € (D;),/3) are of order o(n=ie=1)). O

Proof of Lemma 6.11. Let D® denote the set of all step functions in D. Let D% denote
the set of all nondecreasing step functions in D. Define the mapping ¥T: D* — D" by
¢ =W'(¢) and

Ct)=inf{¢’(t) e R: ' e D>", ' > ¢}, forallte[0,1]. (6.33)

Basically, ¥T(¢) is the least possible nondecreasing step function such that ¥'(¢) > €.
Part 1): First we show that P(dy (X;, mX’ L) > 6) < P(Ta(nf) < ry) + o(n=(2=99),
for any 3 € (0,1). To begin with, setting 5 = (1 — 3)/2 we have that

P(dM/(Xln,X/ )>(5)§P(d (Xln,X/ )>(5, ri—ri,lSnﬁ“)+P(ri—Ti,1>nB")
=P(dy (Xz ny Xjp) >0, i =iy < n) + o(n= =99,
Hence, it is sufficient to show that
P(dyy (Xin, X[ ) =6, i — rimg <nP) <P(Th(nf) <ry). (6.34)
Note that dy (X, X[ ,,) > 6 implies || X;,, — X/, [l > ¢, and hence,
=, =
6 < sup EZXj <bupf X;|.

<7 . <
k<r;An E— k<r; J o

H

It is sufficient to show that

k—1

1
sup |— Z X;| =6, dar (X, X1 ,) = 6,1 — 1y <

k<r; j i1

is a subset of {T»(n”) < r1}. We distinguish between the cases 1) SUPg <, TIL Z X; >

J=Ti—1
0, and 2) infy<,, %Zj:”fl X; < —6. We focus on 1), since 2) can be dealt with by
replacing X; by —X;. Note that

k-1
sup X, >60n, ri —ri_1 < pPo
kE<r;An _Z / T ’
J=ri-1
implies the existence of k; € {r;_1,...,r; — 1} such that X, > n'=% > n®. Now, suppose

that X}, > —n® forall k € {r;_1,...,r; — 1}. Then the following statements hold.
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(i) For n sufficiently large, we have

sup UT(X; ) () — sup X[, (t) <n~r —riq)nf <nfHPo=l < /3
te[0,1] t€0,]]
and hence,
sup X, (t)> sup WT(X;,)(t) —6/3>2/35 > 0.
tefo,1] te[0,1]

Moreover, both ¥'(X;,) € D*T and X/, € D*T are nonnegative functions in D.
Combining these with r; — r;_; < n”, we have that, for sufficiently large n,

dyr (VX5 0), X[ ) < { sup UT(X;,)(t) — sup X{n(t)} V(ri —mim1)/n < 4/3.
’ te0,1] tefo,1]

(ii) For n sufficiently large,

dM{(‘I’T(Xi,n),Xi,n) < ||‘I’T(Xm) — Xinlloo <n 7 — ri1)nP <nftho-l <53,

In view of (i) and (ii), we have that
Ayt (Xim, X7 ,) < dogy (Xim, (X)) + dM{(\I/T(Xi,n)sz{7n) <24/3,

which leads to the contradiction of dM{ (X'i’n, X{n) > 0. Hence, we prove (6.34).
Next we show that P(X;,, € (D\ D)%) = P(Tx(n®) < r1) + o(n~*~92) for any
B € (0,1). First we claim that

d(§7D<<k) >0 = E'(to,...,tk-) st 0ty <+ <ty <1, |£(t1) 7£(t1'_1)| > 5, 1= 1,...,]€.
(6.35)
To see this, assume that the opposite holds. Set s = 0 and

s; = sup{t € (si—1,1]: [£(t) — &(s4-1)| < 0},

fori=1,...,k. Define ( € D by ((t) = &(s;) for s; <t < s;41. Due to the assumption,
we have ( € D, d(&,() < 6, and hence, d({,D ;) < 4. This leads to the contradiction
of d({,D.,) > J. Thus, we proved (6.35). Using the fact that P(r; > nd/2) decays
exponentially, we are able to restrict ourselves to the case where r; < nd/2. Let
(to,...,tx) be as in the r.h.s. of (6.35). Using the fact that, under the M, topology,
jumps with the same sign “merge” into one jump in case they are “close”, we conclude
that sign(&(¢;))sign(§(¢;—1)) = —1 for ¢ € {1,...,k}. Combining this with the fact that
P(r; > n1=9) = o(n=(*=92) we obtain that

P(X;, € (D\Dy)’) =P(Xip € D\ D), 1 <0 9) 4 P(ry > n(7)
= P(Tp(n") < 1) + o(n~F=9) (6.36)
for any 5 € (0,1).

Now, it remains to show that P (T} (v”) < r1) = O(u~(*~9%) as u — co. We prove this
by induction in k. For the base case we need to show P(T3(n”) < r;) = O(n=(2=92),
Recalling K} (u) = inf{n > T(u’): |X,| < u7}, we have that

P(Ty(u”) < r1) = P(To(u”) < KJ(u)) + P(T1(v”) < K}(u) < To(u”) < r1)
=P(Th(u”) < KJ(u)) + O(u= P71, (6.37)
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where P(Ty(u?) < K} (u) < Ta(u?) < r1) = O(u=#=7)%) can be deduced by following
the arguments as in the proof of Proposition 5.1. Applying the dual change of measure
9 over the time interval [0, T3 (v?)], we obtain that

uPP=VP (T (uP) < Kj(u))

= y(2B=eg? {eﬂsﬂuﬂ)H{T(uﬂ)<m}P@(T2(UB) < Kj(u)| fT(uB))]

Xr(us)

= E@ ]l{T(uﬁ)<Tl}u(57’Y)aP@(TQ(Uﬁ) < Kg(u) ‘FT(uﬁ))

_— . 6.38
B Zp(usy 1 ( )

Recalling €3(u) = {|B,| < u?,V1 <n < Kj(u)}, we have that, for |v| > 1
P@(Tg(uﬁ) < Kg(u) | X1(usy = qu)
< P9(|Bn| < uV,VT(uB) <n<ry, Tg(uﬂ) < Kg(u) |XT(uB) = vuﬂ)
+PZ3T(WP) <n < st |By|>u| Xrwsy = vu?)
= P((¢2(u))° | Xo = vu?) = o(u™ Py, (6.39)

where the tail estimate in (6.39) is obtained by following the arguments in the proof
of Lemma 5.11 and taking advantage of the additional assumption that E|B;|™ < o
for every m € Z.,. Plugging (6.39) into (6.38) and using the dominated convergence
theorem, we obtain that

uCPPNOP(Ty(u?) < KJ(u)) = o(1). (6.40)
In view of (6.34), (6.37), and (6.40),
P(Ty(n?) < 1) = O(n= 1) = O(n=(2-9),

by choosing § = 1 — ¢/3 and v = ¢/3. Turning to the inductive step, suppose that
P (T (v?) < r1) = O(u=F=9)*), Note that

P(Tk+1(u’6) < 7’1) = P(Tk(u’@) < Kg(u) < Tk+1(u5) < ?"1) + P(Tk+1(u’6) < Kg(u))7
where for the first term in the previous sum we have that
P(Ty(u®) < Kj(u) < Tp1(uP) <) < P(Tp(uP) < m)P(T(WP) < r|Xo = u)
= O(u—(k—e’)a>0<u—(ﬂ—'¥)0‘) - o(u—(k’+1—e)a),

for suitable choice of 3 and . Hence, it remains to bound P(7T} 1 (u”) < K} (u)). Applying
the dual change of measure 2 over the time interval [0, 7} (u”)], we obtain that

u((k-s-l)ﬂ—v)aP(TkH(uB) < Kg(u))

— o q XT ’uﬁ
= E7 | Lz@oy<r yu™ P (T (u) < KJ(0) | Fren) | —5 oo

e . 6.41
WP Z (o) 1 ( )

Moreover, we have that, for |v| > 1,
P7 (Tjs1 (u) < KJ(u) | Xguo) = vu)
<PZ(@ATW’) <ny < <y <7 st |Bp| >u", Vi< k| Xpwsy = vuP)
=P(30<n; < <ng <718t |By|>u?, Vi <k|Xo=vu’)
=P(A0<n; <---<ng <r st |Bp|>u",Vi<k)=o(u FF1) (6.42)
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where the tail estimate in (6.42) is obtained by following the arguments in the proof of
Lemma 5.11 and taking advantage of the additional assumption that E|B;|™ < oo for
every m € Z.. Combining (6.41) and (6.42) with the fact that |XT(ug)/uﬂ| < 1 we obtain
that P(7Ty1(u”) < K}(u)), and hence, P(T;41(u?) < r1) are of order O(u~k+1-9)e),

Part 2): By a similar reasoning as in proving part (1) of Proposition 6.10, we have
that

P(XI (]D \ ]D<<]) ’Yv d]\/[{ (X;an) > 6)
<P(X] € D;j, 3i < N(n) s.t. dyy (Xim, X/ ,,) > 6) + o(n~771)
= O(nfj(ocfl))’

where D; j is defined as in (6.26). It remains to show that, for any j > 1, v > 0, and
0 > 0, there exists some p > 0 so that

P(X, € (D\D%,)™", X}, € (DL,),, dy(X,, X)) > 08) = o(n~7 D),

as n — oo. Recall, for vy > 0and j > 1, DI; = {¢{ € D: [Disc,({)| > j}, where
Disc, () = {t € Disc(¢): [£(t) — &(t7)| = 7}. Defining DZ; = {{ € D: |Disc,(§)| = j} for
J € Z and p > 0, we have

P(X,€(D\DL,) ", X, (ng)p, dary (X}, X)) > 0)
<P(X;, € DY), dugg (X, Xn) 2 6) + P(X, € (D\D% )77, X, € (D))
j—1
<P(X], € DL, dugg (X}, Xn) > 0) +ZP X, e(D\DL,)™, X, €D, )
=1
j—1
=P(X;, € DY, dary (X}, X)) > 6) + Y P(E(i)). (6.43)
i=1

Note that

P(X], € DLy, dagy (X7, X)) 2 6)
<P(X, €D, 3i < N(n) s.t. dagg (Xin, X],,) > 6) + o(n7*71)
=P(X), € DL,_,, €(n), 3i < N(n)s.t. dygg (Xin, X7 ,,) > 6) + o(n~7*71)
<P(3(igs-.-,ij—2) € P{1,...,NF(n)},j —1) s.t.

Aty (Xigns Xign) = 6, |X; | > npo, V1 < p <j—2)

- @(nj—ln—@—e)an—(] 2)a) + O(n—j(a—l)) - o(n_j(a_l))7 (6.44)

where in (6.44) we use Lemma 6.11 (1) together with the fact that the blocks
{X,,_,,..., Xy}, i >1, are mutually independent, and the final equivalence is obtained
by setting ¢ < 1/a. In view of the above computation, it remains to analyze P(E;(k)),
ke{l,...,j—1} asin (6.43).

Let I* = {i < N(n): day (Xin, X[ ,) > p1}. Note that

P(X, € (D\DL )™, X, € DX, ,)
=P(X, € (D\D%,)7, X, €D, o || > (k+2)A(j —k—2)

+P(X, € (D\DA) ™, X, €D 5 1< I < (k+2) A3~k —2)
—|—P(X E(]D\]D<<j)

XL €Dy, [T =0)
= (V1) + (V.2) + (V.3).

<)
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Suppose that k < j/2 — 2, where the case k > j/2 — 2 can be dealt with similarly. Note
that

(V1) <P(X), €D%_, . [I*| 2 k+2, €(n)) + o(n7*7V)
<P3(i1,.ijk2) €P{L,...,NF(n)},j —k—2)s.t
dag (Xipn, X7 ) 2 p V1< p<k+2,
1X] | > npo,Vk+3<q<j—k—2)
+ o(n~9@=1))
= O(nI k2~ (k2 @=ap=([G=2k=day 4 4, —ila=1))

= (’)(n—j(a—l)n—(k+2)+(k+2)ea) + O(n—j(a—l)) _ O(n—j(a_l)),

if ¢ < 1/a. Moreover, we have that (V.3) = o(n~7(®~1) for p, sufficiently small. Let
I"={i < N(n): X{, > po}. Turning to bounding (V.2) we have that

(V.2) =P(X, € (D\D% )™, X, €D, , 1<|I|<k+1)
k+1 k1
=Y Y P(X,e(D\DL,)", X, €D, _,,
k1=1k2=0

|I*| = kq, |[I' N I*| = ko, €5(n))
+ o(n77e71),

Defining J = {(I},...,1},): 17(11,..., I} ) < k + 2+ ko}, it is now sufficient to consider

P(X, € (D\DX )™, X, € D, [I"| = ku, [I' 0 I*| = Ky, €5(n))

<<j
= <E|(i1’ o 7Z.j7k*27k2+k1) € P({la ce ,Nj(n)},j —k—2—Fky+ kl) s.t
X X ul —p2
(i ’Xihv") € ( U H Dlip) )
(I1,.lky )eT P=1

|X1{qZ’I’Lpo,Vkl"f'lngj_k_2_k2+k1>

+P<X € (D\DA)) ™7, X} € D2y, 1] = ko, [V I*| = ey, €5(n),

H(il, - ,ij7k727k-2+k1) € P({ N;r(n)} j—k—2— ko + kl)

st Ko Sowe (U TIow) "

(1,0 ly )T P=1
|Xz{q\ ano,Wﬁ—i—lngj—k‘—Q—ké-&-kl)
= (V.2.a) + (V.2.b).
Since 0 < ky < k1 < k + 1 we have that

(V.2.a) < O(nj—l)O(n—(k+2+kz—k15)a)0(n—(j—k—2—kz)a)
_ O(nfj(afl)nkléafl) _ O(nfj(ozfl))7
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for 6 < 1/((k + 1)a). It remains to show that (V.2.b) = o(n—7(®~1). To see this, for ¢ > 0
there exists

k1
Cente U IID, (6.45)
(I1,. Iy )eT P=1

such that d(X;, »,¢,) < p2 +¢ forall 1 <p < k;. Hence, we have that

k1
d| X, X/ - > Xin 4D Gy | <piVvipate). (6.46)

i€l N {iy,... ik, p=1
For any ¢ > 0, define ®.: D — D by
D.(E)() = > (€(s) = &(s7)), fort € [0,1], (6.47)
sefo,t]nDisc(¢,¢)
where Disc(&, ¢){t € Disc(§): &(t) — £(t~) > c}. Now we claim that

1 X, — @y (X)) — - id][oc > p3. (6.48)

To see this, suppose || ®,, (X,,) — i -id| < ps. Hence,

k k
d| X - Z X;ﬁn+i@p,u~id+igp+ Z X,
p=1 p=1

1€’ N{i1,.. 0k, } 1€ \{41,0sipq }

< =X, — ®p(X;,) — - idl oo < ps. (6.49)

oo

In view of (6.46) and (6.49) we obtain that

Xr/L_ ZXZ/,n_Mld
el

k1
d XmﬂldJFZCszr Z X;JL SPlV(P2+€)+PS,

p=1 A€\ {41, ik, }
where
k1
poid+d G+ Y, X[, €Dy,
p=1 TEL\ {4100 0s0ky }

due to (6.45). This leads to the contradiction of X,, € (D \ D, ;)77 by choosing p1, p2
and p3; small enough. In view of (6.48) we have that
> p3 })

(V.2.b) <P ()_(,’1 € {f eD: &(t) — sup |, ()(t) — pt

telo,1]

= O(nij(ail)%

by choosing pg and p3 such that p3/py ¢ Z and [p3/po] > j.
Part 3): Since

P(T‘H_l —Tr; > 7'1(5) § P(T‘H_l —r; > (Tl — 6,)5) +P(T‘1 >n— 6/),

P(ri1 — r; > r;0) decays exponentially, for i € {N_ (n),..., NS (n)}. Combining this
with (6.35), we are able to utilize the argument as in (6.36) and obtain that

P(Rin € (D\ D)%) = P(T5(n”) <r1) +o(n~ V9%
for any 5 € (0,1). Since P(Tj(u”) < r1) = O(u~U~9) for a suitable choice of f, the

proof is completed. O
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