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Tandem-trapped ion mobility spectrometry/mass
spectrometry (tTIMS/MS): a promising analytical
method for investigating heterogenous samples

Fanny C. Liu, a Mark E. Ridgeway,b Melvin A. Parkb and Christian Bleiholder*a,c

Ion mobility spectrometry/mass spectrometry (IMS/MS) is widely used to study various levels of protein

structure. Here, we review the current state of affairs in tandem-trapped ion mobility spectrometry/mass

spectrometry (tTIMS/MS). Two different tTIMS/MS instruments are discussed in detail: the first tTIMS/MS

instrument, constructed from coaxially aligning two TIMS devices; and an orthogonal tTIMS/MS configur-

ation that comprises an ion trap for irradiation of ions with UV photons. We discuss the various workflows

the two tTIMS/MS setups offer and how these can be used to study primary, tertiary, and quaternary

structures of protein systems. We also discuss, from a more fundamental perspective, the processes that

lead to denaturation of protein systems in tTIMS/MS and how to soften the measurement so that biologi-

cally meaningful structures can be characterised with tTIMS/MS. We emphasize the concepts underlying

tTIMS/MS to underscore the opportunities tandem-ion mobility spectrometry methods offer for investi-

gating heterogeneous samples.

1. Introduction

The focus of this review is tandem-trapped ion mobility spec-
trometry/mass spectrometry (tTIMS/MS).1 We provide an over-
view of currently existing implementations and emphasize the
opportunities offered for analyses of biological systems. To
this end, we showcase the various operational modes tTIMS/

Fanny C. Liu

Fanny Caroline Liu is a Research
Faculty in the Department of
Chemistry and Biochemistry at
the Florida State University. She
received her M.Sc. in Chemistry
(2006) and D.Sc. in Applied
Physical Chemistry (2011) from
the University of Heidelberg
exploring optical sensors to
study biomolecular interactions.
She pursued postdoctoral studies
at the Karlsruhe Institute of
Technology (2011–2014) before
joining the Bleiholder

Laboratory in 2014. Her current research focuses on the develop-
ment of trapped ion mobility spectrometry/mass spectrometry for
biological applications. Her awards include the Götz-Duran Prize
from BASF and a Landesgraduiertenförderung Fellowship from the
State of Baden-Württemberg, Germany.

Mark E. Ridgeway

Dr Mark Ridgeway is a research
scientist (2010-Present) in the
Research, Innovation, and
Intellectual property group at
Bruker Daltonics. He received a
BS in Chemistry from Erskine
College in 2005, and a PhD in
Analytical Chemistry from the
University of North Carolina at
Chapel Hill under the guidance
of Dr Gary Glish in 2010. His
dissertation focused on the
design and development of high
field asymmetric ion mobility

instrumentation. Today he continues to focus on the design and
construction of mass spectrometers, ion mobility analyzers, and
their related hardware.

aDepartment of Chemistry and Biochemistry, Florida State University, Tallahassee,

FL 32306-4390, USA. E-mail: cbleiholder@fsu.edu
bBruker Daltonics Inc., Billerica, MA 01821, USA
cInstitute of Molecular Biophysics, Florida State University, Tallahassee,

FL 32306-4390, USA

This journal is © The Royal Society of Chemistry 2022 Analyst, 2022, 147, 2317–2337 | 2317

Pu
bl

is
he

d 
on

 0
3 

M
ay

 2
02

2.
 D

ow
nl

oa
de

d 
by

 F
lo

rid
a 

St
at

e 
U

ni
ve

rs
ity

 o
n 

4/
14

/2
02

4 
7:

26
:1

9 
PM

. 

View Article Online
View Journal  | View Issue

http://rsc.li/analyst
http://orcid.org/0000-0003-1403-7114
https://doi.org/10.1039/d2an00335j
https://pubs.rsc.org/en/journals/journal/AN
https://pubs.rsc.org/en/journals/journal/AN?issueid=AN147011


MS offers to the analyst and discuss case studies ranging from
peptide assemblies2 to native protein systems3–5 and top-down
analysis of intact protein systems.1,3,6 We exclude a detailed
discussion of ion mobility spectrometry (IMS) and trapped ion
mobility spectrometry (TIMS), on which several excellent
reviews are available.7–12 The single exception we make here is
that of ion heating in tTIMS: the topic of ion heating is of such
paramount significance to any ion mobility study that our
review would not be complete without its discussion.

The tTIMS/MS method1,13 is the result of joint efforts
between the Bleiholder laboratory at Florida State University
(Tallahassee, FL) and the laboratory of Melvin A. Park at
Bruker Daltonics (Billerica, MA) that started in 2014. In many
ways, however, tTIMS/MS goes back to the coupling of ion
mobility spectrometry (IMS) with mass spectrometry (MS) by
McDaniel,14 the application of the hyphenated IMS/MS tech-
nique to study ion structures by Bowers15–18 and Jarrold,19–22

and the tandem-drift tube measurements reported by
Clemmer.23–25 These studies informed us that, except for the
caveat of being a gas-phase method,4,26–28 IMS/MS should be
ideally suited to study numerous biological processes.
Because, at the molecular level, many cellular activities involve
changes in the masses and/or structures of reactants, IMS/MS
disentangles the complex in-solution steady-state by separating
ions by differences in their structures and masses.29 Moreover,
through measurements of momentum transfer cross sections,
IMS/MS provides information related to the conformation of
detected ions.16,30–33 These abilities prompted an array of
structural studies of biological problems with IMS/MS, from
peptide assemblies17,18,34–38 to proteins19,39–44 and protein
complexes.45–50 Additionally, Clemmer demonstrated how
specific isomers of the small protein ubiquitin can be isolated
from a mixture of isomers and selectively interrogated by coup-
ling collisional-activation with consecutive IMS-separation and

mobility-selection steps (tandem-IMS).23–25 This ability of
tandem-IMS/MS to selectively interrogate specific protein
isomers from a mixture of isomers proved powerful because it
showed that structural elements of the native state of ubiquitin
are retained in ion mobility measurements.24

When our laboratories first conceived tTIMS/MS, our initial
motivation was to advance Clemmer’s tandem-IMS measure-
ments such that (1) interrogation of much larger biological
systems, including viral spike proteins or ribosomal proteins,
becomes possible; and (2) their primary, tertiary, and quatern-
ary structures can be characterised in detail starting from
intact, native-like structures. The TIMS method pioneered by
Park and colleagues,51–62 offers benefits for tandem-IMS
instrumentation because TIMS offers elevated resolving
powers at a compact instrumental footprint. An additional
attractive feature of TIMS is that it operates by trapping ions
and thus enables experiments not easily conducted on tra-
ditional IMS systems. We thus started with the simple, coaxial
coupling of two prototype TIMS analysers.1 These efforts were
followed by characterizing the ability to preserve weakly-bound
peptide assemblies2 and native-like protein structures4 in
tTIMS/MS. Next, we demonstrated the potential of tTIMS/MS
to characterise primary, tertiary, and/or quaternary structures
of protein assemblies.3,4 More recently, to improve sensitivity
and sequence coverage for top-down analysis of larger protein
systems, we constructed an orthogonal tTIMS/MS instrument
based on a commercial timsTOF Pro instrument (Bruker
Daltonics, MA)5 and coupled it with UV photodissociation.6

This orthogonal tTIMS/MS instrument was designed to enable
native complex-top-down studies using automated TIMS2-MS2

workflows by performing parallel-accumulation serial fragmen-
tation (PASEF) on fragment ions generated from UVPD.63

We realize that an instrumental method enabling multiple
ion activation, IMS separation, and ion selection steps prior to
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MS analysis offers untapped opportunities to analyse heteroge-
nous samples outside the areas our own laboratories are working
in. In this review we therefore emphasize the concepts underlying
tTIMS/MS and various analytical workflows it enables. Our motiv-
ation here is to convey numerous opportunities tTIMS/MS offers
to the analyst studying complex, heterogenous samples.

2. Why tandem-ion mobility
spectrometry?

Tandem-IMS/MS methods conduct two or more ion mobility
separations in series, either tandem-in-space or tandem-in-
time, prior to mass analysis.1,23,64–71 The benefits offered by
tandem-IMS/MS methods over the traditional IMS/MS
methods72–76 that couple a single IMS device with MS become
most obvious, in our view, by drawing the analogy to tandem-
MS. The significance of tandem-MS77–80 arises from its ability
to characterise individual components present in a heteroge-
nous sample. To this end, compounds present in the sample
are first separated by differences in their masses; sub-
sequently, the separated compounds are dissociated and
characterised by the masses of the generated product ions.
Further, by separating the ionization process from that of the
energetic activation of ions, tandem-MS enabled the coupling
with various types of ion activation methods and tailoring of
the activation process to the analytical problem.81

In analogy to tandem-MS, also tandem-IMS separates
species present in a mixture but by differences in their ion
mobilities instead of their masses; subsequently, the mobility-
separated compounds are energetically-activated and charac-
terised by the mobilities and/or masses of the produced ions.

In terms of energetic activation of ions by tandem-IMS, we
underline two aspects. First, the ion mobility K is related to its
momentum transfer cross section Ω via

K ¼ 3
4
q
N

ffiffiffiffiffiffiffiffiffiffiffiffiffi
π

8μkBT

r
1

Ω Tð Þ
where T is the buffer gas temperature, μ the reduced mass, q.
the ion charge, N the gas number density and kB the
Boltzmann constant.10 Thus, the mobility of an ion is sensitive
to its mass, charge, and structure. Hence, tandem-IMS
methods are able to characterise ion structures without
needing to dissociate them. This ability is widely exploited in
collision-induced unfolding (CIU) measurements to character-
ise the structure of proteins using traditional IMS/MS
approaches.21,82,83 Second, tandem-IMS methods are most
naturally coupled with ion activation methods carried out at
the elevated gas pressure of the ion mobility separation (i.e.,
∼1–10 mbar). Most ion activation methods, however, typically
operate at gas pressures of less than 1 mbar because they were
traditionally developed for coupling with tandem-MS. Hence,
the limited number of methods reported for ion activation in
the pressure regime of ion mobility spectrometry currently
limits the analytical utility of tandem-IMS approaches.

Nevertheless, tandem-IMS methods have shown promise
for studying heterogenous samples.3,23–25,71,84–88 This holds
true particularly when tandem-IMS is coupled with a QqTOF
mass spectrometer,1,64,85 as is the case for tTIMS/MS or cyclic
IMS/MS instruments. For example, tTIMS/MS enables work-
flows that include two consecutive TIMS and MS separation
and ion selection steps, thereby effectively enabling TIMS2-MS2

workflows.3 The cyclic IMS instrument enables IMSn work-
flows64 in analogy to MSn measurements conducted in ion
traps.89,90 Such workflows appear beneficial for the analysis of
complex, heterogenous samples as described.3,68

As we discuss in the following sections, tTIMS/MS enables
analyses starting from a mixture of native, intact protein com-
plexes, followed by selecting a particular species, and sub-
sequently characterizing (1) its structure by collision-induced
unfolding (CIU) and (2) its amino acid sequence and post-
translational modifications by top-down analysis.1,3 Top-down
protein analysis in tTIMS/MS is currently supported by col-
lision-induced dissociation (CID)1,3 and UV photodissociation
(UVPD) conducted in-between the TIMS-1 and TIMS-2 devices
at 2–3 mbar of nitrogen gas (discussed below).6

3. TIMS/MS and tTIMS/MS
A. Overview of current TIMS and tTIMS implementations

Fig. 1 shows an overview of currently reported TIMS and tTIMS
implementations. Two different types of TIMS analysers are
known: (1) the prototype (research) versions52–62 comprising a
46 mm analyser tunnel; and (2) the TIMS implementation
made commercially available by Bruker Daltonics (Billerica,
MA) comprising a 96 mm long analyser tunnel.8,63 We refer
the reader to excellent recent reviews for a comprehensive dis-
cussion of these devices.7–9 Here, we wish to underline that
the main difference between these TIMS implementations is
the location in which ions are accumulated. The 46 mm proto-
type (research) version accumulates and mobility-separates
ions in the same physical location within the tunnel. By con-
trast, the 96 mm (commercial) TIMS version accumulates ions
in the first half of the tunnel and mobility-separates the ions
in the second half. The result is a much greater duty cycle (up
to essentially 100%) of the commercial 96 mm version.91 The
increased duty cycle is critical for bottom-up proteomics work-
flows advanced by Mann63,92,93 as well as for other “omics”
fields. By contrast, for most native MS studies it is most critical
to minimize ion heating which is often easier accomplished
with lower duty cycles.1,2,4,52,94–97 Nevertheless, also the com-
mercial version in parallel accumulation mode enables native
MS applications as described.5,6

Fig. 1B and C further show schematics of the two tTIMS/MS
instruments which are the focus of this review. We constructed
the first tandem-TIMS instrument1 by coaxially aligning two
prototype TIMS devices and interfacing them by two ion aper-
tures (“coaxial tTIMS/MS”, Fig. 1B). These ion apertures permit
differential pumping of the TIMS devices as well as ion mobi-
lity-selection and collisional-activation of the mobility-selected
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ions. Most of our current data regarding operation and appli-
cation of tTIMS/MS were gained on this instrument. The
second, more recent tTIMS/MS was constructed from a com-
mercial timsTOF Pro instrument (Bruker Daltonics, Billerica,
MA).5,6 This setup couples two commercial TIMS devices with
96 mm tunnels in an orthogonal manner (“orthogonal tTIMS/
MS”, Fig. 1C). Additionally, we inserted a linear quadrupolar
ion trap operating at 2–3 mbar in-between the two TIMS
devices for coupling with ion activation methods other than
collisional-activation. As indicated in Fig. 1C, the orthogonal
tTIMS/MS is coupled with a laser operating at a wavelength of
213 nm for UV photodissociation (UVPD).6

B. TIMS operation

A detailed description of TIMS operation is found
elsewhere.7–9,52–62 Briefly, a single TIMS cell comprises an
entrance funnel, an analyser tunnel, and an exit funnel
(Fig. 2). Ions traverse the entrance funnel and enter the “TIMS
tunnel” region in which they are accumulated and/or mobility-
separated; subsequently the ions traverse the exit funnel to
elute from the TIMS device for mass analysis. As mentioned
above, the prototype TIMS devices both accumulate and mobi-
lity-separate ions in the same physical location of the 46 mm
TIMS tunnel shown in Fig. 2. By contrast, accumulation and
mobility-separation occur in separate regions of the 96 mm
(commercial) TIMS devices.63,91 The operator induces a gas

Fig. 1 (A) Overview of TIMS and tTIMS implementations. Two TIMS versions were reported: a prototype version comprising a 46 mm analyser
tunnel and the commercial version with a 96 mm analyser tunnel. Two tTIMS versions were constructed, the coaxial tTIMS instrument composed of
prototype TIMS devices aligned in a coaxial fashion and the orthogonal tTIMS device composed of two commercial TIMS devices aligned in an
orthogonal manner. (B) Coaxial tTIMS incorporated in a QqTOF mass spectrometer with ion apertures 1 (L1) and 2 (L2) and deflector-2 for ion gating
and activation. (C) The orthogonal tTIMS incorporated in a QqTOF mass spectrometer with a linear ion trap and ion apertures (L1 and L2) inserted
for ion storage, gating, and activation. This instrument enables UV photodissociation of ions stored in the trap and collision-induced dissociation of
ions in several locations. (p1, p2, p3, p4: entrance and exit pressures of TIMS-1, TIMS-2.) A reprinted with permission from Anal. Chem., 2020, 92,
16329–16333 (ref. 5). Copyright 2020 American Chemical Society. C reproduced from ref. 6 with permission from John Wiley & Sons publishing
company, copyright 2021.

Fig. 2 TIMS operation. Ions enter the analyser via the entrance funnel.
The pressure difference between the tunnel entrance and exit induces a
gas flow that drags ions to the exit (Ffriction, blue). The voltages applied
to the first and last electrodes of the analyser tunnel create a force on
the ion (Fel, red) that opposes the drag force. The electric field strength
increases in the first half of the tunnel and remains constant in the
second half. Ions are trapped where the forces cancel, i.e. Ffriction = −Fel.
Ions elute from TIMS when the electric field strength is reduced at rate
β; ions that no longer experience force-balance move onto the plateau
region, and elute from the TIMS analyser via the exit funnel for mass
analysis. For clarity, the figure shows a 46 mm TIMS prototype version.
Adapted with permission from Anal. Chem., 2018, 90, 9040–9047 (ref.
54). Copyright 2018 American Chemical Society.
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stream through the tunnel with velocity vgas by controlling the
pressures at the tunnel entrance and exit (pent and pexit). The
operator further controls the voltages on the first and last elec-
trodes of the analyser (Vstart and Vexit), thereby creating an elec-
tric field profile that counteracts the ion motion due to the gas
flow: while the gas flow “drags” the ions towards the analyser
exit, the electric field pushes them back towards the entrance.
As a result, ions are trapped in the TIMS tunnel at the location
where the two opposing forces cancel, i.e. ions with different
mobilities are trapped at different locations inside the tunnel
(Fig. 2). Ions are then eluted from the analyser as the operator
decreases the electric field strength at rate β, and are sub-
sequently detected by the mass spectrometer. The mass spectro-
meter is typically a QqTOF but coupling with an Fourier trans-
form ion cyclotron resonance (FT-ICR) mass spectrometer was
also reported.53,98 Ion mobilities and cross sections are
obtained by TIMS via a calibration procedure. For small, rigid
ions with well-defined structures, the calibrated ion mobilities
usually agree within better than 1% of mobilities measured on
electrostatic drift tube instruments (which yield cross sections
without calibration procedure).54,99 Note that structurally flex-
ible analytes, such as proteins and protein complexes, can
adopt slightly different structures depending on the details of
the measurement conditions (sample preparation, ionization
source, ion heating, measurement time-scale, etc.). Hence, ion
mobilities (cross sections) measured for such systems typically
agree between different laboratories only to within
∼5%.1,3,52,94,100–103 Resolving powers observed for TIMS are gen-
erally high compared to other types of IMS,7,8,55,56,59,98,104–107

although it should be kept in mind that TIMS resolving powers
depend on the mobility of the ion55,57 whereas no such mobility
dependence may exist for other types of IMS.11 Additionally,
because ion mobility resolving powers generally depend on the
measurement conditions (i.e. drift velocity, ion heating, etc.), it
is not straightforward to directly compare resolving powers
measured on different types of IMS instruments. Nevertheless,
TIMS does command a significant resolving power combined
with a compact instrumental footprint, the combination of
which makes TIMS ideally suited for tandem-IMS instruments.

C. Tandem-TIMS (tTIMS) operation

The tTIMS/MS instruments couple two TIMS devices (Fig. 1).
Hence, ions sequentially traverse two TIMS devices. These two
TIMS devices are individually controlled and differentially
pumped.1,6 The two main considerations of operating any
tTIMS/MS instrument are thus (1) how to define the gas-flow
through the device; and (2) how to time the operation of each
of the TIMS devices and the interface between the two devices
(i.e. apertures, ion trap).

In terms of the gas-flow, differential pumping between the
two TIMS analysers allows for control of the entrance and exit
pressures of TIMS-1 (p1 and p2, see Fig. 1B and C) indepen-
dently from those of TIMS-2 (p3 and p4, see Fig. 1B and C).
Hence, there are two different ways to set the relative magnitude
of the exit pressure of TIMS-1 relative to the entrance pressure of
TIMS-2. In “forward flow”, the exit pressure of TIMS-1 is larger

than the entrance pressure of TIMS-2 (p2 > p3). Ions are then
passively transported through the interface region as they are
dragged towards TIMS-2 by the flowing gas. This “forward flow”
mode limits the entrance pressure of TIMS-2, thereby limiting
the TIMS-2 resolving power because it scales with the difference
between the entrance and exit pressures (p3 and p4).57,61

Nevertheless, “forward flow” appears most appropriate for native
mass spectrometry applications because of the gentle transport
of ions through the interface. In “reverse flow” operation, by con-
trast, the exit pressure of TIMS-1 is lower than the entrance
pressure of TIMS-2 (p2 < p3). Hence, the entrance pressure of
TIMS-2 is not limited by the exit pressure of TIMS-1 in “reverse-
flow” mode, which means that higher resolving powers can be
achieved in TIMS-2 than in “forward-flow” mode (Fig. 3).
However, ions traversing the interface region are pushed back
towards TIMS-1 by the gas flowing through the interface. An
accelerating electric potential is thus needed to actively force
ions through the interface region in “reverse-flow”. This may
activate ions due to energetic ion-neutral collisions in the inter-
face, in analogy to the injection effects reported for drift tubes.28

Hence, “reverse-flow” is rarely used in the Bleiholder laboratory
for studies of native protein systems. Nevertheless, the higher
resolving power makes “reverse-flow” the natural choice for
studies where high resolving powers are critical.

In terms of operational modes,1 both TIMS analysers in a
tTIMS instrument are individually operated to either (1) trans-
mit ions (without mobility-separation), (2) to mobility-separate
ions, or (3) to simultaneously mobility-separate and trap ions
over extended time frames. Additionally, the interface region
can be set to simply (1) transmit ions, (2) to select ions with
mobilities of interest, and/or (3) to activate the ions traversing
the interface. Finally, these operational modes can be com-
bined with those of the QqTOF mass spectrometer.3,6 The

Fig. 3 Resolving powers measured for TIMS-1 and TIMS-2 of the
coaxial tTIMS/MS for different phosphazenes contained in Agilent ESI
tuning mix as a function of the ramp rate β. Greater resolving powers in
TIMS-2 are achieved in “reverse-flow” (green squares) than in “forward-
flow” mode (black squares, pink circles, blue triangles). Reproduced
from ref. 1 with permission from the Royal Society of Chemistry, copy-
right 2018.
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result is that tTIMS/MS is flexible in terms of the types of ana-
lyses it offers and the workflows can often be tailored to the
analytical problem at hand (Fig. 4).

D. Technical novelties in tTIMS/MS

Two of the most useful assets of tandem-IMS instrumentation
in general are the abilities to select ions with specific mobili-
ties and to subsequently energetically activate the mobility-
selected ions. Hence, technical advancements must be made
in tTIMS/MS to facilitate mobility selection and ion activation
in the interface between the two TIMS cells under the pressure
conditions compatible with ion mobility analysis.

In the coaxial tTIMS/MS,1 mobility-selection and energetic
activation is accomplished by timing the potentials on three
ring electrodes (aperture-1 (L1), aperture-2 (L2), and the deflec-
tor electrode of TIMS-2). The two ion apertures L1 and L2 with
diameters of 2 mm and 5 mm, respectively, were inserted at
short distances (1–2 mm) between the exit funnel of TIMS-1
and the deflector of TIMS-2 (Fig. 1B). DC-only elements are
present in the interface to ensure a pure dc electric field. Ion
gating is carried out by applying either a transmitting dc bias
or a blocking dc bias at the ion apertures. The short distances
between the electrodes allow collisional-induced activation of
protein systems even at relatively low dc voltages.1 To enable
collisional activation of larger proteins such as avidin
(64 kDa), two nickel microgrids were subsequently installed at
aperture-2 and deflector-2 to increase the electric field strength
experienced by the ions traversing the interface.3 We stress
that the pressure in this interface is compatible with ion mobi-
lity measurements (2–3 mbar) and significantly higher than
what is common for CID.81

In the orthogonal tTIMS/MS,5,6 mobility-selection is con-
ducted at ion apertures L1 and L2 between TIMS-1 and the

linear ion trap in a manner analogous to the coaxial tTIMS/MS
(Fig. 1). Ion activation, however, can be achieved in the orthog-
onal tTIMS via collisional activation at several locations and
additionally via UV photodissociation (UVPD) as indicated in
Fig. 1C. UVPD was implemented by installing a linear quadrupo-
lar ion trap between ion aperture L2 and the deflector of TIMS-2,
and by attaching a UV laser setup to the ion trap (Fig. 1C). The
linear ion trap consists of 75 PCBs with a quadrupolar RF elec-
tric field. Ions are stored when a blocking dc field is applied at
the last electrode of the ion trap. The pressure regime utilized in
the ion trap (2–3 mbar) is compatible with those of the TIMS
analysers. This ensures gentle ion transport through the entire
tTIMS for native MS studies because injection of ions from a
lower-pressure into a higher-pressure region is unnecessary. The
softness of the linear quadrupolar ion trap was demonstrated by
trapping ubiquitin 7+ ions for up to ∼1 s which revealed negli-
gible unfolding of the stored ions. The setup for UVPD6 includes
a solid-state nanosecond Nd:YAG laser (λ = 213 nm), two dielec-
tric coated mirrors and two iris diaphragms (Fig. 1C). UV
photons were created with an energy of up to 0.2 mJ per pulse at
a repetition rate of 1000 Hz and enter the tTIMS instrument via
a UV fused silica window proximal to the linear ion trap.
Irradiation of the ions stored in the trap by the UV photons gen-
erated a significant number of fragment ions (discussed below).6

4. Retention of native-like structures
in TIMS/MS and tTIMS/MS
A. Softness as a figure of merit in ion mobility spectrometry
and its significance for structural studies of biological systems

The first general point we wish to make relates to “softness” of
an ion mobility measurement. The “softness” in ion mobility

Fig. 4 Overview of operational modes offered by tTIMS/MS instruments. By combining operational modes of the various instrument components
(i.e. TIMS-1, interface, TIMS-2, QqTOF), tTIMS/MS instruments offer a variety of analysis workflows. The tTIMS/MS operational modes depicted in the
figure are showcased in this review.
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refers to the internal energy that is imparted into analyte ions
during the measurement process due to acceleration by the
applied electric fields and translational-vibrational energy
transfer arising from inelastic ion-neutral collisions. The “soft-
ness” is a critical figure of merit in any ion mobility measure-
ment because of the following two reasons.

First, if one is interested in studying solution structures of
biological species defined by weak noncovalent interactions,
such as peptide or protein systems, one must eliminate all
factors that energize these systems during the ion mobility
measurement (Fig. 5).28,108 The reason why “softness” is so
critical here is that, given enough time and energy, biological
molecules assume vastly different structures in the gas phase
of an ion mobility spectrometer than they do in their native
biological environment (Fig. 5).26–28,109 Due to the high dielec-
tric constant of their native environment,110,111 conformations
of biomolecules tend to expose hydrophilic regions to the
solvent but bury hydrophobic regions in the interior (“hydro-
phobic core”). The opposite occurs in the gas phase, where the
dielectric constant is low. Here, hydrophilic regions are
“charge-solvated” in the interior while hydrophobic patches
are exposed on the molecular surface.26,109 Nevertheless, prac-
tice has shown that solution-phase structures can be studied
by IMS/MS when the ions become kinetically trapped close to
their solution structures.4,24,28,49,67,112–114 On a qualitative
basis, the kinetic trapping of solution phase structures can be
rationalized by presuming a large activation barrier associated
with breaking and then re-forming hydrogen-bonds and salt-
bridges during the structural denaturation process.4,109

Following from the above considerations, the key to retain-
ing native-like structures of biological macromolecules by IMS/
MS is to reduce the efficiency of structural rearrangements in
the gas phase. This can be accomplished by minimizing the

kinetic energy gain between two ion-neutral collisions. As dis-
cussed,52 the kinetic energy gain ΔEkin due to an applied dc-
electric field between two collisions scales according to

ΔEkin � F � δtð Þ2
2m

� qEδtð Þ2
2m

ð1Þ

where q and m are the charge and mass of the ion, E is the
electric field strength accelerating the ion, and δt the time
between two collisions. Here, a dc-only electric field exerting a
force Fdc = −qE on the ion was assumed but, at least concep-
tually, the extrapolation of eqn (1) to a generic accelerating
force F composed of contributions from ion–ion interactions,
axial dc-, and radial rf-electric fields is straightforward (Fig. 6B
and C). The mass and charge of the analyte ions can usually
not be (trivially) modified and there are often constraints as to
the range in pressure that the instruments can be operated
under. Hence, the guiding principle to maximizing the soft-
ness in TIMS is to minimize the force F acting on the analyte

Fig. 5 Structure–relaxation of a protein structure in the gas phase after
desolvation. Protein native structures are metastable in “soft” ion mobi-
lity spectrometry experiments but are not retained close to their solution
structure in “harsh” experiments. The time-scale of the denaturation
reaction depends on the charge state of the protein ion. Reproduced
from ref. 109 with permission from John Wiley & Sons publishing
company, copyright 2013.

Fig. 6 (A) Ion heating of the protein ubiquitin in the entrance funnel of
TIMS for various applied dc voltage (Vf ) and peak-to-peak rf voltage
amplitude (Vpp) alters the distribution of compact (C), partially folded (P)
and elongated (E) structures. (B) Ions are trapped axially and radially in
TIMS. Axially, ions are trapped along an electric field gradient at different
equilibrium positions z where the force on the ion due to Ez is offset by
the friction caused by collisions with the gas particles. Radially, ions are
trapped by an applied RF electric field. (C) DC field heating, long-range
ion–ion repulsion and power absorption from the RF electric field may
contribute to the ion-neutral collision energy, thereby contributing to
the structural denaturation of biological analytes during the measure-
ment. A reproduced from ref. 122 with permission from the Royal
Society of Chemistry. B and C reprinted with permission from Anal.
Chem. 2020, 92, 16329–16333 (ref. 5). Copyright 2020 American
Chemical Society.
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ion due to the applied electric fields and ion–ion
interactions.5,52,115

The second reason “softness” is critical is that the momen-
tum transfer cross section of an ion (and thus its mobility)
depends on the ion-neutral collision energy:10,58 the cross
section decreases non-linearly with effective ion temperature
(mean collision energy).33,113,116–121 Hence, when ion mobility
measurements are conducted under different effective temp-
eratures, their measured cross sections differ even in the
absence of any structural changes. This dependency of the
cross section on the ion-neutral collision energy could thus
potentially introduce a systematic error for “omics” studies
that seek to identify ions based on matching measured cross
sections to reference cross sections tabulated in a database.

B. Maximizing softness/minimizing ion heating in TIMS/MS
and tTIMS/MS measurements

As summarized,5 the collision energy in TIMS arises from
forces due to the axial dc and radial rf electric fields and ion–
ion interactions (Fig. 6B and C). Evidences suggest that the
contribution of the axial field to the collision energy depends
strongly on the location inside the TIMS devices.52,122

Significant ion heating due to the axial dc-electric field was
reported for the entrance and exit funnel regions.52,122,123 As
shown in Fig. 6A, increasing the dc voltage and the peak-to-
peak rf voltage amplitude in the entrance funnel significantly
increases the abundance of elongated ubiquitin 7+ ions.122 On
the other hand, the effect of the axial dc-electric field on ions
trapped inside the analyser tunnel appear to be minor.52,122

Park calculated, and experimentally corroborated, that gas vel-
ocities in TIMS are on the order of ∼120–150 m s−1 for typical
pressure settings.61 As described,5 these gas velocities suggest
that the axial electric field contributes to the translational ion
temperature by ∼15–25 K in nitrogen. Such minor contri-
butions to the collision energy caused by the axial electric field
in the tunnel region are supported by the facts that mobilities
calibrated in TIMS52,54,60,94,122 and tTIMS1–6 are within the
error of drift tube mobilities116,124 for protein systems and
peptide assemblies. Our successfully developed sample-inde-
pendent calibration method for TIMS54 lends further support
for generally minor axial field heating.

Space-charge effects and the radial trapping by rf-electric
fields can cause ion heating throughout the TIMS device
(Fig. 6C) under certain conditions. These effects increase with
the (charge) density of the trapped ions and the amplitude of
the applied radially confining rf-electric potential.5,52,55,122 For
example, we observed that charge state 7+ of the protein ubi-
quitin progressively unfolds due to space-charge effects and/or
rf power absorption when the ion density in the TIMS analyser
is increased.52 For the reason mentioned above, also “omics”
studies are advised to pay attention to ion heating when utiliz-
ing cross sections for ion identification. Prior work suggests
that a critical figure of merit in this context is the charge
capacity of the TIMS device.8,91

Overall, however, the TIMS/MS and tTIMS/MS instruments
shown in Fig. 1 can, in our experiences, be operated in a

sufficiently “soft” manner to characterise native-like structures
of protein systems. In fact, our work on the structure relaxation
approximation (SRA) method underlines that even small pro-
teins like ubiquitin4 and the chemokine CCL596 largely retain
their native residue–residue interactions in TIMS/MS and
tTIMS/MS when optimised, soft conditions are used. Note that
instrument settings must generally be optimised for the bio-
logical analyte under investigation. We further underline that
instrument parameters providing optimal “soft” settings are
usually not the most favourable in terms of other analytical
figures of merit, such as IMS or MS resolving power or instru-
ment sensitivity.

C. Preserving native-like structures of monomeric proteins

We demonstrate the softness of TIMS/MS and tTIMS/MS
instruments in Fig. 7, which depicts cross-section distributions

Fig. 7 (A) “Soft” TIMS spectra recorded for charge states 6+, 7+, and 8+
of ubiquitin on the coaxial tTIMS instrument are consistent with those
observed on “soft” drift tubes. (B) “Soft” TIMS spectra recorded for
charge states 7+ and 8+ of ubiquitin (46 mm prototype TIMS) are con-
sistent with those observed on “soft” drift tubes. (C) “Soft” TIMS spectra
recorded for charge states 7+ and 8+ of cytochrome c on a commercial
timsTOF Pro are consistent with those observed on “soft” drift tubes. A
adopted from ref. 1 with permission from the Royal Society of
Chemistry, copyright 2018. B reproduced from ref. 52 with permission
from the Royal Society of Chemistry, copyright 2016.
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recorded for the small proteins ubiquitin1,52 (8.6 kDa) and
cytochrome c (12.4 kDa).115 For charge state 6+ of ubiquitin,
all spectra exhibit a single feature with cross sections in close
agreement with the value reported by Bowers from a drift tube
measurement (1200 Å2, Fig. 7A).116 One main peak and a
broad feature are observed for charge state 7+; also these fea-
tures show cross-sections in close agreement with one another
and with the drift tube values reported by Bowers (1270 Å2,
Fig. 7A and B). The spectra for charge state 8+ show one major
sharp and one broad feature with cross sections again consist-
ent with those reported by Bowers (1300 Å2 and 1670 Å2,
Fig. 7A and B).116 Cross sections measured for a convex TIMS
geometry, beneficial for studying high molecular weight
species, are also consistent with drift tube cross sections.94

Overall, these observations strongly indicate that the TIMS
operating conditions used to record the spectra shown in
Fig. 7 largely prevent structural denaturation of ubiquitin ions
in the gas phase.

Also the orthogonal tTIMS/MS instrument, which is built
based on a commercially available timsTOF Pro instrument,
can be operated in a sufficiently soft manner to retain native-
like protein structures.5,6 We recorded the ion mobility spectra
for charge states 7+ and 8+ for cytochrome c on a commercial
timsTOF Pro instrument using optimised soft settings
(Fig. 7C). The spectrum for charge state 7+ shows a broad
feature displaying two apexes at approximately 1510 Å2 and
1550 Å2. These cross sections are in line with cross sections of
∼1550 Å2 and ∼1590 Å2 observed on drift tube
instruments,103,124 those recently reported from the Barran
group100 using an Agilent 6560 showing two features at around
1481 Å2 and 1540 Å2, respectively, and the value of 1476 Å2

reported from a modified TIMS device.94 Our timsTOF cross
sections for cytochrome c are further in close agreement with
the cross section calculated for its native structure determined
by X-ray scattering (∼1565 Å2).103 For cytochrome c charge state
8+, the timsTOF spectrum displays a broad feature centred at
∼1660 Å2 (Fig. 7C). Also, this cross section agrees well with the
main feature of 1629 Å2 recorded by the Barran group for
charge state 8+ on an Agilent 6560 instrument.100 We stress
that, in contrast to prior reports using a timsTOF
instrument,123,125 peaks with cross sections in the range of
1800 Å2 to 2300 Å2 corresponding to unfolded cytochrome c
structures are not present in Fig. 7C. Further, we recently
demonstrated that the orthogonal tTIMS/MS instrument6 pro-
duces spectra for charge state 7+ of ubiquitin (main peak at
1275 Å2) consistent with those reported by Bowers’ drift tube
value (main peak at 1270 Å2). Overall, the available evidences
indicate that timsTOF instruments can be operated sufficiently
“soft” to enable native IMS/MS studies.

D. Preserving noncovalent peptide assemblies and protein
complexes in TIMS/MS and tTIMS/MS measurements

When investigating weakly-bound, noncovalent assemblies of
peptides and proteins, two separate issues regarding ion
heating must be considered.108 First, suitable conditions must
be found to retain the structure of the noncovalent assembly

prior to and during the IMS separation. Additionally, however,
the noncovalent assembly must also survive to detection after
elution from the IMS device.

When intact peptide or protein assemblies elute from
tTIMS operating in a “soft” manner, they traverse several
instrument components before they arrive at the TOF mass
analyser (Fig. 1). The assemblies can gain internal energy and
dissociate while traversing these instrument components, in
which case spurious ions are detected that have the ion mobi-
lity (K0) of the intact assembly precursor ion but the mass and
charge (m/z) of the dissociated fragment ions.2 For example, if
a dimer elutes from tTIMS and subsequently dissociates into a
monomer in the collision cell, the operator detects ions with
the masses and charges of the monomeric fragments but the
ion mobility of the dimeric precursor. Obviously, such an ion
does not exist and the detected signal thus corresponds to a
spurious ion, obfuscating interpretation of the data. This is a
general phenomenon observed also on other IMS/MS
instruments.126,127 Based on our experiences, these dis-
sociation reactions can occur in post-tTIMS instrument com-
ponents that operate at intermediate pressure regimes;2 the
operator should be particularly careful in tuning the region
comprising the exit funnel and the hexapole ion guide where
the pressures drop from ∼1–2 mbar to ∼10−5 mbar. Here, ion
mean-free-paths can be sufficiently large such that ions would
gain substantial kinetic energy between ion-neutral collisions
even under seemingly low electric field strengths (see eqn (1)).

Nevertheless, even the tetramer of the nonapeptide bradyki-
nin can be successfully retained using optimized “soft” instru-
ment settings in post-tTIMS components (Fig. 8A, amino acid
sequence RPPGFSPFR).2 While some ion dissociation in the
collision cell of the tTIMS/MS instrument of some labile
species is difficult to prevent, charge state 1+ of bradykinin
shows the presence of singly-charged monomer, doubly-
charged dimer, triply charged trimer, and a quadruply-charged
tetramer. This spectrum is consistent with those reported by
Bowers73 and Clemmer35 (except for the presence of a single
spurious ion caused by partial dissociation of the triply-
charged dimer in the collision cell).

Assemblies of larger proteins are significantly more stable
than the weakly-bound assemblies of the nonapeptide bradyki-
nin. Fig. 8B shows the mass spectrum recorded on our coaxial
tTIMS/MS instrument under optimized, “soft” settings for
avidin,3 a homotetrameric protein complex exhibiting one of
the strongest known binding constants. The mass spectrum
shows three dominant peaks between ∼3200 to ∼4000 m/z that
correspond to avidin tetramers with charge states 17+ to 19+;
Fig. 8B further shows that the cross sections for these charge
states (CCSN2

= 4089–4178 Å2 for 16+ to 19+, respectively) agree
well with cross sections recorded on a drift tube (CCSN2

=
4150–4160 Å2, charge states 15+ to 17+)124 and those calculated
by the projection superposition approximation (PSA)
method32,128–130 for avidin tetramer X-ray structures.
Furthermore, the cross sections observed by tTIMS/MS
increase only marginally (<3%) with increasing charge state
(16+ to 19+). Overall, these observations imply that avidin is
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kinetically trapped in a folded, native-like conformation
during these tTIMS/MS measurements. We stress that the
orthogonal tTIMS/MS instrument constructed from a timsTOF
Pro reproduces these cross sections as well.5 Overall, our
experiences underline that both the coaxial and the orthogonal
tTIMS/MS instruments are suited to investigate structures of
noncovalent assemblies of peptides and proteins.

5. Selection of mobility-separated ions

A critical aspect of any tandem-IMS instrument is the ability to
select ions with a specific ion mobility prior to energetic acti-
vation and subsequent ion mobility-separation.

In tTIMS/MS, selection of ions with specific ion mobilities
is carried out by gating the ions immediately after they leave
the exit funnel of TIMS-1 (see Fig. 1). We first demonstrated
the ability of tTIMS/MS to select ions within a specific range of
mobilities using the nonapeptide bradykinin (Fig. 9).1 To this
end, bradykinin ions were mobility-separated in TIMS-1 and
transmitted through the interface and TIMS-2. The resulting
ion mobility spectrum of bradykinin charge state 1+ (m/z 1061)
displayed multiple features which were assigned as the singly-
charged monomer and multiply-charged oligomers of bradyki-

nin (cf. Fig. 8A). To select only the monomeric ion for trans-
mission through the interface, the required delay and duration
of the ion gate was determined from the arrival time distri-
bution shown in Fig. 9A. In choosing the delay time and dur-
ation, it is important to note that the arrival times shown in
Fig. 9A reflects the time (TOF pulse) at which the ions arrive at
the detector whereas the ion selection occurs in the interface.
Thus, the time t0 that the ions take to traverse through TIMS-2
and the mass spectrometer must be subtracted from the
observed time when selecting the ion gate delay. The time t0 is
typically on the order of ∼5–10 ms on the coaxial tTIMS/MS.
Hence, in the example shown in Fig. 9, a transmitting dc
voltage was applied at aperture-2 between 7.2 ms and 17.3 ms,
resulting in the selective transmission of the monomer peak
detected between ∼16 ms and ∼26 ms (Fig. 9B).

With respect to native IMS/MS applications, the most
powerful application of mobility-selection is, in our view, the
ability to pick out a specific conformational or constitutional
isomer from a mixture of isomers and selectively interrogate
its structure. In analogy to Clemmer’s prior work on the small
protein ubiquitin,23–25 we thus applied tTIMS to mobility-
select specific isomers of the avidin tetramer.3 Fig. 10a plots
the arrival time distribution for charge state 18+ upon mobility
separation in TIMS-1 but transmission-only in the interface
region and TIMS-2. The resulting peaks in the ion mobility
spectra are broad. Next, several regions within this broad peak
were mobility-selected to allow only a specific set of ions to
pass into TIMS-2. As shown in Fig. 10b, these mobility-selected
“slices” reconstruct the shape of the original peak, underscor-
ing the ability of tTIMS to probe ions with well-defined ion
mobilities from a mixture of ions. Next, the structural changes
of the mobility-selected ions were probed by conducting a
second mobility analysis in TIMS-2. Fig. 10c compares the full
avidin tetramer peak to nine selected “slices” upon mobility
analysis in TIMS-2. The plot confirms that the full tetramer

Fig. 8 (A) Arrival time distribution recorded on the coaxial tTIMS/MS for
m/z 1061 of bradykinin under “soft”-tuned post-tTIMS settings. The fea-
tures correspond to bradykinin monomers, dimers, trimers, and tetra-
mers. (Only a single spurious ion apparent as a compact monomer with
a reduced ion mobility K0 ≈ 1.15 cm2 V−1 s−1 is observed.) (B) Mass spec-
trum recorded on the coaxial tTIMS/MS shows intact avidin tetramers
with charge states 17+ to 19+ predominating. Corresponding cross sec-
tions recorded by tTIMS (black circles) agree with cross sections
obtained on a drift tube (red squares) and those calculated by the PSA
method for the X-ray structures (shaded). A adopted with permission
from J. Am. Soc. Mass Spectrom., 2019, 30, 1204–1212 (ref. 2).
Copyright 2019 American Chemical Society. B reprinted with permission
from Anal. Chem., 2020, 92, 4459–4467 (ref. 3). Copyright 2020
American Chemical Society.

Fig. 9 Mobility selection of singly charged bradykinin monomer in the
coaxial tTIMS/MS. (A) Arrival time distribution of bradykinin 1+ shows
several distinct peaks (black trace). (B) To select the monomer, a trans-
mitting dc voltage is applied at aperture-2 for a duration of 10.1 ms after
a delay time of 7.2 ms (blue trace). Reproduced from ref. 1 with per-
mission from the Royal Society of Chemistry, copyright 2018.
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peak can be represented as a sum of individual mobility-
selected regions. The data thus show that the selected ions
retain their mobilities and relative abundances. Furthermore,
the corresponding nested ion mobility-mass spectra of the
selected ions show that an increase in cross section correlates
with an increase in mass (Fig. 11). Thus, the mobility-selected
regions reproduce the asymmetry noticed in the nested ion
mobility/mass spectrum of the tetramer precursor (Fig. 11A).
These observations revealed that the avidin tetramer is best
described as a heterogeneous ensemble composed of a multi-
tude of tetramer species with different ion mobilities and
masses that do not interconvert on the ∼100 ms time scale of
the tandem-TIMS measurement.

In this context, we underline that a TIMS device is able to
either mobility-separate ions or to transmit ions without mobi-
lity-separation (Fig. 4). This attribute appears advantageous
over other types of IMS that cannot be operated in trans-
mission-only mode.23,64–71 For example, a tandem-drift tube
cannot be operated such that ions are selected after the first

ion mobility separation stage but then transmitted without
further mobility-separation through the second stage. As a con-
sequence, the mobility of the ions selected at the gate after
elution from the first drift-tube IMS device can only be
indirectly inferred from the nominal drift time in such instru-
ments. By contrast, tTIMS allows to directly determine the
mobility of the selected ions by employing transmission mode
at TIMS-2, in which case the arrival times of the ions reflect
the mobility separation in TIMS-1 as shown in Fig. 9A and B.

6. Energetic activation of mobility-
selected ions

In analogy to tandem-MS, the energetic activation of the
selected ions is a critical aspect also for tandem-IMS. As indi-

Fig. 10 (A) A broad peak is observed for avidin tetramers 18+ upon
mobility analysis in TIMS-1 using the coaxial tTIMS/MS. (B) Four mobility
windows (“slices”) within tetramer 18+ are selected by ion gating in the
interface and transmitted through TIMS-2. The mobility-selected regions
reconstruct the shape of the full tetramer 18+ peak shown in (A). (C) Nine
mobility “slices” are selected in the interface and mobility-analysed in
TIMS-2. The overlay of mobility-selected peaks reconstructs the full tetra-
mer 18+ peak. Reprinted with permission from Anal. Chem., 2020, 92,
4459–4467 (ref. 3). Copyright 2020 American Chemical Society.

Fig. 11 (A) Nested ion mobility – mass spectrum of avidin tetramer
(18+) recorded in TIMS-2 of the coaxial tTIMS/MS, showing a broad,
asymmetric peak. (B–E) Nested ion mobility – mass spectra recorded in
TIMS-2 after selecting ions with specified mobilities after elution from
TIMS-1. By selecting ion mobility windows from the precursor ion distri-
bution shown in (A), the asymmetry is retained, demonstrating that the
broad peak of native-like avidin arises from structurally distinct, unre-
solved isomers that differ in mass and ion mobility. Mean and FWHM are
indicated (Black dotted lines). Adapted with permission from Anal.
Chem., 2020, 92, 4459–4467 (ref. 3). Copyright 2020 American
Chemical Society.
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cated in Fig. 1 and 4, tTIMS/MS instruments currently allow
the operator to energetically activate the mobility-selected ions
in two ways.

Both the coaxial and the orthogonal tTIMS/MS instruments
can activate the selected ions by means of energetic ion-
neutral collisions.1,6 The orthogonal tTIMS/MS instrument can
additionally activate ions by means of irradiation with photons
(currently set to a wavelength of 213 nm for use in UV photo-
dissociation experiments).6 Details are found in the section on
“Technical novelties in tTIMS/MS” above. The presence of a
quadrupole/collision cell enables both instruments to further
perform tandem-MS measurements on the ions eluting from
TIMS-2 as described3 and discussed below.

By allowing the operator to combine multiple mobility-sep-
aration, mobility- and mass selection, and energetic activation
stages, tTIMS/MS enables a variety of workflows that can be
used to probe the structure of the ions under investigation
(Fig. 4). Specifically, the instruments enable collision-induced
unfolding (CIU) and collision-induced dissociation (CID)
measurements for mobility-selected ions. As
reported,3,24,25,64,71 mobility-selective CIU measurements can
be useful for characterisation of three-dimensional structures
of proteins and protein complexes. Both the coaxial and
orthogonal tTIMS/MS also facilitate mobility-selective CID
measurements, which can be used to characterise the subunit
architecture of protein complexes as well as to conduct (native)
top-down analysis of proteins and protein complexes.3

Additionally, top-down analysis of proteins can also be carried
out by UV irradiation of ions stored in the ion trap of the
orthogonal tTIMS/MS.6

A. Collision-induced cleaning and unfolding of mobility-
selected proteins and protein complexes

CIU experiments characterise noncovalent interactions that
stabilize a given protein tertiary and/or quaternary
structure.19,82,131 Several tandem-IMS methods are able to
carry out CIU measurements for mobility-selected
species.1,23,64,71 This ability of conducting CIU in a mobility-
selective manner is advantageous when studying heterogenous
samples. For example, Clemmer used mobility-selective CIU
measurements to interrogate specific isomers of ubiquitin
from a distribution of isomers to provide direct evidence that
structural elements of the native state of ubiquitin are retained
in ion mobility measurements.23–25

We first demonstrated the ability of the coaxial tTIMS/MS to
collisionally-activate mobility-selected ubiquitin ions.1 To this
end, compact ions of charge state 7+ of ubiquitin with cross
sections of ∼1300 Å2 were mobility-selected after elution from
TIMS-1 (Fig. 12a and b). Subsequently, the selected ions were
collisionally activated by increasing the electric field strength
between aperture-2 (L2) and deflector of TIMS-2 in the coaxial
tTIMS/MS. Finally, mobility-analysis was conducted in TIMS-2
to detect structural changes of ubiquitin that resulted from
their collisional-activation (20–50 V; Fig. 12c–f ). The data
revealed that dc activation voltages larger than 30 V resulted in
unfolding of the selected precursor ions. Specifically, two new

features appeared at ∼40 V dc activation with cross section
∼1870 Å2 and ∼1610 Å2, in addition to the original ion popu-
lation with cross sections of ∼1300 Å2. At an activation of 50 V
(Fig. 12f), a significant abundance of the original ion popu-
lation of ∼1300 Å2 was no longer observed and strongly
extended conformations with cross sections of ∼1880 Å2 and
∼1950 Å2, respectively, dominated the spectrum.

The ability to perform mobility-selective CIU measurements
has also potential to characterise protein complexes from
native MS conditions. These complexes, however, typically
require a stronger activation than small monomeric proteins
such as ubiquitin.131 We hence installed nickel microgrids at
aperture-2 and deflector-2 of the coaxial tTIMS/MS to increase
the electric field strengths experienced by the ions traversing
the interface region (see section on Technical novelties in
tTIMS/MS).3 As discussed in Fig. 10 and 11, the nested ion
mobility/mass spectra of the avidin tetramer show broad,
asymmetric peaks that are composed of unresolved avidin tet-
ramer species that differ in their masses and ion mobilities.
To probe the presence of solvent adducts and/or different
avidin glycoforms, species with two different ion mobilities
(K0 = 0.85–0.87 and 0.88–0.90 cm2 V−1 s−1) within tetramer
charge state 18+ were selected and their respective CIU profiles
were recorded (Fig. 13).3 Fig. 13A plots the observed relative

Fig. 12 Mobility selection and collisional activation of compact ubiqui-
tin 7+ ions in coaxial tTIMS/MS. (a) Arrival time distribution of ubiquitin
7+ ions from a non-native solution is obtained with Mode 1A (black
trace). To mobility-select the compact peak, ions are gated with a delay
and duration time of 47.5/12.2 ms (blue trace). (b) Arrival time distri-
bution of selected compact peak. (c–f ) Selected compact ions were
then activated by a DC potential of (c) 20 V, (d) 30 V, (e) 40 V, and (f ) 50
V between aperture-2 and deflector-2. Extended conformations domi-
nate the ion distribution for dc potential >30 V. Reproduced from ref. 1
with permission from the Royal Society of Chemistry, copyright 2018.
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abundances of avidin tetramers and monomers as a function
of the activation voltage. The tetramer cross sections plotted as
a function of the activation voltage (Fig. 13B) revealed col-
lision-induced unfolding (CIU) to occur between activation vol-
tages of 70 V and 80 V, at which point the tetramers began to
dissociate (CID). The changes of the full-width-at-half-
maximum (fwhm) and the centre of the tetramer mass peaks
as a function of the activation voltage (Fig. 13C and D) further
revealed that noncovalently bound solvent particles detach
from the avidin tetramer upon collisional activation, in line
with “collisional cleaning” reported for similar systems.131,132

Our tTIMS/MS data, however, revealed that loss of solvent par-
ticles occurs in two distinct stages. While non-specifically
bound solvent particles were found to dissociate from the tet-
ramer at activation voltages insufficient to induce CIU of the
tetramer, the loss of other solvent particles required at least

partial unfolding of the protein complex (at 70–80 V). Our data
thus implied that one group of solvent particles was initially
strongly bound in the native-like avidin tetramer, i.e., possibly
within pockets of the monomer chains or alternatively in the
binding interfaces between the monomers.

B. Collision-induced dissociation of mobility-selected protein
complexes

The collision-induced dissociation process of protein com-
plexes is thought to start by charge migration and/or unfolding
of one monomer chain.131–133 Subsequently, the unfolded
monomer detaches from the complex while taking up approxi-
mately half of the total charge on the precursors. As a conse-
quence, the observed product ions do not reflect the subunit
architecture of the native protein complex.

This “typical” CID mechanism is observed in tTIMS when
relatively low activation voltages are applied in the interface
region.3 Fig. 14A highlights a nested ion mobility–mass spec-
trum of the homotetrameric protein complex avidin at an acti-
vation voltage of 140 V in the interface of tTIMS/MS. The data
show that the mobility-selected tetramer precursor ions
(charge state 18+) dissociated into trimer and monomer
product ions, with the monomers (7+ to 11+) taking up
approximately half of the tetramer precursor charges (18+).
The significant degree of unfolding of the monomers is
evident from the cross sections (CCSN2

) ranging from 2104 to
2740 Å2. By contrast, the trimers (charge states 7+ to 10+) are
compact with cross sections (CCSN2

) between 3161 to 3274 Å2.3

Surprisingly, an “atypical” CID mechanism at higher acti-
vation voltages (>200 V) was observed.3 Fig. 14B shows the
nested ion mobility–mass spectrum recorded at an activation
voltage of 260 V. This spectrum is inconsistent with a ‘typical’
CID mechanism because it shows avidin monomers with low
charge states (3+ to 6+) and avidin dimers (charge states 5+ to
7+). Further, these species are compact as indicated by their
cross sections of 1568–1671 Å2 (monomers CCSN2

) and
2439–2499 Å2 (dimers), respectively. Indeed, as reported,3

these avidin dimers are only slightly larger than neutravidin
dimers produced by surface-induced dissociation (SID).134

Considering that neutravidin is a deglycosylated form of
avidin, the data thus imply that the structures of avidin dimers
in Fig. 14B potentially resemble those generated for neutravi-
din by SID.

Another unexpected observation was made when compar-
ing the ion mobility spectrum of charge state 10+ of the trimer
product ions at activation voltages from 120 to 240 V
(Fig. 14C). The cross sections indicate that compact, folded
trimers prevailed at low activation voltages (CCSN2

≈ 3250 Å2).
By contrast, extended trimers predominated above 240 V
(∼3650 Å2). These observations imply that the compact trimer
ions produced at low activation voltages do not correspond to
annealed gas-phase structures. Hence, our data are more con-
sistent with the notion that the compact trimer species pro-
duced at low activation voltages may have retained some struc-
tural aspects of the tetramer precursor ion upon dissociation.
Further, the subunits retained their glycosylation pattern

Fig. 13 Collisional activation of mobility-selected avidin tetramers
reveals stages of cleaning, unfolding, and dissociation. (A) Strong
increase of monomer abundance above 80 V indicates collisional-
induced dissociation of the tetramer. (B) Tetramer cross sections
increase significantly between 70 to 80 V, indicating collision-induced
unfolding. (C and D) The fwhm and centre of the tetramer mass peaks
decrease between 70 and 80 V. Both observations suggest that solvent
molecules are released during unfolding. Reprinted with permission
from Anal. Chem., 2020, 92, 4459–4467 (ref. 3). Copyright 2020
American Chemical Society.
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(Fig. 14E) indicating that protein complexes dissociate into
their subunits without fragmentation of labile post-transla-
tional modifications. Hence, the energetic activation of protein
complexes as shown in Fig. 14 may be analytically useful to
characterise the topology of protein complexes.

While it is not yet clear how compact monomer and dimer
product ions are formed mechanistically when high activation
voltages are applied in the tTIMS interface, two distinct mecha-
nisms appear plausible.3 First, compact species could be pro-
duced as a result of the combination of high electric field
strengths (∼1200 V cm−1) and a short distance for activation
(2 mm), leading to energetic ion–neutral collisions but only over
a short time scale. Another possibility would be that activated
precursor ions closely approach the metallic wire-mesh grid
installed at deflector-2, thereby effectively colliding with the
“surface” of the wire and unintentionally undergoing SID.

7. Top-down sequence analysis of
proteins and protein complexes

Tandem-IMS reduces sample heterogeneity via mobility-selec-
tion of ions.3,23–25,64,67–69,71 A significant contribution to het-

erogeneity of biological samples arises directly at the level of
the protein primary structure,135–138 i.e. proteoforms formed
during gene expression via mechanisms such as alternative
splicing of transcripts and post-translational modification of
proteins.139,140 Hence, to relate the heterogeneity observed at
the tertiary or quaternary structure to the heterogeneity at the
primary structure, tTIMS/MS must enable top-down protein
analysis141 following mobility-selection of ions separated in
TIMS-1.

Fig. 15 shows the generic workflow of top-down protein
analysis by tTIMS/MS. The first step is to mobility-separate the
mixture of intact proteins in TIMS-1. Following elution from
TIMS-1, a protein (complex) isomer is mobility-selected.
Subsequently, the selected ions are dissociated into fragment
ions before entering TIMS-2. This fragmentation can be
accomplished on both tTIMS/MS instruments by CID1,3,6 and/
or UVPD6 as indicated in Fig. 1 and 4. Following mobility-sep-
aration of the fragment ions in TIMS-2, their amino acid
sequences can then additionally be probed by MS/MS in the
QqTOF component of tTIMS/MS as reported.3

We first demonstrated feasibility of the coaxial tTIMS/MS to
perform mobility-selective CID of intact proteins from native
conditions on the small protein ubiquitin (Fig. 16).1 To this

Fig. 14 Collision-induced dissociation (CID) of native-like avidin tetramers in the interface of the coaxial tTIMS/MS. (A) At an activation voltage of
140 V, avidin dissociates mainly into extended monomers and compact trimers following a “typical” CID mechanism. (B) At an activation voltage of
260 V, compact monomers and dimers emerge, indicative of an “atypical” CID mechanism. (C) Cross section distributions for avidin trimers 10+ gen-
erated at 120 V (black), 160 V (blue), and 240 V (red) reveal that the compact trimers formed at lower activation voltages unfold at higher activation
voltages. (D) The breakdown graph reveals the emergence of the “atypical” CID mechanism at activation voltages above ∼150 V. (E) Charge-decon-
volved mass spectra of avidin monomers acquired at 260 V (black) and 140 V (red). Both spectra show a pattern of peaks, which are consistent to
each other in terms of the position and relative intensities. This observation indicates that neutral loss or fragmentation of the protein is not preva-
lent. Reprinted with permission from Anal. Chem., 2020, 92, 4459–4467 (ref. 3). Copyright 2020 American Chemical Society.
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end, ubiquitin charge state 7+ was selected and collisionally
activated (Fig. 16a and b) as described above. Notably, we
observed substantial fragmentation of the protein backbone
which was not previously observed at the time in other
tandem-IMS instruments.23 We stress that CID in the interface
of tTIMS/MS is conducted at pressures of 2–3 mbar, which is
significantly higher than the operating conditions for CID
used in typical collision setups.81 A further observation of note
is that many fragment ions exhibited multiple conformations.
For example, both the y40

4+ and the y58
5+ fragment ions dis-

played two distinct, mobility-resolved conformations (Fig. 16e).
Surprisingly, increasing the activation voltage did not influ-
ence the cross sections or the relative abundances of the con-
formations. These observations are inconsistent with the
notion that top-down fragment ions adopt a single annealed,

well-defined and folded gas-phase structure. By contrast, these
data point to an intricate folding process of the fragment ions
in the gas-phase following their formation. Because the
folding process of a polypeptide depends on the sequence of
its amino acid building blocks, this observation thus suggests
that cross sections of top-down fragment ions might contain
information about their primary structure not amenable from
their masses alone. Indeed, recent results from our laboratory
suggest that cross sections of top-down fragment ions, and the
conformational transitions between their conformations, may
potentially be utilized as sequence-specific determinants of
the fragment ions in analogy to the cross sections of peptide
ions in bottom-up proteomics.92

We further demonstrated feasibility in performing native
top-down sequence analysis of avidin, a 64 kDa glycoprotein

Fig. 15 Top-down protein analysis by tandem-trapped ion mobility spectrometry/mass spectrometry (tTIMS/MS). (A) The first TIMS device (TIMS-1)
separates intact protein precursor ions by differences in their ion mobilities. This process can be carried out for native-like or denatured proteins and
their assemblies. (B) Ions of interest are mobility-selected by a gating process and (C) subjected to collision-induced dissociation (CID) or UV photo-
dissociation (UVPD) at ∼2 mbar. (D) The fragment ions produced from CID or UVPD of the mobility-selected protein precursors are subsequently
mobility-analyzed in TIMS-2. (E and F) The mobility-separated fragment ions eluting from TIMS-2 can optionally be analysed by MS/MS, thereby
enabling effective MS3 experiments.

Fig. 16 First demonstration of top-down analysis of a protein in the interface of tTIMS/MS. (a–c) Nested spectra of ubiquitin without mobility-selec-
tion (a), with mobility-selection in the interface (b), with mobility-selection followed by CID in the interface at 250 V and mobility-analysis in TIMS-2
(c). (d) Mass spectra obtained by CID at activation voltages from 100 V–260 V. Dissociation of precursor ions are observed for activation voltages
>170 V, with abundant formation of fragment ions. (e) Ion mobility spectra recorded in TIMS-2 for the y40

4+ and y58
5+ fragment ions as a function of

activation voltage. The spectra reveal two distinct conformations for the fragment ions that do not interconvert despite increasing collisional acti-
vation. Reproduced from ref. 1 with permission from the Royal Society of Chemistry, copyright 2018.
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complex with strongly bonded subunits.3 Here, avidin charge
state 18+ was mobility-selected and collisionally-activated by
applying an activation voltage of 270 V between aperture-2 and
deflector-2, followed by mobility analysis in TIMS-2. The result-
ing nested ion mobility–mass spectrum (reproduced in
Fig. 17A) shows many fragment ions produced from cleavage
of the avidin backbone. The fragment ions separate into
several bands, as commonly observed in bottom-up proteo-
mics using ion mobility spectrometry. These bands correspond
mainly to fragment ions with charge states 1+ to 4+, of which
the band with predominantly doubly charged ions is high-
lighted (Fig. 17A). In our original report, we manually assigned
the fragment ions by comparing the isotopic patterns observed
in Fig. 17A to those expected for a-, b-, and y-fragment ions of
avidin, including their neutral loss fragment ions. All identi-
fied ions correspond to cleavages C-terminal of the disulphide
bond (Cys4–Cys83, see fragmentation map in Fig. 17A), which
confirms that the disulphide bond was intact. Overall, the
sequence coverage obtained for avidin by manual interpret-
ation of the raw spectra (29%) is comparable to other reports
using IMS/MS instruments.142 The sequence coverage can
potentially be improved by performing MS/MS of the fragment
ions separated in TIMS-2 in the quadrupole/collision cell of
the QqTOF mass spectrometer. We demonstrated feasibility of
such TIMS2-MS2 measurements by selecting m/z 1159 ± 5
corresponding to y19

2+ in the quadrupole and performing MS/
MS in the collision cell (Fig. 17B and C).3 Fig. 17C shows two
well-resolved fragmentation bands, one band confirming the
presence of y19

2+ while the other corresponds to an internal
fragment ion.

UVPD has proven to be a very versatile tool for top-down
analysis of proteins and protein complexes.143–147 Hence, to
enable top-down analysis of much larger protein systems by
tTIMS/MS, we coupled tTIMS/MS with UVPD.6 UVPD was
enabled on the orthogonal tTIMS/MS instrument by incorpor-

ating a linear quadrupolar ion trap operated at ∼2–3 mbar in-
between the two TIMS analysers (Fig. 1C; see also “Technical
novelties in tTIMS/MS”). Fragmentation of the ions stored in
the ion trap is achieved by irradiation with UV photons with a
wavelength of 213 nm generated by the 5th harmonic of a Nd:
YAG solid state laser. While much of the instrument develop-
ment is still ongoing, we succeeded in performing top-down
analysis of the small protein ubiquitin.6 As validated in
Fig. 18, we observed y-1 and y-2 fragment ions which originate
from a radical-based mechanism in accordance with prior lit-
erature on UVPD.148,149 Our data thus demonstrated for the
first time the feasibility of conducting UVPD at 2–3 mbar, a
pressure regime compatible with ion mobility spectrometry.
The obtained sequence coverage was ∼40%, which is compar-
able to recent reports of high-resolution mass spectrometers
coupled with UVPD.150 Given that timsTOF systems proved
effective for top-down protein analysis,151–153 tandem-TIMS
coupled with UV photodissociation appears promising as an
analytical method for top-down analysis of proteins from het-
erogenous samples.

8. Protein structure elucidation by
ion mobility spectrometry

We wish to close this review with a note related to structure
elucidation by (tandem-) ion mobility spectrometry. As we
pointed out in the Introduction to this review, IMS/MS should
be ideally suited to study structures of biological systems.
Indeed, many applications of IMS/MS, ranging from studies of
peptide and protein assemblies17,18,34–38,49,154 to
proteins19,39–44 and protein complexes,45–50 showcase the tre-
mendous potential of IMS/MS for the field of structural
biology.

Fig. 17 Native top-down sequence analysis of avidin on the coaxial tTIMS/MS. (A) Nested ion mobility–mass spectrum recorded for mobility-
selected avidin charge state 18+, followed by collisional activation at 270 V and mobility analysis in TIMS-2. A plethora of fragment ions, mostly
y-ions, are observed, with a sequence coverage of ∼29% per manual assignment. (B) Quadrupole selection of m/z 1159 displays two mobility-separ-
ated fragment ions: y19

2+ and an internal ion. Their subsequent CID in the collision cell produces fragment ions with apparent mobilities of the pre-
cursor ions. Mass spectra obtained for the region marked in (C) confirms the sequence of y19

2+. The internal ion was not identified. Reprinted with
permission from Anal. Chem., 2020, 92, 4459–4467 (ref. 3). Copyright 2020 American Chemical Society.
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Nevertheless, the application of IMS/MS to study structures
of protein systems remains challenging. One hurdle is related
to the fact that ion mobility measurements take place in the
gas phase but it is not known for how long native protein
structures survive in this environment.27 Consequently, it
remains unclear to what extent IMS/MS measurements truly
reflect biologically relevant (solution) structures. Another
hurdle is related to the fact that IMS does not yield any direct,
atomic information about the ion structure. Indeed, IMS con-
volves the entire protein structure into a mean effective area
(the “momentum transfer cross section”), where the mean is
taken over all orientations and all conformations the protein
samples during the measurement.16,30,117 It is thus not
obvious how to infer the atomic structure of the ions from
their cross-sectional areas.

The approach we are taking in our laboratories to overcome
these challenges4,96 is to (1) look at the overall trends that
emerge from a plurality of experimental cross-sections (i.e.
different charge states, solvent conditions, buffer gases, acti-
vation voltage, etc.) and (2) to predict ion mobility spectra for
these various conditions by simulating the structural relax-
ation of the protein system in these measurements (Fig. 5 and
19A). This method, called structure relaxation approximation
(SRA),4 suggests that even the small protein ubiquitin essen-
tially retains its native contacts with an intact hydrophobic
core when studied by “soft” ion mobility measurements
(Fig. 19B and C). Tandem-IMS instruments appear particularly
well-suited for structure elucidation because they enable CIU
measurements to be carried out starting from a well-defined
precursor ion population (see Fig. 12).1,24,71 For this reason,
tandem-IMS measurements open up the possibility of increas-
ing the number of cross sections for computational analysis,
thereby potentially improving the fidelity of protein structures
derived from ion mobility measurements.

7. Conclusions and future
perspectives

We reviewed tandem-trapped ion mobility spectrometry/mass
spectrometry (tTIMS/MS) instrumentation and discussed case
studies highlighting its potential to study the primary, tertiary,
and quaternary structures of heterogenous protein systems. In
analogy to tandem-MS, tTIMS/MS separates compounds from
a heterogenous mixture by differences in their ion mobilities;
subsequently, the separated compounds are energetically-acti-
vated and characterised by the mobilities and/or masses of the
produced ions. The coupling of tTIMS with a QqTOF mass
spectrometer enables various operational modes that render
tTIMS/MS a versatile instrument for heterogenous samples,
often enabling measurements to be tailored to the analytical
problem at hand.

A current general limitation of tandem-IMS methods arises
from the limited number of methods available for ion acti-
vation compatible with the 1–10 mbar buffer gas pressure of
IMS. In tTIMS/MS, ion activation at 2–3 mbar is currently
enabled by coupling with (1) collisional activation of the ions
due to accelerating the ions by means of an applied electric

Fig. 18 UV photodissociation in orthogonal tTIMS/MS. (A) Isotopic pat-
terns observed for y58

8+ and y58
7+ of ubiquitin obtained from CID and

UVPD in orthogonal tTIMS/MS reveal different dissociation mechanisms.
(B) Counts for fragment ion types and fragmentation map obtained for
ubiquitin upon UVPD in orthogonal tTIMS/MS. Reproduced from ref. 6
with permission from John Wiley & Sons publishing company, copyright
2021.

Fig. 19 (A) Cross sections of the main features observed in the experi-
mental tTIMS/MS (red, filled symbols) and SRA-predicted spectra (blue,
open symbols) of ubiquitin as a function of the charge state for nitrogen
buffer gas. The cross section for the X-ray structure (1UBQ) is indicated
(dashed lines). The SRA method accurately predicts the trends observed
in the experiments regardless of charge state or experimental condition
(aqueous, MeOH/H2O solution, or charged-reduction). (B) Ensemble of
structures predicted by the SRA for [M + 6H]6+ and [M + 8H]8+, respect-
ively, from aqueous conditions. These ions are predicted to retain the
overall topology and most of the secondary structure of the native ubi-
quitin structure. (C) Molecular dynamics structures generated from the
X-ray structure of ubiquitin (PDB 1UBQ). Adopted with permission from
J. Phys. Chem. B, 2019, 123, 2756–2769 (ref. 4). Copyright 2019
American Chemical Society.
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field; and (2) photoactivation of the ions by means of
irradiation with UV photons. These methods enable collision-
induced unfolding (CIU) and collision-induced dissociation
(CID) as well as UV photodissociation (UVPD) workflows.
Increasing the sequence coverage obtained by top-down ana-
lysis of larger protein systems is another area where significant
improvements are anticipated. Here, improved synchronization
between the UV laser and the tTIMS/MS device appears
pivotal. Another current challenge is to optimize confinement
of larger protein systems for the time scale of UVPD experi-
ments without their structural denaturation to enable native
complex top-down analysis.

Taken together, our discussion here underscores the
promise tTIMS/MS holds as an analytical tool for the study of
primary, tertiary, and quaternary structures of biomolecules
present in heterogenous samples.
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