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Abstract
We combine the fundamental results of Breuillard, Green, and Tao (Publ Math Inst
Hautes Études Sci 116:115–221, 2012) on the structure of approximate groups,
together with “tame” arithmetic regularity methods based on work of the authors
and Terry (J Eur Math Soc (JEMS) 24(2):583–621, 2022), to give a structure theorem
for finite subsets A of arbitrary groups G where A has “small tripling” and bounded
VC-dimension: Roughly speaking, up to a small error, A will be a union of a bounded
number of translates of a coset nilprogression of bounded rank and step (see Theorem
2.1). We also prove a stronger result in the setting of bounded exponent (see Theorem
2.2). Our results extend recent work of Martin-Pizarro, Palacín, and Wolf (Selecta
Math (N.S.) 27(4):Paper No. 53, 19,2021) on finite stable sets of small tripling.

Mathematics Subject Classification 11P70 · 11B30 · 03C45 · 03C20

1 Introduction

1.1 Small doubling in abelian groups

In additive combinatorics, an “inverse theorem” is a result in which one deduces
structural information for a subset A of an abelian group by studying the behavior of
its iterated sumsets A+ A+ · · ·+ A. If A is finite then, by comparing the size of A to
the sizes of its sumsets, one can approximate the extent to which A is “group-like” in
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the sense of being closed under addition. The philosophy is that if A is approximately
structured in this way, then it can be approximated by objects that are “perfectly
structured” such as subgroups or arithmetic progressions [36].

A concrete example of this philosophy is the simple exercise that if G is an abelian
group and A ⊆ G is a finite set satisfying |A + A| = |A|, then A is either empty or
a coset of a subgroup of G (see [39, Proposition 2.2]). More generally, we say that
a (nonempty) finite set A ⊆ G has k-doubling if |A + A| ≤ k|A|. The next result
provides an approximate description of finite sets with small doubling in abelian
groups.

Theorem 1.1 (Green and Ruzsa [15]) Suppose G is an abelian group and A ⊆ G is a
finite set with k-doubling. Then there is a proper coset progression P ⊆ 2A − 2A of
rank Ok(1) such that A is covered by Ok(1) translates of P.

Coset progressions, and related objects, are defined in Sect. 3.2. The previous
theorem was first proved by Freiman [12] for (Z,+), and later a different proof was
found by Ruzsa, who extended the result to torsion-free abelian groups and groups of
bounded exponent (see [26, 27]).

1.2 Small tripling in arbitrary groups

From a distance, Theorem 1.1 says that if A is a finite set of small doubling in an
abelian group, then A can be covered by a bounded number of translates of a well-
structured set P of bounded complexity contained a small sumset of A.Wewill refer to
this kind of a result as a Freiman–Ruzsa property. Some sources, such as [30], follow
the naming convention “Bogolyubov–Ruzsa” in reference to the notable influence of
[2] on Ruzsa’s work. Our terminology is chosen to be consistent with [5, Section 2].

In abelian groups, an important feature of the small doubling assumption for a finite
set is that it leads to controlled growth of all iterated sumsets via the Plunnecke–Ruzsa
inequalities (seeRemark3.3). For nonabelian groups, this is no longer the case. Instead,
one needs the stronger assumption of small tripling. Specifically, given an arbitrary
group G, we say that a finite set A ⊆ G has k-tripling if |A3| ≤ k|A|. By results of
Tao [37], this property is closely related to the notion of a k-approximate group (see
Definition 3.1). In particular, a k-approximate group has k-tripling by definition and,
conversely, if A has k-tripling then (A ∪ A-1)2 is an O(kO(1))-approximate group by
[37]. Combining this with the main structure theorem for approximate groups, due to
Breuillard, Green and Tao [5], one obtains the following analogue of Theorem 1.1 for
finite sets of small tripling in arbitrary groups.

Theorem 1.2 (Breuillard–Green–Tao [5], Tao [37]) Suppose G is a group and A ⊆ G
is a finite set with k-tripling. Then there is a coset nilprogression P ⊆ (A ∪ A-1)8 of
rank and step Ok(1), and in Ok(1)-normal form, such that A is covered by Ok(1) left
translates of P.

In [6], the first author modified certain parts of [5] (specifically, a combinatorial
argument of Sanders [29]) to show that in Theorem 1.2, one can in fact obtain P ⊆
A2A−2 ∩ A−2A2 ∩ (AA-1)2 ∩ (A-1A)2 (which then amounts to an exact nonabelian
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Approximate subgroups with bounded VC-dimension 1003

analogue of Theorem 1.1). We also refer the reader to Breuillard’s surveys [3] and [4].
The first paper points out the origins of “approximate subgroup theory” in superstrong
approximation (as well as in the inverse problems from Sect. 1.1).

1.3 Bounded exponent

It is also common in additive and multiplicative combinatorics to combine the small
doubling or tripling conditionwith further restrictions, such as a bound on the exponent
of the ambient group. In the abelian case, this reflects the frequent use of groups of the
form F

n
p as “toy models” for problems about general abelian groups. The next result

provides an analogue of Theorem 1.2 for groups of bounded exponent.

Theorem 1.3 [5, 6, 16, 27] Suppose G is a group of exponent r and A ⊆ G is a finite set
with k-tripling. Then there is a subgroup H ⊆ A2A−2 ∩ A−2A2 ∩ (AA-1)2 ∩ (A-1A)2

such that A is covered by Ok,r (1) left cosets of H.

In the abelian case, this theorem is due toRuzsa [27]. The general casewas provedby
Hrushovski [16], and again later by Breuillard, Green, and Tao [5] under the stronger
assumption that A is a k-approximate group. Via the result of Tao [37] mentioned
above, this implies Theorem 1.3 for A with k-tripling, but with H ⊆ (A ∪ A-1)8, and
the final improvement is done in [6]. Also, via an observation of van den Dries [42],
it suffices to only assume that every element in the set A2A−2 ∩ A−2A2 ∩ (AA-1)2 ∩
(A-1A)2 has order at most r (see Proposition 7.8).

2 Main results

2.1 NIP andVC-dimension

In the present article, we consider a structural assumption on subsets of groups defined
using VC-dimension. To see the relevance of this assumption in the context of finding
“group-like” structure, we formulate VC-dimension for subsets of groups in terms of
forbidden bipartite graphs. We use the notation � = (V ,W ; E) for bipartite graphs,
where V and W are vertex sets and E ⊆ V ×W is an edge set. Given a group G and
a set A ⊆ G, let �G(A) denote the bipartite graph (G,G; EA) where EA = {(x, y) ∈
G2 : x ∈ yA}.

A simple exercise, in a similar spirit as the one preceding Theorem 1.1, is that if G
is an arbitrary group and A ⊆ G is a nonempty set of any cardinality, then A is a coset
of a subgroup ofG if and only if�G(A) omits ([2], [2]; ≤) (by which we always mean
as an induced subgraph).1 Thus, in addition to the notion of k-doubling or tripling, we
can use omitted subgraphs in �G(A) as a test for finding “group-like” structure in A.
In order to work with a numerical parameter, we say that A ⊆ G is d-NIP2 if �G(A)

omits the graph ([d],P([d]); ∈). A good exercise is that if �G(A) omits some finite
bipartite graph (V ,W ; E), then A is d-NIP for some d ≤ |V |+�log2 |W |�. Therefore
1 We use [n] to denote {1, . . . , n}.
2 This acronym, which comes from model theory, stands for the “negation of the independence property”.
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we have successfully captured the phenomenon of forbidden bipartite subgraphs in
a numerical way. This measurement is also mathematically useful since it provides
access to tools from VC-theory. Indeed, it follows from the definitions that A ⊆ G is
d-NIP if and only if the collection of left translates of A has VC-dimension strictly
less than d (as a set system on G). We will also see that NIP sets small tripling are
even closer to approximate groups than what is given by [37]. Specifically, if A ⊆ G
is d-NIP with k-tripling, then A ∪ A-1 ∪ {1} is an Od(kO(1))-approximate group (see
Theorem 3.20).

The following is our main result.

Theorem 2.1 (main result) Suppose G is a group and A ⊆ G is a finite d-NIP set
with k-tripling. Given ε > 0, there is a coset nilprogression P ⊆ G of rank and step
Od,k,ε(1) in Od,k,ε(1)-normal form, and a set Z ⊆ AP with |Z | < ε|A|, satisfying
the following properties.

(i) P ⊆ AA-1 ∩ A-1A and A ⊆ CP for some C ⊆ A with |C | ≤ Od,k,ε(1).
(ii) There is a set D ⊆ C such that |(A	DP)\Z | < ε|P|.
(iii) If g ∈ G\Z then |gP ∩ A| < ε|P| or |gP ∩ A| > (1− ε)|P|.
Moreover, if G is abelian then P is a proper coset progression.

Before continuing, let us compareTheorem2.1 to the other resultsmentioned above.
First, condition (i) mirrors the statement of Theorem 1.2, except that we have found
the coset nilprogression P inside the smaller product set AA-1 ∩ A-1A. Beyond this,
by introducing the ε parameter, we obtain an even stronger structural approximation
of A in terms of P . In particular, condition (ii) says that A looks approximately like a
union of boundedly many translates of P . Indeed, this condition implies the simpler
expression

|A	DP| < ε(|P| + |A|).

Here one might find it desirable to have an error bound in terms of A only. Thus it
is worth noting that, since P ⊆ AA-1 ∩ A-1A, we can used the Plunnecke–Ruzsa
inequalities (Theorem 3.2(a)) to conclude that |P| ≤ kO(1)|A|. Finally, condition (iii)
says that almost all translates of P behave regularly with respect to A in the strong
sense of being almost disjoint from A or almost contained in A.

If we impose a bounded exponent assumption then, as in Sect. 1.3, we obtain a
stronger version of Theorem 2.1 in which the coset nilprogression is replaced by a
subgroup. Given a group G, we say that a subset X ⊆ G has exponent at most r if
every element of X has order at most r .

Theorem 2.2 Suppose G is a group and A ⊆ G is a finite d-NIP set with k-tripling.
Assume AA-1∩ A-1A has exponent at most r . Given ε > 0, there is a subgroup H ≤ G
and a set Z ⊆ AH, which is a union of left cosets of H with |Z | < ε|A|, satisfying
the following properties.

(i) H ⊆ AA-1 ∩ A-1A and A ⊆ CH for some C ⊆ A with |C | ≤ Od,k,r ,ε(1).
(ii) There is a set D ⊆ C such that |(A\Z)	DH | < ε|H |.
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(iii) If g ∈ G\Z then |gH ∩ A| < ε|H | or |gH ∩ A| > (1− ε)|H |.
Moreover, H is a finite Boolean combination3 of bi-translates of A.

We now discuss how the two theorems above fit into previous work on NIP sets
in groups. The additional “structure and regularity” properties given by conditions
(i) and (iii) of Theorems 2.1 and 2.2 are based on related results concerning “tame”
arithmetic regularity for subsets of finite groups. The notion of arithmetic regularity
was developed by Green [13] to provide a group-theoretic analogue of Szemerédi
regularity for graphs. In [40], Terry and Wolf proved a strong form of arithmetic
regularity for d-stable subsets of Fn

p (see Sect. 7.6 for details on stability). These
results were then qualitatively generalized to arbitrary finite groups by the authors and
Terry in [9]. A quantitative generalization for finite abelian groups was done later by
Terry and Wolf [41], and then finally for arbitrary finite groups by the first author [7].

Shortly after [40] and [9], Alon, Fox, and Zhao [1] proved a similar arithmetic
regularity result for NIP sets in finite abelian groups of bounded exponent. This was
soon followed by work of Sisask [35] on NIP sets in finite abelian groups and, inde-
pendently, work of the authors and Terry [10] on NIP sets in arbitrary finite groups.
The work in [10] used model theoretic tools developed by the authors in [8], which
will also play a key role in the present paper.

For infinite groups, a “tame” Freiman–Ruzsa result for stable sets of small tripling
was recently obtained by Martin-Pizarro, Palacín, and Wolf [20] (see Theorem 7.14
below). We also note that Sisask’s earlier work in [35] contains a strong Freiman–
Ruzsa component. For example, [35, Theorem 5.4] provides a result along the lines
of Theorem 2.2 in the case that G = F

n
p for some n ≥ 1 and fixed prime p.

2.2 Sketch of the proofs

For the most part, our proofs will rely on model theoretic tools involving ultraproducts
and pseudofinite sets. Note that Theorems 2.1 and 2.2 are asymptotic statements about
finite subsets of groups. Thus if we assume that such a statement is false, then we
obtain an infinite sequence of counterexamples, which can be traded for a single
limiting structure via an ultraproduct construction. So that we can more easily apply
model theoretic methods, we will pass to a sufficiently saturated elementary extension
of this ultraproduct in an appropriate first-order language. In the end, we will have
a saturated group G and a pseudofinite definable set A ⊆ G, along with the A-
normalizedpseudofinite countingmeasureμA ondefinable subsets ofG. In this setting,
“small tripling”manifests as the property thatμA(A3) <∞. By the Plunnecke–Ruzsa
inequalities, this is equivalent to the property that any definable subset of G contained
in 〈A〉 has finite μA-measure.

The above setting is very similar to the ones used byHrushovski [16] andBreuillard,
Green, and Tao [5] in their work on approximate groups. So, in the same setting as
above, let us further assume for the moment that A is a (pseudofinite) approximate
group which, in this setting, means that 1 ∈ A, A = A-1, and A2 is covered by finitely

3 The “complexity” of this Boolean combination can also be bounded in terms of the parameters d, k, r ,
and ε only; see Remark 7.10.
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many translates of A. Then there are twomain steps in the work from [16] and [5]. The
first step is to show that A4 contains a type-definable subgroup� ofG, which is normal
and bounded index in the subgroup generated by A. (This is step called the “stabilizer
theorem”, as it is related to the general theory of stabilizers of types in definable groups,
and is in fact close to the case of groups definable in simple theories.) Consequently,
if X ⊆ G is any definable set containing �, then A can be covered by finitely many
translates of X . Since � ⊆ A4, we can choose X ⊆ A4 and so, altogether, this yields
a pseudofinite Freiman–Ruzsa property for the set X with respect to A. It remains to
find such a set X exhibiting desirable algebraic properties, and this is the second main
step. The key idea is to replace X by a definable set admitting some kind of structural
nilpotence, e.g., via coset nilprogressions in [5] or a more technical “Bourgain chain
condition” in [16]. This part of the proof crucially relies on the underlying topological
structure of 〈A〉/� as a locally compact Hausdorff group, which can be “modeled” by
Lie groups via Gleason–Yamabe type results. Actually in [5] it is shown that that the
connected component of the topological group 〈A〉/� is residually nilpotent, which
explains the role of coset nilprogressions.

We now discuss some of the new aspects of the proofs in this paper, pointing out
that they are more than just a direct combination of [5] and [10]. We return to the
setting in which A has small tripling and is NIP. We construct the subgroup � as
above, in a different way (compared to [16]), bearing in mind that A is NIP and giving
local (formula-by-formula) versions of stabilizer theorems for definable groups in
NIP theories. In particular, we show that � is contained in the “smaller” product set
AA-1 ∩ A-1A. This appears in Sect. 5.

Another key tool is “generic locally compact domination” in place of the “generic
compact domination” from [10], which means in the model-theoretic sense working
with ind-definable groups in place of definable groups, to show that definable sets
approximating � behave regularly with respect to A. These results appear in Sect. 6
(see Corollary 6.14 in particular) and, together with results from [5] on pseudofinite
coset nilprogressions (see Theorem 7.4), they are enough to prove Theorem 2.1. In
order to prove Theorem 2.2, we use a standard Gleason–Yamabe argument, which
says that if AA-1 ∩ A-1A has finite exponent then � can be written as an intersection
of definable subgroups of G.

2.3 The abelian case (and a note on bounds)

Note that we have omitted all mention of explicit bounds in the results discussed
above. The situation is as follows. For results on abelian groups proved using additive
combinatorics, one obtains explicit (and often quite efficient) bounds. We refer the
reader to the relevant sources listed above for further details. On the other hand, with
the exception of [7], all of the results mentioned above involving arbitrary groups
rely on an ultraproduct construction in one way or another, and thus often lead to no
explicit information about bounds. This partially includes Theorem 1.2, in the sense
that the bound on the number of translates of P needed to cover A is not effective.
However, if one relaxes (A ∪ A-1)8 to (A ∪ A-1)24, then one can bound the rank and
step of P by O(k2 log k) (see [5, Theorem 2.12]).
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Given the above discussion, it is natural to expect that, for the case of abelian groups,
it should be possible to prove Theorems 2.1 and 2.2 via finitary methods. As a step in
this direction, we will show in Sect. 8 how to prove the abelian cases of these theorems
directly from the relevant regularity results for finite groups, together with a result of
Green and Ruzsa [15] that a finite set of small doubling in an abelian group can be
Freiman-isomorphically modeled by a dense set in a finite abelian group. Combined
with quantitative results ofAlon, Fox, andZhao [1], this yields a quantitative version of
Freiman–Ruzsa for NIP sets of small doubling in abelian groups of bounded exponent
(i.e., the abelian case of Theorem 2.2). In order to obtain explicit bounds for NIP sets
of small doubling in arbitrary abelian groups, one would need an effective version
of Theorem 8.8 below. We expect that such a result could be in reach via the tools
developed by Sisask in [35].

3 Combinatorial preliminaries

3.1 Notation and terminology

Given positive integers m, n, and some set X of parameters, we use the notation
m ≤ OX (n) to mean that m ≤ cn where c is a positive constant depending only X . If
X = ∅ then c is an absolute constant and we write m ≤ O(n).

Let G be a group. We use concatenation for the group operation in G, and we let 1
denote the identity in G. Given sets A, B ⊆ G, we let AB = {ab : a ∈ A, b ∈ B}.
This generalizes to products of any finite number of sets in the obvious way. Given
A ⊆ G and g ∈ G, we use gA (resp., Ag) for {g}A (resp., A{g}), and we call this set
a left (resp., right) translate of A.

Given A ⊆ G, we let A0 = {1} and, by induction, An+1 = AAn . Similarly, we let
A−1 = {a-1 : a ∈ A}, and set A−n = (A-1)n . Given n ≥ 1 and A ⊆ G, we let A±n
denote (A ∪ A-1)n ∪ {1}. Note that 〈A〉 =⋃

n≥0 A±n .
If G is abelian then we will switch to additive notation involving + for the group

operation and 0 for the identity.
The following are several properties of subsets of groups that will be used

throughout the paper.

Definition 3.1 Let G be a group and fix a nonempty set A ⊆ G.

(1) A is symmetric if 1 ∈ A and A = A-1 (equivalently, if A = A±1).
(2) Given k ≥ 1, we say A has k-tripling if A is finite and |A3| ≤ k|A|.
(3) Given k ≥ 1, we say A is a k-approximate group if A is symmetric and A2 can

be covered by k left translates of A.

The following result combines Lemma 3.4 and Theorem 3.9 of [37].

Theorem 3.2 (Tao [37]) Let G be a group, and suppose A ⊆ G has k-tripling.

(a) If n ≥ 1 and ε1, . . . , εn ∈ {1,−1}, then |Aε1 . . . Aεn | ≤ kOn(1)|A|.
(b) A±2 is an O(kO(1))-approximate group.
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Remark 3.3 The family of inequalities in Theorem 3.2(a) are often referred to as the
Plunnecke–Ruzsa inequalities since, in the case of abelian groups, they were first
proved by Plunnecke when εi = 1 for all i , and then by Ruzsa for any εi . These proofs
for abelian groups yield On(1) = n (in Theorem 3.2(a)) and, moreover, only require
k-doubling for the set A. For nonabelian groups, one may take On(1) = 2n by [28,
Theorem 5.1]. See also [24] for short proofs of these inequalities (with comparable
bounds) by Petridis. Up to minor changes in the bounds, the same inequalities hold
under the weaker assumption that A has k-doubling and |AaA| ≤ k|A| for all a ∈ A.

Altogether, for our purposes, one should view the Plunnecke–Ruzsa inequalities as
the primary objective, and assumptions such as small doubling or tripling as means to
that end.

3.2 Coset nilprogressions

In this section we recall the definition from [5] of a coset nilprogression. We start with
the simpler notion of a generalized progression.

Definition 3.4 (Generalized progression) Let G be a group. Given real numbers
L1, . . . , Lr > 0, let W (L1, . . . , Lr ) denote the collection of group words4

w(x1, . . . , xr ) in variables x1, . . . , xr such that, for all 1 ≤ i ≤ r , the terms xi
and x -1i appear in w at most Li times. Given group elements u1, . . . , ur ∈ G, define

P(u1, . . . , ur ; L1, . . . , Lr ) = {w(u1, . . . , ur ) : w ∈ W (L1, . . . , Lr )}.

A generalized progression in G is a subset P of the form P(u1, . . . , ur , L1, . . . , Lr )

for some choice of ū and L̄ . In this case, we call r the rank of P . By convention, {1}
is a generalized progression in G of rank 0.

The decision to allow L1, . . . , Lr to be real numbers (rather than just integers)
will be relevant in Proposition 3.14 below. In [5], generalized progressions are called
non-commutative progressions to emphasize the setting of arbitrary groups. Indeed,
for abelian groups the above definition simplifies to the more familiar notion of a
generalized arithmetic progression.

Definition 3.5 (Generalized arithmetic progression) Let G be an abelian group. A
generalized arithmetic progression in G is a subset P of the form

P(u1, . . . , ur ; L1, . . . , Lr ) = {n1u1 + · · · + nrur : |ni | ≤ Li for all 1 ≤ i ≤ r}.

In this case, we call r the rank of P .

This definition of a generalized arithmetic progression differs slightly from other
sources (such as [15] and [39]) where, for example, such progressions are allowed to
have an affine term (see also Remark 3.9).

4 A group word is a term in the language of groups with a function symbol for inversion.
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Freiman’s Theorem in the integers [12, 26] says that finite sets inZwith k-doubling
can be approximated by generalized arithmetic progressions of rank Ok(1). This fails
for arbitrary abelian groups, where one may have nontrivial finite subgroups. In [15],
Green and Ruzsa formulate the notion of a coset progression to address this issue.

Definition 3.6 (Coset progression) Let G be an abelian group. A coset progression in
G is a set P of the form P0+H where P0 ⊆ G is a generalized arithmetic progression
and H is a finite subgroup of G. In this case, we say that P has rank r if P0 has rank
r .

A finite subgroup of an abelian group is a coset progression of rank 0. Moreover,
a coset progression of rank r (in an abelian group) is a (2r + 1)-approximate group.
On the other hand, it is not necessarily the case that a generalized progression in a
nonabelian group is an approximate subgroup (see the discussion after [5, Remark
2.4] for precise details). Indeed, a main aspect of the results from [5] and [16] is that
approximate groups exhibit a certain kind of nilpotent structure, which is made precise
in [5] as follows.

Definition 3.7 (Nilprogression) Let G be a group. Given elements u1, . . . , ur ∈ G,
set c1(ū) = {u1, . . . , ur , u-11 , . . . , u-1r } and, for n > 1, inductively define cn(ū) =
{[g, h] : g ∈ c j (ū), h ∈ ck(ū), j + k = n}.

A nilprogression in G is a generalized progression P = P(u1, . . . , ur ;
L1, . . . , Lr ) such that cs+1(ū) = {1} for some s ≥ 0. In this case, we say that P
has rank r and step s.

For example, a generalized arithmetic progression in an abelian group is a nilpro-
gression of step 1. We can now state the appropriate analogue of coset progressions
for arbitrary groups.

Definition 3.8 (Coset nilprogression) Let G be a group. A coset nilprogression in
G is a set P of the form P0H where P0 ⊆ G is a nilprogression and H is a finite
subgroup of G normalized by P0. In this case, we say that P has rank r and step s if
P0 has rank r and step s.

Note that a finite subgroup of an arbitrary group is a coset nilprogression of rank
and step 0.

Remark 3.9 Any coset nilprogression in a group G is symmetric.

The rest of this section deals with tools for controlling the sizes and multiplicative
behavior of nilprogressions. As before, we start with the abelian case.

Definition 3.10 (properness) Let G be an abelian group. A generalized arithmetic
progression P(u1, . . . , ur ; L1, . . . , Lr ) ⊆ G is proper if the elements n1u1 + · · · +
nrur are pairwise distinct for varying choices of n1, . . . , nr . A coset progression
P = P0H ⊆ G is proper if P0 is proper.

Note that a generalized arithmetic progression P = P(u1, . . . , ur ; L1, . . . , Lr )

in an abelian group is proper if and only if |P| = ∏r
i=1(2�Li� + 1). In arbitrary

123
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groups, this behavior is managed in an asymptotic fashion via the notion of “normal
form”. Before stating this definition, we need to slightly shift the perspective on coset
nilprogressions.

Remark 3.11 Suppose G is a group and P = P0H is a coset nilprogression in G,
where P0 is a nilprogression of rank r and step s and H is normalized by P0.
Then H is a normal subgroup of 〈P〉 and, if π : 〈P〉 → 〈P〉/H is the quotient
map, then π(P) is a nilprogression in 〈P〉/H of rank r and step s. In particular, if
P0 = P(u1, . . . , ur ; L1, . . . , Lr ) then π(P) = P(u1H , . . . , ur H ; L1, . . . , Lr ).

Definition 3.12 (c-normal form) Let G be a group and fix an integer c ≥ 1. A gen-
eralized progression P = P(u1, . . . , ur ; L1, . . . , Lr ) in G is in c-normal form
if:

(i) For any 1 ≤ i < j ≤ r ,

[ui , u j ], [u-1i , u j ], [u-1i , u j ], [u-1i , u-1j ] ∈ P

(

u j+1, . . . , ur ; cL j+1
Li L j

, . . . ,
cLr

Li L j

)

.

(ii) The elements un11 . . . unrr are distinct for distinct choices of ni ≤ c-1|Li |.
(iii) c-1

∏r
i=1(2�Li� + 1) ≤ |P| ≤ c

∏r
i=1(2�Li� + 1).

A coset nilprogression P is in c-normal form if the corresponding nilprogression
π(P) from Remark 3.11 is in c-normal form.

We will not need to delve into Definition 3.12 in any detail, except to note that a
coset progression in an abelian group is proper if and only if it is in 1-normal form.
Our main use of the normal form condition will be to control the sizes of “scaled”
coset nilprogressions via Proposition 3.14 below.

Definition 3.13 Let G be a group, and suppose P = P0H is a coset nilprogression,
where P0 = P(u1, . . . , ur ; L1, . . . , Lr ). Given a real number ε > 0, let P(ε) denote
the coset nilprogression P(u1, . . . , ur ; εL1, . . . , εLr )H .

The next result follows from [5, Lemma C.1].

Proposition 3.14 Suppose G is a group and P ⊆ G is a coset nilprogression of rank
r in c-normal form. Then for any ε > 0, one has |P| ≤ Or ,c,ε(|P(ε)|).

3.3 Set systems andVC-dimension

Definition 3.15 Let X be a set and fix S ⊆ P(X). Then S shatters a subset A ⊆ X if
{A∩ S : S ∈ S} = P(A). The VC-dimension of S, denoted VC(S), is the supremum
over all n ∈ N such that S shatters a subset of X of size n. Note that VC(S) takes a
value in N ∪ {∞}.

The following is a corollary of the “VC Theorem for finite set systems”, proved by
Vapnik and Chervonenkis in [43] (see also [32, Corollary 6.9]).
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Theorem 3.16 [43] Let (X , μ) be a finite probability space, and suppose S is a
collection ofmeasurable subsets of X withVC(S) ≤ d <∞. Then, for any 0 < ε < 1,
there is a sequence (x1, . . . , xn) ∈ Xn, with n ≤ Od,ε(1), such that for any S ∈ S,

∣
∣μ(S)− 1

n |{1 ≤ i ≤ n : xi ∈ S}|∣∣ ≤ ε.

Next we state Matoušek’s “(p, q)-theorem” (see [22, Theorem 4]). This result will
not be necessary for the proof of our main results, and will only be used in Sect. 6.3.

Theorem 3.17 [22] Let X be a set and suppose S ⊆ P(X) is finite with VC(S) ≤
d < ∞. Fix p ≥ q ≥ 2d+1, and suppose that among any p sets in S there are q sets
with nontrivial intersection. Then there is some F ⊆ X such that |F | ≤ Op,q(1) and
F ∩ S �= ∅ for all S ∈ S.

Finally, we list some standard facts about various operations on set systems.

Fact 3.18 Let X be a set.

(a) If S ⊆ P(X) and S ′ = {X\S : S ∈ S}, then VC(S) = VC(S ′).
(b) If S1,S2 ⊆ P(X) are such that VC(Si ) ≤ d < ∞ for i ∈ {1, 2}, and S =

{S1 ∩ S2 : Si ∈ Si }, then VC(S) < 10d.
(c) If S ⊆ P(X) is such that VC(S) < ∞ and S∗ = {Sx : x ∈ X} where, given

x ∈ X, Sx = {S ∈ S : x ∈ S}, then VC(S∗) < 2VC(S)+1.

Proof Part (a) is easy and part (c) is a straightforward exercise (see, e.g., [32, Lemma
6.3]). Part (b) is evident from [11,Theorem9.2.6], butwewill sketch the proof to clarify
the numerics. Given any S ⊆ P(X), define the shatter function πS : N→ N such that
πS(n) = max{|{A ∩ S : S ∈ S}| : A ⊆ X , |A| = n}. By the Sauer–Shelah Lemma
(see, e.g., [32, Lemma 6.4]), if VC(S) ≤ d then πS(n) ≤ (en/d)d for any n ≥ d.
Now let S1, S2, and S be as in part (b). One can check that πS(n) ≤ πS1(n)πS2(n)

for all n ≥ 0, and so πS(n) ≤ (en/d)2d for all n ≥ d. In particular, if n ≥ d and
(en/d)2d < 2n , then πS(n) < 2n , which implies VC(S) < n. Setting n = 10d
satisfies these constraints. ��

Recall from Sect. 2.1 that a subset A of a group G is d-NIP if and only if the
collection of left translates of A has VC-dimension strictly less than d. We say that
A ⊆ G is NIP if it is d-NIP for some d ≥ 1. The previous fact has the following
consequences for NIP subsets of groups.

Corollary 3.19 Let G be a group.

(a) The collection of NIP subsets of G is a bi-invariant Boolean algebra.
(b) If A ⊆ G is d-NIP then the collection of right translates of A has VC-dimension

at most 2d .

Proof Part (a) is immediate from Fact 3.18(a, b) and the easy exercise that a translate
of an NIP subset of G is NIP. For part (b), fix A ⊆ G and define S� = {gA : g ∈ G}
and Sr = {Ag : g ∈ G}. Then one can check that Sr = S∗� (using the notation from
Fact 3.18(c)), which yields the result. ��
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3.4 NIP sets of small tripling are essentially approximate groups

In this section, we prove a useful strengthening of Theorem 3.2(b) in the NIP setting.

Theorem 3.20 Let G be a group, and suppose A ⊆ G is d-NIP with k-tripling. Then
A±2 ⊆ E A ∩ AF for some E, F ⊆ A±3 of size Od(kO(1)). In particular, A±1 is an
Od(kO(1))-approximate group.

Proof Set X = A±3, and note that X is finite. Let S = {Ag : g ∈ A±2}, and note that
S is a collection of subsets of X . By Theorem 3.2(a), there is ε = k−O(1) such that, for
any S ∈ S, we have |S| = |A| ≥ ε|X |. By Corollary 3.19(b), we have VC(S) ≤ 2d .
By Theorem 3.16, there is a set E ⊆ X such that |E | ≤ O(2dε−2 log(2dε-1)) ≤
Od(kO(1)) and S ∩ E �= ∅ for all S ∈ S. Therefore, if g ∈ A±2 then Ag-1 ∩ E �= ∅,
i.e., g ∈ x -1A for some x ∈ E . So A±2 ⊆ E -1A. Applying the same argument to
S ′ = {gA : g ∈ A±2}, which has VC-dimension at most d − 1, we obtain F ⊆ X
such that |F | ≤ Od(kO(1)) and A±2 ⊆ AF -1. ��
Remark 3.21 In the previous proof, we only needed to bound the VC-dimension of
translates of A by elements in A±2. Similar situations will arise frequently below,
and so it is worth pointing out now that, for our purposes, the difference in the VC-
dimensions of such set systems is negligible. Specifically, given a groupG and A ⊆ G,
let S1 = {gA : g ∈ G} and S2 = {gA : g ∈ AA-1}. Then clearly VC(S2) ≤ VC(S1).
Conversely, we have VC(S1) ≤ VC(S2) + 1 (this is observed by Sisask in [35]).
Indeed, suppose S1 shatters a set X ⊆ G. After translating, we may assume X ⊆ A.
So if Y ⊆ X is nonempty, and g ∈ G is such that gA ∩ X = Y , then we necessarily
have g ∈ AA-1. Therefore S2 shatters any proper subset of X .

4 Model theoretic preliminaries

We assume familiarity with basic notions from first-order model theory, including
structures, types, saturation, and ultraproducts.

4.1 Formulas and NIP

Let M be a first-order structure.

Definition 4.1 Let φ(x̄; ȳ) be a formula (possibly with parameters from M).

(1) Given b̄ ∈ Mȳ , let φ(M; b̄) = {ā ∈ Mx̄ : M |� φ(ā; b̄)}.
(2) A instance of φ(x̄; ȳ) is a formula of the form φ(x̄, b̄) for some b̄ ∈ Mȳ .
(3) A φ-formula is a (finite) Boolean combination of instances of φ.
(4) A subset of Mx̄ is φ-definable if it is defined by a φ-formula.
(5) Let φ∗(ȳ; x̄) denote the same formula φ(x̄; ȳ), but with the roles of object and

parameter variables exchanged.

Given B ⊆ M , we say that a formula θ(x̄) is over B if B contains all parameters
used in θ(x̄). A set X ⊆ Mx̄ is definable over B if X = θ(M) for some formula θ(x̄)
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over B. If, moreover, θ(x̄) is a φ-formula for some formula φ(x̄; ȳ) over ∅, then we
say that X is φ-definable over B.

Definition 4.2 A formula φ(x̄; ȳ) is d-NIP (in M) if there do not exist (āi )i∈[d] in
Mx̄ and (b̄σ )σ⊆[d] in Mȳ such that M |� φ(āi ; b̄σ ) if and only if i ∈ σ . We say that
φ(x̄; ȳ) is NIP if it is d-NIP for some d ≥ 1.

Remark 4.3 A formula φ(x̄; ȳ) is d-NIP if and only if {φ(M; b̄) : b̄ ∈ Mȳ} has VC-
dimension strictly less than d (as a set system on Mx̄ ). Note also that a subset A of a
group G is d-NIP if and only if the “formula” A(y · x) is d-NIP.

As in Corollary 3.19, one can use Fact 3.18 to show that NIP formulas are closed
under Boolean combinations, and that φ(x̄; ȳ) is NIP if and only if φ∗(ȳ; x̄) is NIP.

4.2 Locally compact type spaces

Definition 4.4 Given a set X , a ring of subsets of X is a nonempty collection R ⊆
P(X) that is closed under finite unions, intersections, and relative complements (i.e.,
if A, B ∈ R then A\B ∈ R).

Now letM∗ be a κ-saturated first-order structure for some sufficiently large cardinal
κ .We say that a set I is bounded if |I | < κ . Given variables x̄ , let Def x̄ (M∗) denote the
Boolean algebra of definable subsets of (M∗)x̄ . Recall that a subset of (M∗)x̄ is said to
be type-definable if it is an intersection of a bounded collection of definable sets. And
a subset of (M∗)x̄ is said to be ind-definable (also called ∨-definable) if it is a union
of a bounded number of definable sets. Note that if X is ind-definable as

⋃
i∈I Xi , and

Y is a definable subset of (M∗)x̄ which is a subset of X , then Y ⊆⋃
i∈I0 Xi for some

finite I0 ⊆ I (by saturation of M∗).
We now give some refinements in the light of the above notion of a ring of subsets.

Definition 4.5 Fix x̄ and let R be a subring of Def x̄ (M∗). Then a set X ⊆ Mx̄

is R-type-definable (resp., countably R-type-definable) if it is an intersection of
boundedly (resp., countably) many sets inR.

A set X ⊆ Mx̄ is R-ind-definable (resp., countably R-ind-definable) if it is a
union of boundedly (resp., countably) many sets in R.

In the previous definition, if R is the Boolean algebra of φ-definable sets, for
some formula φ(x̄; ȳ), then we replace R with φ in the above terminology. If R =
Def x̄ (M∗), then we omit it. In these two cases, we will also want to be more precise
with parameters.

Definition 4.6 Fix x̄ and B ⊆ M∗. Then X ⊆ (M∗)x̄ is type-definable (resp., count-
ably type-definable) over B if it is an intersection of boundedly (resp., countably)
many sets that are definable over B. These notions are relativized to a formula φ(x̄; ȳ)
over ∅ in the obvious way, and we also have the natural analogues with respect to
ind-definability.

Definition 4.7 Fix x̄ and let R be a subring of Def x̄ (M∗). A complete R-type is a
subset p ⊆ R such that:

123
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(i) ∅ /∈ p,
(ii) A ∈ p for some A,
(iii) if A, B ∈ p then A ∩ B ∈ p,
(iv) if A ∈ p and B ∈ R, with A ⊆ B, then B ∈ p, and
(v) for any A, B ∈ R, if A ∈ p and B /∈ p then A\B ∈ p.

We let S(R) denote the set of complete R-types. (We may omit the adjective
“complete”.)

Remark 4.8 S(R) is a totally disconnected locally compact Hausdorff space, with a
basis of compact-open sets given by [X ] = {p ∈ S(R) : X ∈ p} for all X ∈ R. Note
that every p ∈ S(R) is a partial type in the sense of the ambient structure M∗. On the
other hand once one picks a definable set X ∈ p, then p is determined by its restriction
to the Boolean algebra RX = {X ∩ A : A ∈ R} of subsets of X . In any case both
completeR-types andR-type definable sets will “concentrate” on some definable set
X ∈ R.

The previous remarks also connect the topology on S(R) to more familiar spaces
of types over Boolean algebras. Specifically, given X ∈ R, the type space S(RX ) is a
profinite space under the usual Stone topology. Given X ,Y ∈ R, if ∅ �= X ⊆ Y then
for any p ∈ S(RX ) there is a unique q ∈ S(RY ) such that p = {X ∩ A : A ∈ q}, and
this induces a continuous injective map from S(RX ) to S(RY ). These maps yield a
directed systemwhose direct limit is naturally identifiedwith S(R). The final topology
on S(R) induced by this direct system coincides with the topology described above.

Given a type p and a type-definable set X , we write p |� X to denote that p
implies (or concentrates on) X , i.e., any realization of p (perhaps in a larger model)
also realizes X when viewed as a partial type. If, moreover, p ∈ S(R) for some ringR,
and X isR-type-definable, then this means that p actually contains a small collection
of R-definable sets whose intersection is X .

Definition 4.9 Let X be a set and let R be a ring of subsets of X . An extended R-
Keisler measure is a nontrivial finitely additive R≥0 ∪ {∞}-valued measure on R.
AnR-Keisler measure is an R≥0-valued extended R-Keisler measure.

Now letR be a subring of Def x̄ (M∗) and let μ be an extendedR-Keisler measure.
(In the situation most interesting for us, the measure will be R≥0-valued.)

Definition 4.10 (1) An R-type p is μ-wide if μ(X) > 0 for any X ∈ p.
(2) An R-type-definable set X ⊆ M is μ-wide if μ(D) > 0 for any R-definable set

D ⊆ (M∗)x̄ containing X .

Fact 4.11 Suppose X ⊆ (M∗)x̄ isR-type-definable andμ-wide. Then there is aμ-wide
type p ∈ S(R) such that p |� X.

Proof Let F be the collection of R-definable subsets of (M∗)x̄ containing X . Fix
some X ∈ F , and let F X = {X ∩ Y : Y ∈ F} ⊆ F . By the usual standard exercise,
there is q ∈ S(RX ) such that F X ⊆ q and μ(Y ) > 0 for all Y ∈ q. Let p ∈ S(R) be
the unique lift of q. Then one easily checks that p is μ-wide and F ⊆ p. ��

123



Approximate subgroups with bounded VC-dimension 1015

4.3 Locally compact quotients

Let G∗ be a sufficiently saturated first-order expansion of a group. We work in G∗
(namely take M∗ from the previous section to be G∗). Suppose 
 ≤ G∗ is an ind-
definable subgroup of G∗, and � ≤ 
 is a type-definable bounded index subgroup
of 
. We use 
/� for the set of left cosets of � in 
. Let π : 
 → 
/� be the
canonical quotient map. Then 
/� is a locally compact Hausdorff space under the
logic topology, in which a subset C ⊆ 
/� is closed if and and only if π -1(C)∩ X is
type-definable for any definable set X ⊆ 
. The verification of this claim is a standard
exercise (see [17, Section 7] and [42, Section 4] for details in a slightly restricted
setting). When 
 is actually definable, then 
/� is compact, and this situation is
covered in detail in [19] and [25], for example. The following are some other useful
exercises.

Fact 4.12 Suppose 
 ≤ G∗ is ind-definable, and � ≤ 
 is type-definable of bounded
index.

(a) A set K ⊆ 
/� is compact if and only if π -1(K ) is type-definable.
(b) A set K ⊆ 
/� is compact-open if and only if π -1(K ) is definable.
(c) If X ⊆ 
 is type-definable then π(X) is compact.
(d) If X ⊆ 
 is definable thenU = {a� ∈ 
/� : a� ⊆ X} is open, andπ -1(U ) ⊆ X.
(e) If 
 is countably ind-definable and � is countably type-definable, then 
/� is

second countable.
(f) If � is a normal subgroup of 
, then 
/� is a topological group.

We can recast the logic topology on 
/� in terms of the topology on types over
rings of definable sets. First, we set some notation.

Definition 4.13 SupposeR is subring of Def(G∗), 
 is anR-ind-definable subgroup
of G∗, � is an R-type-definable bounded-index subgroup of 
, and R is left-
-
invariant. Then every p ∈ S(R) determines (i.e., implies) a unique left coset a� of �

in 
. We let τ(p) denote this left coset a�, yielding a function τ : S(R) → σ/�.

The existence of τ above is immediate due to our convention that � (and every left
coset a�) is R-type definable (i.e., by a bounded collection of formulas compared to
the saturation ofG∗) and that p is a completeR-type (overG∗). Namely, our saturation
condition on G∗, and the bounded index assumption, implies that every coset of � in

 (in a bigger model) has a representative in G∗, whereby if a realizes p in a bigger
model, then a is in the same coset of � as some b in G∗ and this information is part
of the type p.

Proposition 4.14 Let R be a subring of Def(G∗). Suppose 
 is an R-ind-definable
subgroup of G∗, � is an R-type-definable bounded-index subgroup of 
, and R is
left-
-invariant. Then the logic topology on 
/� is the finest topology for which
τ : S(R) → 
/� is continuous.

Proof We will only prove that τ is continuous (which is all we need in subsequent
results), and leave the rest as an exercise.
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Suppose that C is closed in the logic topology, and fix p /∈ τ -1(C). Then τ(p) ∩
π -1(C) = ∅ and so, by saturation and since τ(p) is R-type-definable, there is some
X ∈ R such that τ(p) ⊆ X and X ∩ π -1(C) = ∅. So [X ] is an open set in S(R),
which contains p and is disjoint from τ -1(C). ��

Our main results will require us to “localize” the topology on 
/� to particular
formulas. In particular, we will need the following result.

Theorem 4.15 Let R be a subring of Def(G∗). Suppose 
 is an R-ind-definable
subgroup of G∗, � is an R-type-definable bounded-index subgroup of 
, and R
is left-
-invariant. Then a set C ⊆ 
/� is closed if and only if X ∩ π -1(C) is
R-type-definable for any R-definable set X ⊆ 
.

Proof Let π : 
 → 
/� be the quotient map. The following claim can be proved via
a straightforward generalization of [8, Lemma 4.1].
Claim If X ⊆ 
 is type-definable then π -1(π(X)) isR-type-definable.

Now fix a definable set X ⊆ 
, and set K = π(X) ⊆ 
/�. Then K is compact
by Fact 4.12. Define the R-topology on K by declaring C ⊆ K to be R-closed if
π -1(C) isR-type-definable. We claim that this defines a compact Hausdorff topology
on K . The verification of this nearly identical to the case of the logic topology (e.g.,
following [19]), and crucially relies on the claim above. Note that anyR-closed subset
of K is closed, and so the induced logic topology on K refines theR-topology. Since
both topologies are compact and Hausdorff, they must coincide.

Nowwe prove the theorem. The left-to-right implication follows immediately from
the fact that 
 isR-ind-definable.

For the other direction, suppose C ⊆ 
/� is closed and fix an R-definable set
X ⊆ 
. Then C ′ = C ∩ π(X) is a closed subset of π(X), and hence is R-closed
by the above. So π -1(C ′) is R-type-definable. Since X ∩ π -1(C) = X ∩ π -1(C ′), it
follows that X ∩ π -1(C) isR-type-definable. ��
Remark 4.16 Given the previous theorem, it is easy to verify the analogous localization
of Fact 4.12 to a specific ring R.

Definition 4.17 Suppose 
 ≤ G∗ is ind-definable. A definable set X ⊆ 
 is left
(resp., right) generic in 
 if any definable subset of 
 is covered by finitely many
left (resp., right) translates of X .

Our use of the word generic followsDefinition 7.2 in [17]. In some sources, a subset
X of an abstract group G is called (left) generic if G can be covered by finitely many
(left) translates of X , and so the reader should make a note of this distinction.

Remark 4.18 Suppose 
 ≤ G∗ is ind-definable, and � ≤ 
 is type-definable of
bounded index. Then, by saturation and compactness, any definable subset of 


containing � is left and right generic in 
.

Remark 4.19 In the subsequent results, we will consider ind-definable subgroups of
the form 
 = 〈A〉 for some definable set A ⊆ G∗. In this case, a definable set X ⊆ 


is left (resp., right) generic in 
 if and only if A±m is covered by finitely many left
(resp., right) translates of X for all m ≥ 1.
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4.4 Pseudofinite sets and NIP formulas

We now review some terminology and facts about pseudofinite sets and pseudofinite
counting measures. For simplicity, we work in the precise setting that will be used
later to prove our main results. Specifically, let (Mi )i∈I be a collection of first-order
structures in a common language, where I is some index set. Let U be an ultrafilter
over I and set M = ∏

U Mi . A set X ⊆ M is internal if X = ∏
U Xi for some

sequence (Xi )i∈I with Xi ⊆ Mi for all i ∈ I . Note that any definable subset of M
is internal. An internal set X ⊆ M is pseudofinite if X = ∏

U Xi where each Xi is
finite.

Given a sequence (ri )∈I in the extended nonnegative real line R := R≥0 ∪ {∞},
there is a unique s ∈ R such that limU ri = s, i.e., {i ∈ I : |ri − s| < ε} ∈ U for all
ε > 0 (here we set∞−∞ = 0). If X ⊆ M is nonempty, internal, and pseudofinite,
then we define the X -normalized pseudofinite counting measure, denotedμX , such
that, given an internal set A = ∏

U Ai , μX (A) = limU |Ai |/|Xi |. Then μX is an
extended Keisler measure over the Boolean algebra of internal subsets of M . For the
subsequent results, we will need to lift μX to elementary extensions of M . To do
this, we expand M by a sort for (R,+,<) and, for any formula φ(x; ȳ) and any
pseudofinite definable set X ⊆ M , a function f Xφ from the ȳ sort in M to the R sort,

which is interpreted as b̄ �→ μX (φ(M; b̄)). From now on, we view M as a structure
in this expanded language.5

Now let M∗ be an elementary extension of M in this expanded language. Then in
the R sort we have an elementary extension R∗ of R, which can be equipped with the
usual standard part map, denoted st, on elements in R∗ of finite absolute value. We
extend st to all of R∗ by setting st(x) = ∞ for any infinite x ∈ R∗.

Given X ⊆ M∗, we let X(M) denote X ∩ M . A definable set X ⊆ M∗ is
pseudofinite if X is definable over M and X(M) is pseudofinite. Given a pseud-
ofinite definable set X ⊆ M∗, we define the X -normalized pseudofinite counting
measure μX on Def(M∗) such that, given a formula φ(x; ȳ) and b̄ ∈ (M∗)ȳ ,
μX (φ(M∗; b̄)) = st( f X(M)

φ (b̄)). Then μX is an extended Def(M∗)-Keisler measure,
and μX (X) = 1. Moreover, μX (A) = μX (A(M)) for any A ⊆ M∗ definable over M
(where μX (A(M)) is computed in M). This is one of the reasons why we will take
some care to keep track of definability of certain objects over M .

For the rest of the paper, when we say that a structure is sufficiently saturated, we
will work in this expanded language for pseudofinite counting measures, and assume
that M∗ is an elementary extension of an ultraproduct M as above. When considering
expansions of groups, we will use G∗ and G instead of M∗ and M .

The next proposition describes the definability and finite satisfiability properties of
the measures μX with respect to NIP formulas.

Proposition 4.20 Suppose φ(x; ȳ) is an NIP formula, and X ⊆ M∗ is definable and
pseudofinite. Let Y = {b̄ ∈ (M∗)ȳ : φ(M∗; b̄) ⊆ X}, and fix ε > 0.

(a) There is a finite set F ⊆ X such that, if b̄ ∈ Y and μX (φ(x; b̄)) > ε, then
φ(M∗; b̄) ∩ F �= ∅.

5 To avoid ambiguity in words like “definable”, one can iterate the expansion by the symbols f Xφ .
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(b) There is a set D ⊆ (M∗)ȳ , which is countably φ∗-type-definable over X, such
that, given b̄ ∈ Y , μX (φ(x; b̄)) ≤ ε if and only if b̄ ∈ D.

If, moreover, φ(x; ȳ) is over M, then in part (a) we may assume F ⊆ X(M), and in
part (b) we may assume that D is countably φ∗-type-definable over X(M).

Proof This is a consequence of Theorem3.16 andŁoś’s Theorem. (See also [8, Section
2], which deals with the case that M∗ is pseudofinite and X = M∗.) ��

Finally, we state a pseudofinite analogue of Theorem 3.17.

Proposition 4.21 Let φ(x; ȳ) be a d-NIP formula. Suppose X ⊆ M∗ is definable and
pseudofinite, and Y ⊆ (M∗)ȳ is a definable set such that φ(M∗, b̄) ⊆ X for all b̄ ∈ Y .
Fix p ≥ q ≥ 2d+1 and suppose that for any b̄1, . . . , b̄p ∈ Y there is I ⊆ [p] with
|I | = q such that

⋂
i∈I φ(M∗; b̄i ) �= ∅. Then there is a finite set F ⊆ X such that,

for any b̄ ∈ Y , φ(M∗; b̄) ∩ F �= ∅.
Proof This can be seen by applying Theorem 3.17 to the finite sets Xi (of which X is
the ultraproduct) and then again applying Łoś’s Theorem. ��

5 The NIP stabilizer theorem

In this section we let G∗ be a sufficiently saturated first-order structure expanding a
group. So we work over a fixed ultraproduct G =∏

U Gi ≺ G∗, where each Gi is an
expansion of a group in a common language. The next definition provides analogues
of some notions from Sect. 3.1.

Definition 5.1 Suppose A ⊆ G∗ is definable.

(1) A has finite tripling if it is pseudofinite and μA(A3) <∞.
(2) A is an approximate group if A is symmetric and A2 can be covered by finitely

many left translates of A.

In our earlier definition of a subset A of a groupG having k-tripling (Definition 3.1)
there was an inbuilt assumption that A was finite. As we have nowmoved to a “pseud-
ofinite setting”, this is reflected in the previous definition with the inbuilt assumption
that A is pseudofinite (but possibly infinite). So the reader should be aware of this
ambiguity, which can always be clarified by taking note of the surrounding context.

Note that a symmetric definable set A ⊆ G∗ is an approximate group if and only if
A is left generic in 〈A〉. Recall also that if A ⊆ G∗ is definable and pseudofinite then
A(G) =∏

U Ai , where each Ai ⊆ Gi is finite. In this case, one can check that A has
finite tripling if and only if there is some k ≥ 1 such that the set of i ∈ I , for which
Ai has k-tripling, is in U . Similarly, A is an approximate group if and only if there is
some k ≥ 1 such that the set of i ∈ I , for which Ai is a k-approximate group, is in U .
Applying Theorem 3.2, we obtain the following conclusion.

Corollary 5.2 Suppose A ⊆ G∗ is definable and pseudofinite with finite tripling. Then
μA(A±n) <∞ for all n ≥ 1, and A±2 is an approximate group.
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Consequently, a pseudofinite definable set A ⊆ G∗ with finite tripling gives rise
to a “locally pseudofinite” ind-definable subgroup 〈A〉. In particular, if X ⊆ 〈A〉 is
definable then, by saturation, X ⊆ A±n for some n ≥ 1, and thusμA(X) <∞ (which
implies X is pseudofinite if X is definable over G).

In this setting, a simplified version of Hrushovski’s stabilizer theorem from [16] is
as follows: If A ⊆ G∗ is definable and pseudofinite with finite tripling, then there is
a type-definable bounded-index normal subgroup � of 〈A〉 such that � ⊆ A±8. Note
that this statement can be viewed as a pseudofinite Freiman–Ruzsa property, in the
same sense as discussed at the start of Sect. 1.2. Hrushovski’s approach is based on the
general theory of stabilizers of types in definable groups, and “type-definability” of �

is in the sense of a similarly expanded language formeasures. In [5], Breuillard, Green,
and Tao provide a different proof based on a combinatorial argument of Sanders [29].
This approach was later modified byMassicot andWagner [21] in order to remove the
necessity of expanding the language. In [6], the first author used similar modifications
to obtain � ⊆ A2A−2 ∩ A−2A2 ∩ (AA-1)2 ∩ (A-1A)2.

Thegoal of this section is to prove a stronger versionof the above statement under the
assumption that A is NIP. In particular, we will exhibit stronger definability properties
for �, and also that � ⊆ AA-1 ∩ A-1A.

Definition 5.3 Suppose A ⊆ G∗ is definable and pseudofinite. Given ε ≥ 0 and a
definable set X ⊆ G∗, define

Stab�
A,ε(X) = {g ∈ G∗ : μA(gX 	X) ≤ ε}, and

StabrA,ε(X) = {g ∈ G∗ : μA(Xg	X) ≤ ε}.

Set Stab�
A(X) = Stab�

A,0(X) and StabrA(X) = StabrA,0(X).

Proposition 5.4 Suppose A, X ⊆ G∗ are definable, and A is pseudofinite.

(a) For any ε ≥ 0, Stab�
A,ε(X) and StabrA,ε(X) are symmetric subsets of G∗.

(b) Stab�
A(X) and StabrA(X) are subgroups of G∗.

(c) If 0 ≤ ε < μA(X) then Stab�
A,ε(X) ⊆ XX-1 and StabrA,ε(X) ⊆ X-1X.

Proof Part (a) follows from bi-invariance of μA, and part (b) then follows from finite
additivity. For part (c), note that if μA(gX 	X) < μA(X) then μA(gX ∩ X) > 0, and
so gX ∩ X �= ∅, i.e. g ∈ XX -1. The other inclusion is similar. ��

Next we investigate the behavior of these stabilizer subgroups when the set A in
question is NIP. First, we note a pseudofinite analogue of Theorem 3.20.

Corollary 5.5 Suppose A ⊆ G∗ is definable, NIP, and pseudofinite with finite tripling.
Then for all m ≥ 2 there are finite Em, Fm ⊆ A(G)±(m+1) such that A±m ⊆ Em A ∩
AFm. In particular, A±1 is an approximate group.

Proof For m = 2, transfer Theorem 3.20 to the pseudofinite setting. Then proceed by
induction. ��
Notation 5.6 We letRA,R�

A, andRr
A denote the rings of subsets of 〈A〉 generated by

{gAh : g, h ∈ 〈A〉}, {gA : g ∈ 〈A〉}, and {Ag : g ∈ 〈A〉}, respectively.
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Given a pseudofinite definable set A ⊆ G∗, we say that X ⊆ 〈A〉 is RA-definable
over G if X ∈ RA and X is definable over G. Note that X is RA-definable over G
if and only if it is in the ring generated by {gAh : g, h ∈ 〈A(G)〉}. We formulate
analogous notions withRA replaced byR�

A orRr
A in the obvious way. A consequence

of the previous corollary is that if A ⊆ G∗ is definable, NIP, and pseudofinite with
finite tripling, then 〈A〉 is countablyR�

A-ind-definable over G and countablyRr
A-ind-

definable over G.

Lemma 5.7 Suppose A ⊆ G∗ is definable, NIP, and pseudofinite with finite tripling.
Then Stab�

A(A) and StabrA are bounded-index subgroups of 〈A〉. Moreover, Stab�
A(A)

is countablyRr
A-type-definable over G, and StabrA(A) is countablyR�

A-type-definable
over G.

Proof We just consider Stab�
A(A) (the proof for StabrA(A) is similar). Note first that

Stab�
A(A) = ⋂

ε>0 Stab
�
A,ε(A), and so it suffices to fix 0 < ε < 1, and show that

S := Stab�
A,ε(A) is countably Rr

A-type-definable over G and left generic in 〈A〉.
For any m ≥ 1, A±m is definable and pseudofinite. If we set tm = μA(A±m) then

1 ≤ tm < ∞ by Corollary 5.2, and μA = tmμA±m . Let θ(x; y) denote the formula
A(y · x)	 A(x), and note that θ(x; y) is NIP. By Corollary 5.5, there is a finite set
F ⊆ A(G)±3 such that A±2 ⊆ AF . So S ⊆ AF by Proposition 5.4(c) and since
ε < 1. Set Y = {b ∈ G∗ : θ(G∗; b) ⊆ A±5}. Then S ⊆ A±2 ⊆ AF ⊆ A±4 ⊆ Y , and
so S = {g ∈ AF : μA±5(θ(x; g)) ≤ ε/t5}. By Proposition 4.20(b), S = D ∩ AF for
some set D ⊆ G∗, which is countably θ∗-type-definable over A(G)±5. Note that any
set, which is θ∗-definable over A(G)±5, is a Boolean combination of right translates
of A by elements in A(G)±5. So S is countably Rr

A-type-definable over G.
Finally, we fix m ≥ 1 and show that X := A±m can be covered by finitely many

left translates of S. Let φ(x; y1, y2) denote the formula A(y-11 · x)	 A(y-12 · x). Then
φ(x; y1, y2) is NIP, and if b1, b2 ∈ A±m then φ(G∗; b1, b2) ⊆ X . By Proposition
4.20(a), there is a finite set F ⊆ X such that if b1, b2 ∈ A±m and μX (φ(x; b1, b2)) >

ε/tm+1, then φ(G∗; b1, b2) ∩ F �= ∅. Define an equivalence relation ∼ on A±m such
that g ∼ h if F ∩ gA = F ∩ hA. Since F is finite, we can choose representatives
g1, . . . , gn ∈ A±m of all ∼-classes in A±m . Now fix b ∈ A±m . Then b ∼ gi for some
i ≤ n, which implies φ(G∗; b, gi ) ∩ F = ∅. So μA(g-1i bA	 A) = μA(bA	gi A) =
tm+1μX (φ(x; b, gi )) ≤ ε, and thus we have g-1i b ∈ S, i.e., b ∈ gi S. Altogether,
A±m ⊆ g1S ∪ · · · ∪ gnS. ��
Definition 5.8 Given a pseudofinite definable set A ⊆ G∗, define

��
A =

⋂
g∈〈A〉 Stab�

A(gA) and �r
A =

⋂
g∈〈A〉 StabrA(Ag).

We now consider stabilizers of types. Note that if A ⊆ G∗ is definable, then 〈A〉
acts by left and right translation on the space S(RA) of (complete) RA-types.

Definition 5.9 Suppose A ⊆ G∗ is definable and pseudofinite. Given p ∈ S(RA),
define the stabilizers

Stab�
A(p) = {g ∈ 〈A〉 : gp = p} and StabrA(p) = {g ∈ 〈A〉 : pg = p}.
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Lemma 5.10 Suppose A ⊆ G∗ is definable and pseudofinite. Fix p ∈ S(RA) and
� ∈ {�, r}.
(a) If p is μA-wide then ��

A ≤ Stab�
A(p).

(b) Stab�
A(p) is contained in any RA-type-definable bounded-index subgroup of 〈A〉.

Proof We consider the case when � is � (the other case is similar).
Part (a). Assume p is μA-wide and fix x ∈ ��

A. For a contradiction, suppose
x /∈ Stab�

A(p). Since x ∈ 〈A〉 (by Proposition 5.4(c)), we have xp �= p, and so
there are g, h ∈ 〈A〉 such that xgAh	gAh ∈ p. So μA(xgAh	gAh) > 0, i.e.,
μA(xgA	gA) > 0, and thus x /∈ Stab�

A(gA), which contradicts x ∈ ��
A.

Part (b). Let � be anRA-type-definable bounded-index subgroup of 〈A〉. Let C be
the unique right coset of � such that p |� C . Then for any x ∈ Stab�

A(p), we have
p |� xC ∩ C , which implies xC ∩ C �= ∅, and thus x ∈ �. ��

We can now state and prove the main result of this section.

Theorem 5.11 Suppose A ⊆ G∗ is definable, NIP, and pseudofinite with finite tripling.

(a) 〈A〉 has a smallestRA-type-definable subgroup of bounded-index, denoted �A.
(b) �A is countably RA-type-definable over G and normal in 〈A〉.
(c) �A = ��

A = �r
A and �A ⊆ AA-1 ∩ A-1A.

(d) If p ∈ S(RA) is μA-wide, then �A = Stab�
A(p) = StabrA(p).

Proof We first show that ��
A is anRA-type-definable bounded-index normal subgroup

of 〈A〉, which is contained in AA-1. Note first that ��
A ⊆ AA-1 by Proposition 5.4(c).

Let H = Stab�
A(A). If g ∈ G∗ then Stab�

A(gA) = gHg-1, and so��
A =

⋂
g∈〈A〉 gHg-1.

So it follows from Lemma 5.7 that ��
A is anRA-type-definable bounded-index normal

subgroup of 〈A〉.
By a similar argument,�r

A is anRA-type-definable bounded-index normal subgroup
of 〈A〉, which is contained in A-1A.

Now let p ∈ S(RA) be μA-wide (note that such types exist by Fact 4.11). By
Lemma 5.10, we have

��
A ≤ Stab�

A(p) ≤ �r
A ≤ StabrA(p) ≤ ��

A,

and so ��
A, �r

A, Stab
�
A(p), and StabrA(p) are all the same group. It also follows from

Lemma5.10 that this group is the smallestRA-type-definable bounded-index subgroup
of 〈A〉. Thus we have the group �A described in part (a). It remains to show that �A

is countably RA-type-definable over G. For this, we first note that, by part (a), �A is
automorphism invariant with respect to the group language expanded by a formula
defining A. It follows that�A is countably type-definable over ∅. A standard saturation
argument then shows that �A is countablyRA-type-definable overG (indeed, over any
model M ≺ G∗). ��

One could also denote �A by 〈A〉00RA
(the type-definable connected component of

〈A〉 with respect to the ringRA of formulas, or definable sets).
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Remark 5.12 It follows from the proof of the previous theorem that if A ⊆ G∗
is definable, NIP, and pseudofinite with finite tripling, then �A coincides with⋂

g∈I g Stab�
A(A)g-1 and

⋂
g∈I g StabrA(A)g-1 for some countable I ⊆ 〈A(G)〉.

If 〈A〉 is abelian, then we can further conclude �A = Stab�
A(A) = StabrA(A). But

this can fail in general. For example, suppose G∗ is pseudofinite and H is a non-
normal finite-index definable subgroup of G∗. Let A = aH where a ∈ G∗ is such
that aHa-1 �= H . Then A is NIP and has finite tripling, but Stab�

A(A) = aHa-1 and
StabrA(A) = H .

6 Measures and domination

The goal of this section is to prove Theorem 6.12. Roughly speaking, this result
says that if G∗ is a sufficiently saturated group and A ⊆ G∗ is definable, NIP, and
pseudofinite with finite tripling, then the collection of cosets C of �A in 〈A〉, such that
both C ∩ A and C\A are μA-wide, is Haar null as a subset of the locally compact
group 〈A〉/�A. This will be the origin for condition (iii) of our main result (Theorem
2.1).

In the special case that 〈A〉 is definable (which, in particular, implies that 〈A〉 is
pseudofinite and 〈A〉/�A is compact), the analogue of Theorem 6.12 was proved by
the authors in [8]. The proof in this case will follow a similar strategy, and most of
the work will involve adapting various tools and techniques to the setting of locally
compact groups.

6.1 Measures

Let G∗ � G = ∏
U Gi be a sufficiently saturated group. Note that if A ⊆ G∗ is

definable and pseudofinite with finite tripling, then the A-normalized pseudofinite
counting measure μA is a bi-invariant Keisler measure on Def(〈A〉). In particular, the
finite tripling assumption ensures that μA is R≥0-valued on Def(〈A〉).

The first main result of this section (Lemma 6.2 below) will require the following
standard Borel–Cantelli-type result about probability measures.

Fact 6.1 For any ε > 0 and q ≥ 1, there are δ > 0 and p ≥ 1 such that the following
holds. Let B be a Boolean algebra and ν be a finitely additive probability measure on
B. Suppose x1, . . . , xp ∈ B are such that ν(xi ) ≥ ε for all i ∈ [p]. Then there is a
q-element set I ⊆ [p] such that ν(

∧
i∈I xi ) ≥ δ.

For the rest of this section, we fix a definable, NIP, pseudofinite set A ⊆ G∗ with
finite tripling.

Lemma 6.2 Given X ∈ RA, the following are equivalent:

(i) X is left generic in 〈A〉,
(ii) X is right generic in 〈A〉,
(iii) μA(X) > 0.

So a type p ∈ S(RA) is μA-wide if and only if every X ∈ p is (left) generic in 〈A〉.
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Proof Note that (i) ⇒ (iii) and (ii) ⇒ (iii) follow immediately from finite additivity
and invariance of μA.

(iii) ⇒ (i). The argument is similar to Theorem 3.20. Suppose μA(X) > 0. Fix
m ≥ 1. We want to find a finite set F ⊆ 〈A〉 such that A±m ⊆ FX . Without
loss of generality, we can assume X ⊆ A±m . Since A has finite tripling, we have
μAA±m (A) > 0 and so, for any b ∈ G∗,

μAA±m (Xb) = μAA±m (X) = μA(X)μAA±m (A) > 0.

Let φ(x; y) be the formula X(x · y). Then φ(x; y) is NIP and, if b ∈ A±m , then
φ(G∗, b) ⊆ AA±m . By Proposition 4.20(a), there is a finite set F ⊆ AA±m such that
if b ∈ A±m then Xb-1 ∩ F �= ∅. So A±m ⊆ F -1X .

(iii) ⇒ (ii). One can use a similar strategy as in (iii) ⇒ (i), except applied to the
formula X(y · x). ��

We call a set X ∈ RA generic if it satisfies the equivalent conditions of the previous
corollary. We will also refer to μA-wide types in S(RA) as generic, and let Sg(RA)

denote the set of generic RA-types.

Remark 6.3 The set Sg(RA) is (topologically) closed in S(RA), since any non-generic
RA-type contains a non-generic set in RA. In fact, by modifying the usual argument
for Boolean algebras (e.g., [23, Lemma 1.7]), one can show that if p ∈ Sg(RA) then
Sg(RA) is the closure of the orbit {gp : g ∈ 〈A〉}.

Let GA = 〈A〉/�A, and let π : 〈A〉 → GA be the quotient map. Recall that GA is a
second countable locally compact Hausdorff group under the logic topology defined
in Sect. 4.3.

Definition 6.4 Given X ∈ RA and p ∈ Sg(RA), define

B
p
X = {a�A ∈ GA : X ∈ ap}.

Note that Bp
X is well-defined since �A = Stab�

A(p) by Theorem 5.11(d).

The next lemma shows that the set Bp
X defined above is Borel (of low complexity).

This relies on the “local NIP” version of Borel definability for invariant types, proved
by Simon in [33].

Lemma 6.5 If X ∈ RA and p ∈ Sg(RA), then B
p
X is Fσ and Gδ in GA.

Proof We first note that it suffices to show that Bp
X is Fσ for all X ∈ RA and

p ∈ Sg(RA). Indeed, suppose this holds. By Corollary 5.5, we can write 〈A〉 =⋃∞
m=1 Ym , where Ym ∈ RA. Now, given X ∈ RA and p ∈ Sg(RA), we have

GA\Bp
X =

⋃∞
m=1 B

p
Ym\X , which is Fσ , and so Bp

X is Gδ .

Now fix X ∈ RA and p ∈ Sg(RA). Let D ∈ p be arbitrary. If a ∈ π -1(B
p
X ) then

p |� a-1X ∩ D, and so we have π -1(B
p
X ) ⊆ Y := XD-1. Let Z = Y ∪Y -1X , and note

that Z is definable. By Proposition 4.20(a), there is a countable set E ⊂ G∗ such that
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for any ε > 0, if a1, a2 ∈ Y and μA(a-11 X\a-12 X) > 0, then (a-11 X\a-12 X) ∩ E �= ∅.
Without loss of generality, we may assume that E ⊆ Y -1X ⊆ Z .

We now define a new first-order structure Z = (Z;UY , RX ) with universe Z ,
a unary relation UY interpreted as Y , and a binary relation RX (x, y) interpreted as
X(x · y). Note that Z is interpretable in G∗. Working for now with respect to Th(Z),
let φ(x; y) denote the NIP formula RX (y, x) ∧ UY (y). Then there is a complete φ-
type p0 ∈ Sφ(Z) such that, given a ∈ Z , φ(x; a) ∈ p0 if and only if a-1X ∈ p.
Let M ≺ Z be a countable submodel such that E ⊆ M . We claim that p0 is M-
invariant. For a contradiction, suppose we have a1, a2 ∈ Z such that a1 ≡M a2 and
φ(x; a1),¬φ(x; a2) ∈ p0. Thena1 ∈ Y , which impliesa2 ∈ Y , and thusa-11 X\a-12 X ∈
p. Since p is generic, there is some m ∈ E ⊆ M such that m ∈ a-11 X\a-12 X . So
Z |� RX (a1,m) ∧ ¬RX (a2,m), which contradicts a1 ≡M a2.

Let S = {q ∈ Sy(M) : φ(x; a) ∈ p0 for some/any a |� q}. By [33, Theorem
0.1], S is an Fσ set in Sy(M). So if W = {a ∈ Z : a |� q for some q ∈ S}, then
we can write W = ⋃∞

n=0 Wn , where Wn ⊆ Z is type-definable (over M). It is also
straightforward to show thatW = π -1(B

p
X ) (recall that π -1(B

p
X ) ⊆ Y by assumption).

Now we return to the structure G∗. Note that each set Wn above is type-definable
(with respect to G∗) since X , Y , and Z are all definable. So each π(Wn) ⊆ GA is
closed by Fact 4.12(c), and thus Bp

X =
⋃∞

n=0 π(Wn) is Fσ . ��
Definition 6.6 Let η be a Haar measure on GA. Given p ∈ Sg(RA) and X ∈ RA,
define ηp(X) = η(B

p
X ). (This is well-defined by Lemma 6.5.)

Proposition 6.7 Let η be a Haar measure on GA and suppose p ∈ Sg(RA). Then ηp

is a left-〈A〉-invariant RA-Keisler measure.

Proof We clearly have ηp(∅) = 0. If X ,Y ∈ RA then Bp
X∪Y = B

p
X ∪B

p
Y and Bp

X∩Y =
B
p
X∩Bp

Y , and so finite additivity of ηp is inherited from additivity of η. Also, if X ∈ RA

and g ∈ 〈A〉 then B
p
gX = g� · Bp

X , and so ηp(gX) = ηp(X) by left-invariance of η.
Next, we show that ηp isR≥0-valued. First, fix X ∈ RA, and let Y ∈ p be arbitrary.

Then (as in the proof of Lemma 6.5) we have Bp
X ⊆ π(XY -1), which is compact Fact

4.12(c). Therefore ηp(X) ≤ η(π(XY -1)) <∞.
Finally, we show that ηp is nontrivial. Fix X ∈ RA such that �A ⊆ X . Let U =

{a�A ∈ GA : a�A ⊆ X}. Then U is nonempty by assumption, and open by Fact
4.12(d). So η(U ) > 0. Moreover, if a�A ∈ U then, since ap |� a�A, it follows that
X ∈ ap, i.e., a�A ∈ B

p
X . So U ⊆ B

p
X , and thus we have ηp(X) > 0. ��

6.2 Generic locally compact domination

Before returning to the setting of the previous section, we first state a result of Simon
[34], which is central to the proof of Theorem 6.12.

Definition 6.8 LetG be a locally compact group and let η be a Haar measure onG. A
Borel set W ⊆ G is pointwise large if η(W ∩U ) > 0 for any open set U ⊆ G such
that W ∩U �= ∅.

Note that whether a Borel set is pointwise large is independent of the choice of
Haar measure. The next result is Theorem 3.7 of [34].
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Theorem 6.9 (Simon [34]) Let G be a locally compact second countable group, and
suppose B ⊆ G is an NIP set such that both B and G\B are Fσ and pointwise large.
Then ∂B is Haar null.

We now continue to fix a sufficiently saturated group G∗ and an NIP pseudofinite
definable set A ⊆ G∗ with small tripling. Let GA and π : 〈A〉 → GA be as above.
Recall that we also have a well-defined continuous surjective map τ : S(RA) → GA

such that p |� τ(p) for any p ∈ S(RA).

Definition 6.10 Given X ∈ RA, define EX to be the set of cosets a�A ∈ GA such that
both �A ∩ X and �A\X are μA-wide.

Note that, by Fact 4.11, a coset a�A is in EX if and only if there are q, q ′ ∈ Sg(RA)

such that q |� a�A ∩ X and q ′ |� a�A\X .
Lemma 6.11 Suppose X ∈ RA and p ∈ Sg(RA) is such that p |� �A.

(a) B
p
X is NIP in GA.

(b) B
p
X and GA\Bp

X are pointwise large.
(c) EX is compact.
(d) EX ⊆ ∂B

p
X .

Proof Part (a). Fix X ∈ RA and p ∈ Sg(RA). We want to bound the VC-dimension
of S = {Bp

gX : g ∈ 〈A〉}. So suppose S shatters {a1�A, . . . , an�A} ⊆ GA. Then for

any I ⊆ [n] we can choose gI ∈ 〈A〉 such that ai�A ∈ B
p
gI X

if and only if i ∈ I .

In other words, for i ∈ [n], we have a-1i gI X ∈ p if and only if i ∈ I . It follows that
there is some b ∈ 〈A〉 such that, for i ∈ [n], b ∈ a-1i gI X if and only if i ∈ I . So
{gX : g ∈ 〈A〉} shatters {a1b, . . . , anb}. Altogether, VC(S) ≤ VC({gX : g ∈ 〈A〉}),
and so VC(S) <∞ since X is NIP (by Corollary 3.19).

Part (b). We first considerBp
X . SupposeU ⊆ GA is open andB

p
X ∩U �= ∅. We show

η(B
p
X ∩ U ) > 0. Fix a�A ∈ B

p
X ∩ U . Let K = τ -1({a�A}) and V = τ -1(U ). Then

K is closed, and contained in [Y ] for any Y ∈ RA containing a�A. In particular, K is
compact. Since V is open, and K ⊆ V , there is some Y ∈ RA such that K ⊆ [Y ] ⊆ V .
Note that X ∈ ap since a�A ∈ B

p
X , and Y ∈ ap since ap |� a�A. So X ∩ Y ∈ ap.

Since ap is generic, we have ηp(X ∩ Y ) > 0 by Proposition 6.7, which implies
η(B

p
X ∩ B

p
Y ) > 0. Thus it suffices to show that Bp

Y ⊆ U . So fix g�A ∈ B
p
Y . Then

Y ∈ gp, i.e., gp ∈ [Y ] ⊆ V = τ -1(U ). So g�A = τ(gp) ∈ U .
Now, for G\Bp

X , recall from the proof of Lemma 6.5 that G\Bp
X =

⋃∞
m=1 B

p
Ym\X

for some Ym ∈ RA. By the above argument, each B
p
Ym\X is pointwise large, which

implies that G\Bp
X is pointwise large.

Part (c). Choose an arbitrary set D ∈ RA such that X�A ⊆ D. We claim that

EX = τ(Sg(RA) ∩ [X ]) ∩ τ(Sg(RA) ∩ [D\X ]).

To see this, first suppose a�A = τ(q) = τ(q ′) for some q ∈ Sg(RA) ∩ [X ] and
q ′ ∈ Sg(RA) ∩ [D\X ]. Then q |� a�A ∩ X and q ′ |� a�A ∩ D\X . In particular,
a�A ∩ X �= ∅, which implies a�A ⊆ D. So a�A ∩ D\X = a�A\X , which yields
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1026 G. Conant, A. Pillay

a�A ∈ EX . Conversely, if a�A ∈ EX then there are q, q ′ ∈ Sg(RA) such that q |�
a�A ∩ X and q ′ |� a�A\X . This again implies that a�A\X = a�A ∩ D\X , and so
q ∈ Sg(RA) ∩ [X ], q ′ ∈ Sg(RA) ∩ [D\X ], and a�A = τ(q) = τ(q ′).

Now, since Sg(RA) ∩ [X ] and Sg(RA) ∩ [D\X ] are both compact (recall Remark
6.3), and τ is continuous, it follows that EX is compact.

Part (d). Fix a�A ∈ EX , and let U ⊆ GA be an open neighborhood of a�A. Fix
q, q ′ ∈ Sg(RA) such that q |� a�A ∩ X and q ′ |� a�A\X . So q, q ′ ∈ τ -1({a�A}) ⊆
τ -1(U ), and thus τ -1(U )∩[X ] is an open neighborhood of q and τ -1(U )\[X ] is an open
neighborhood of q ′. By Remark 6.3, there are g, g′ ∈ 〈A〉, such that gp ∈ τ -1(U )∩[X ]
and g′ p ∈ τ -1(U )\[X ]. Since p |� �A, we have g�A, g′�A ∈ U . Also, since X ∈ gp
and X /∈ g′ p, we have g�A ∈ B

p
X and g′�A /∈ B

p
X . So U ∩ B

p
X �= ∅ �= U\Bp

X and,
altogether, it follows that a�A ∈ ∂B

p
X . ��

Theorem 6.12 If X ∈ RA then EX is compact and Haar null.

Proof EX is compact by Lemma 6.11(c). Fix X ∈ RA. Choose p ∈ Sg(RA) such that
p |� �. Then ∂B

p
X is Haar null by Lemma 6.5, Theorem 6.9, and parts (a) and (b) of

Lemma 6.11. So EX is Haar null by Lemma 6.11(d). ��
Toward applying Theorem 6.12 to prove Theorem 2.1, the first step is to remove the

topological aspects and, in particular, relate Haar measures in GA to the pseudofinite
measure μA.

Lemma 6.13 Let η be a Haar measure on GA. Then there is some λ > 0 such that, if
K ⊆ GA is compact, then η(K ) = inf{λμA(X) : X ∈ RA, π -1(K ) ⊆ X}.
Proof Since μA is a left-〈A〉-invariant finitely additive R≥0-valued measure on the
ring RA, it admits a unique left-〈A〉-invariant R≥0-valued regular Borel measure μ̃A

on S(RA) such that μ̃A([X ]) = μA(X) for any X ∈ RA. Given a Borel set W ⊆ GA,
define ηA(W ) = μ̃A(τ -1(W )). Then it is straightforward to check that ηA is a Haar
measure on GA, and that ηA(K ) = inf{μA(X) : X ∈ RA, π -1(K ) ⊆ X} for any
compact K ⊆ GA. So there is some λ > 0 such that η = ληA, as desired. ��

We can now reformulate Theorem 6.12 in terms of the behavior of μA with respect
to sets inRA. The proof is nearly the same as that of [10, Lemma 2.16].

Corollary 6.14 Let (Wn)
∞
n=0 be a decreasing sequence of definable subsets of 〈A〉,

such that �A = ⋂∞
n=0 Wn. Then for any X ∈ RA and any ε > 0, there is some n ≥ 0

and Z ∈ RA such that μA(Z) < ε and if g ∈ G∗\Z then μA(gWn ∩ X) = 0 or
μA(gWn\A) = 0. Moreover, if X is definable over G then we may assume that Z is
definable over G.

Proof Fix X ∈ RA and ε > 0. By Theorem 6.12 and Lemma 6.13, there is some
Z ∈ RA such that π -1(EX ) ⊆ Z and μA(Z) < ε. If, moreover, X is definable over G,
then π -1(EX ) is invariant under automorphisms of G∗ fixing G pointwise, and thus is
RA-type-definable over G. Therefore, if X is definable over G then we may further
assume that Z isRA-definable over G.
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Toward a contradiction, suppose that for all n ≥ 0 there is some an ∈ G∗\Z
such that μA(anWn ∩ X) > 0 and μA(anWn\X) > 0. Note that, for all n ≥ 0,
anWn ∩ X �= ∅, and so an ∈ XW -1

n ⊆ Y := XW -1
0 . So an�A ∈ π(Y ) for all n ≥ 0.

Let U = {a�A ∈ GA : a�A ⊆ Z}, which is open in GA by Fact 4.12(d). Note
that EX ⊆ U and π -1(U ) ⊆ Z . Also, for any n ≥ 0, we have an�A /∈ U since
an /∈ Z . Since π(Y ) is compact, U is open, and GA is second countable, we may pass
to a subsequence and assume that (an�A)∞n=0 converges to some a�A ∈ π(Y )\U . In
particular, a�A /∈ EX .

Now, following the same argument as the claim in the proof of [10, Lemma 2.16],
one can show that for all n ≥ 0, μA(aWn ∩ X) > 0 and μA(aWn\X) > 0. By
saturation, this yields a�X ∈ EX , which is a contradiction. ��

6.3 Uniqueness of measure

Once again, we fix a sufficiently saturated groupG∗ and an NIP pseudofinite definable
set A ⊆ G∗ with finite tripling. In this section, we observe that μA is the unique left
〈A〉-invariant RA-Keisler measure up to scalar multiples. This will not be needed for
the main results of the paper, but we include it as a nice application of generic locally
compact domination.

Theorem 6.15 Suppose ν is a left-〈A〉-invariant RA-Keisler measure. Then there is
some λ > 0 such that ν(X) = λμA(X) for all X ∈ RA.

Proof We first show that if X ∈ RA and ν(X) > 0, then X is generic. Fix m ≥ 1.
We find a finite set F ⊆ 〈A〉 such that A±m ⊆ XF . Without loss of generality, we
can assume X ⊆ A±m . Let Y = A±m , and note that Y is definable. By Corollary 5.5,
there is a set X̃ , which is RA-definable over G, such that A±2m ⊆ X̃ . Note that X̃ is
pseudofinite. Let φ(x; y) be the formula X(y · x). Then φ(x; y) is NIP, and if b ∈ Y
then φ(G∗; b) ⊆ X̃ . Fix d ≥ 1 such that φ(x; y) is d-NIP, and let q = 2d+1. By
assumption, we have 0 < ν(X) ≤ ν(X̃) < ∞. So we can define a finitely-additive
probability measure ν̃ on RX̃ such that ν̃(W ) = ν(W )/ν(X̃). In particular, for any
g ∈ Y , we have ν̃(gX) = ν̃(X) > 0. By Fact 6.1, there is some integer p ≥ 1 such
that for any g1, . . . , gp ∈ Y there is I ⊆ [p] such that |I | = q and ν̃(

⋂
i∈I gi X) > 0.

So φ(x; y), X̃ , and Y satisfy the hypothesis of Proposition 4.21, witnessed by p and
q, and thus there is a finite set E ⊆ X̃ such that, for any g ∈ Y , g-1X ∩ E �= ∅. Setting
F = E -1, we have A±m = Y ⊆ XF .

Now, as in the proof of Lemma 6.13, we extend ν to a left-〈A〉-invariant R≥0-
valued regular Borel measure ν̃ on S(RA) such that ν̃([X ]) = ν(X) for any X ∈ RA.
As before, this induces a Haar measure η on GA such that η(W ) = ν̃(τ -1(W )) for
any Borel W ⊆ GA. Let S = Sg(RA). We show that for any X ∈ RA, ν(X) =
η(τ(S ∩ [X ])), which implies the desired result.

First, since ν(X) = 0 for any non-generic X ∈ RA, and ν̃ is regular, it follows
that ν̃(S(RA)\S) = 0, and so ν̃(W ) = ν̃(S ∩ W ) for any Borel W ⊆ S(RA). Now
fix X ∈ RA. Let W = τ -1(τ (S ∩ [X ]))\(S ∩ [X ]). Then τ(S ∩ Z) ⊆ EX and so, by
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Theorem 6.12, we have ν̃(Z) = ν̃(S ∩ Z) ≤ η(τ(S ∩ Z)) = 0. Therefore

ν(X) = ν̃(S ∩ X)+ ν̃(Z) = ν̃(τ -1(τ (S ∩ [X ]))) = η(τ(S ∩ [X ])).

��
Remark 6.16 Using a similar strategy, one can show that the conclusion of Theorem
6.15 also holds for any right-〈A〉-invariant RA-Keisler measure.

7 Proof of themain results

In this section we will prove Theorems 2.1 and 2.2.

7.1 Main result: pseudofinite version

Let G =∏
U Gi , where each Gi is a group and U is a nonprincipal ultrafilter on some

index set I . W call a subset W of G an internal approximate subgroup if it is of the
form

∏
U Wi where Wi is a k-approximate subgroup of Gi for some fixed k.

The next result transfers Corollary 6.14 to G, and reformulates the regularity
statement in terms of approximate groups.

Lemma 7.1 Suppose A ⊆ G is internal, NIP, and pseudofinite with finite tripling. Then
for any ε > 0, there is an RA-definable internal approximate group W ⊆ G, and an
RA-definable set Z ⊆ G, such that W 4 ⊆ AA-1 ∩ A-1A, A can be covered by finitely
many left translates of W , μA(Z) < ε, and if g ∈ G\Z then μA(gW 4 ∩ A) = 0 or
μA(gW 4\A) = 0.

Proof View G as a first-order structure in the group language expanded by a unary
predicate naming A. LetG∗ � G be a sufficiently saturated elementary extension, and
let A∗ = A(G∗). By Theorem 5.11, we may choose a decreasing sequence (Wn)

∞
n=0

of subsets of A∗A-1∗ ∩ A-1∗ A∗ such that each Wn is RA∗ -definable over G and �A∗ =⋂∞
n=0 Wn . Since (�A∗)

4 = �A∗ , it follows from saturation that �A∗ =
⋂∞

n=0 W 4
n . For

any n ≥ 0, we have �A∗ ⊆ Wn , and so Wn is generic in 〈A∗〉. It follows that for
any n ≥ 0, Wn is an approximate group and A∗ can be covered by finitely many
left translates of Wn . Now fix ε > 0. By Corollary 6.14, there is Z∗ ⊆ G∗ and
n ≥ 0 such that Z∗ is RA-definable over G, μA(Z∗) < ε, and if g ∈ G∗\Z∗ then
μA(gW 4

n ∩ A∗) = 0 or μA(gW 4
n \A∗) = 0.

Now let Z = Z∗(G) and W = Wn(G). Since Wn and Z∗ are definable over G,
we have the desired conclusions (recall the remarks made after defining normalized
pseudofinite counting measures in Sect. 4.4). ��

Next, we state a pseudofinite version of Ruzsa’s Covering Lemma.

Lemma 7.2 Suppose X ,Y ⊆ G are internal and pseudofinite, with μY (XY ) < ∞.
Then there is F ⊆ X such that |F | ≤ μY (XY ) and X ⊆ FY 2.
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Proof See [5, Lemma 5.1] for the finite version, which implies the pseudofinite version
via Łoś’s Theorem. (Or one can directly adapt the proof to pseudofinite counting
measures, e.g., as in [10, Proposition 4.9].) ��

We are now ready to bring coset nilprogressions into the picture.

Definition 7.3 A subset P ⊆ G is an internal coset nilprogression if there are r , s ∈
N such that P = ∏

U Pi , where each Pi is a coset nilprogression in Gi of rank r and
step s. Moreover, P is in normal form if each Pi is in c-normal form for some fixed
c ≥ 1.

Nowwe state the pseudofinite version of themain structure theorem for approximate
groups (see [5, Theorem 4.2]). The paper [5] uses the expressions “ultra-approximate
subgroups” and “ultra-coset nilprogressions”, but in our context of G = ∏

U Gi , and
the definition above, we can say “internal” in place of “ultra”.

Theorem 7.4 (Breuillard, Green, and Tao [5]) Suppose W ⊆ G is an internal approx-
imate group. Then there is an internal coset nilprogression P ⊆ G in normal form
such that P ⊆ W 4 and μP (W ) <∞.

Remark 7.5 We will apply the previous theorem in the setting where W is in fact NIP.
Following the sketch in Sect. 2.2, the “stabilizer theorem step” of Theorem 7.4 (which
is also called “Sanders–Croot–Sisask theory” in [5]) could be replaced by Theorem
5.11 above. On the other hand, we still need the Gleason–Yamabe steps and “escape
norm” technology underlying [5, Theorem 4.2] in order recover coset nilprogressions.

We can now prove a pseudofinite version of Theorem 2.1.

Theorem 7.6 Suppose A ⊆ G is internal, NIP, and pseudofinite with finite tripling.
Then for any ε > 0, there is an internal coset nilprogression P ⊆ G in normal form
and an internal set Z ⊆ AP, with μA(Z) < ε, satisfying the following properties.

(i) P ⊆ AA-1 ∩ A-1A and A ⊆ CP for some finite C ⊆ A.
(ii) There is a set D ⊆ C such that μA((A	DP)\Z) = 0.
(iii) If g ∈ G\Z then μA(gP ∩ A) = 0 or μA(gP\A) = 0.

Proof Fix ε > 0. By Lemma 7.1, there is an internal approximate group W ⊆ G,
and a set Z ∈ RA, such that W 4 ⊆ AA-1 ∩ A-1A, A can be covered by finitely
many left translates of W , μA(Z) < ε, and if g ∈ G\Z then μA(gW 4 ∩ A) = 0 or
μ(gW 4\A) = 0. By Theorem 7.4, there is an internal coset nilprogression P ⊆ G in
normal form such that P ⊆ W 4 and μP (W ) < ∞. In particular, since P ⊆ W 4, we
have μA(gP ∩ A) = 0 or μA(gP\A) = 0 for any g ∈ G\Z .

By assumption, we have P =∏
U Pi where each Pi ⊆ Gi is a coset nilprogression

of rank r in c-normal form, for some fixed c, r ≥ 0. For i ∈ N, let Qi = P(1/2)
i (recall

Definition 3.13), and set Q = ∏
U Qi . Note that Q2 ⊆ P . By Proposition 3.14, we

have |Pi | ≤ Or ,c(|Qi |) for all i , and so μQ(P) <∞.
We claim that μQ(AQ) < ∞. Indeed, we have shown μQ(P) < ∞, and we have

μP (W ) < ∞ by assumption. Also, μW (A) < ∞ since A can be covered by finitely
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many left translates of W . Finally, μA(AQ) <∞ since Q ⊆ P ⊆ W ⊆ AA-1 and A
has finite tripling. Altogether,

μQ(AQ) = μQ(P)μP (W )μW (A)μA(AQ) <∞.

Now, by Lemma 7.2, there is a finite set C ⊆ A such that A ⊆ CQ2 ⊆ CP , and a
finite set F ⊆ A\Z such that A\Z ⊆ FQ2 ⊆ FP . Without loss of generality, assume
F ⊆ C . Define D = {g ∈ F : μA(gP\A) = 0}. Note that, since F ∩ Z = ∅, we have
μA(gP ∩ A) = 0 for all g ∈ E := F\D. So μA(DP\A) = 0 and μA(EP ∩ A) = 0.
Therefore, to showμA((A	DP)\Z) = 0, it suffices to show A\DP ⊆ Z∪(EP∩A).
So fix x ∈ A\DP , and suppose x /∈ Z . Then x ∈ A\Z ⊆ FP , and so there is some
g ∈ F such that x ∈ gP . Since x /∈ DP , it follows that g ∈ E , and so x ∈ EP ∩ A. ��
Remark 7.7 In the previous proof, by employing [5] to trade the approximate groupW
for the coset nilprogression P , we lose “definability” of P in terms of RA. However,
we do maintain Z ∈ RA. Therefore, in the statement of Theorem 2.1, one could
add that the error set Z is a Boolean combination of bi-translates of A (of “bounded
complexity” as detailed in Remark 7.10).

7.2 Proof of Theorem 2.1

We will postpone discussion of the abelian case to the end of the proof. So suppose
the main statement of Theorem 2.1 fails. Then we have fixed d, k ≥ 1 and ε > 0
such that, for any integer i ≥ 1, there is a group Gi and a finite d-NIP set Ai ⊆ Gi

with k-tripling such that, if P ⊆ Gi is a coset nilprogression of rank and step i , and
in i-normal form, and Z ⊆ Ai P satisfies |Z | < ε|Ai |, then it is not the case that all
three of the following properties hold:

(i) P ⊆ Ai A-1
i ∩ A-1

i Ai and Ai ⊆ CP for some C ⊆ Ai with |C | ≤ i .
(ii) There is a set D ⊆ C such that |(Ai 	DP)\Z | < ε|P|.
(iii) For any g ∈ Gi\Z , either |gP ∩ Ai | < ε|P| or |gP\Ai | < ε|P|.

LetU be anonprincipal ultrafilter onZ+, and letG =∏
U Gi and A =∏

U Ai ⊆ G.
Then A is pseudofinite and d-NIP, and we have μA(A3) ≤ k < ∞. By Theorem 7.6,
there is an internal coset nilprogression P ⊆ G in normal form and an internal set
Z ⊆ G, with μA(Z) < ε, satisfying the following properties:

∗ P ⊆ AA-1 ∩ A-1A and A ⊆ CP for some finite C ⊆ A.
∗ There is a set D ⊆ C such that μA((A	DP)\Z) = 0.
∗ If g ∈ G\Z then μA(gP ∩ A) = 0 or μA(gP\A) = 0.

Write Z =∏
U Zi where each Zi is a subset ofGi . By definition, there are c, r , s ∈

N such that P = ∏
U Pi , where each Pi ⊆ Gi is a coset nilprogression of rank r and

step s in c-normal form. Set n = |C |. Let I ⊆ Z
+ be the set of i ∈ Z

+ such that the
following properties hold:

(1) Pi ⊆ Ai A-1
i ∩ A-1

i Ai and Ai ⊆ Ci Pi for some Ci ⊆ Ai with |Ci | ≤ n.
(2) There is a set Di ⊆ Ci such that |(Ai 	Di Pi )\Zi |/|Ai | < ε/n.
(3) If g ∈ Gi\Zi then |gPi ∩ Ai |/|Ai | < ε/n or |gPi\Ai |/|Ai | < ε/n.
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(4) Zi ⊆ Ai Pi and |Zi |/|Ai | < ε.

Then I ∈ U and so, since U is nonprincipal, we may choose some i ∈ I such that
i ≥ max{c, n, r , s}. Note that |Ai | ≤ n|Pi | by condition (1), and so ε/n ≤ ε|Pi |/|Ai |.
Altogether, conditions (1) through (4) contradict the choice of Gi and Ai .

Finally, we explain how to get proper coset progressions when restricting to abelian
groups. From the above proof, it is clear that we only need to ensure that, in the
statement of Theorem 7.6, if G = ∏

U Gi is abelian then P can be assumed to be
an ultraproduct of proper coset progressions (i.e., we may take c = 1 in the proof).
For this, one can transfer Theorem 1.1 to the ultraproduct G, and use this in place
of Theorem 7.4. Alternatively, it is easy to check that if G is abelian and P ⊆ G is
an internal coset progression in normal form, then there is an internal proper coset
progression P ′ ⊆ P such that μP ′(P) < ∞. So Theorem 7.4 also recovers proper
coset progressions in abelian groups. ��

7.3 Finite exponent: pseudofinite version

The goal of this subsection is to prove a pseudofinite analogue of Theorem 2.2, which
is our main result for NIP sets of small tripling in the setting of bounded exponent. The
key use of bounded exponent is essentially the fact that a locally compact Hausdorff
torsion group is totally disconnected, which is a consequence of the Gleason–Yamabe
theorem. In the model-theoretic setting, this fact can be used to show that if G is a
sufficiently saturated group and
 is an ind-definable subgroup of finite exponent, then
any type-definable bounded-index normal subgroup of 
 is in fact an intersection of
definable subgroups of 
. This is a key ingredient in the proof of Theorem 1.3 in [5]
and [16]. Our version follows [42, Corollary 5.6], which relaxes the finite exponent
assumption somewhat. We also add extra control on the definability properties of the
objects involved.

Proposition 7.8 Let G∗ be a sufficiently saturated group and let R be a subring of
Def(G∗). Suppose 
 is anR-ind-definable subgroup of G∗, � is anR-type-definable
bounded-index normal subgroup of G, and R is left-
-invariant. If X ⊆ 
 is a
definable set of finite exponent containing �, then there is an R-definable subgroup
H ≤ 
 such that � ≤ H ⊆ X.

Proof Let π : 
 → 
/� be the quotient map. By Fact 4.12, there is an open identity
neighborhood U ⊆ 
/� such that π -1(U ) ⊆ X . By the Gleason–Yamabe-Theorem
(see, e.g., [5, Theorem B.17]), there is an open subgroup K ≤ 
/�, and a compact
normal subgroup N ≤ K such that N ⊆ U and K/N is a connectedLie group. Since X
has finite exponent in
, it follows that K/N is a connected Lie group with an identity
neighborhood of finite exponent. Therefore K/N is trivial (e.g., by considering 1-
parameter subgroups). So K is a compact-open subgroup of 
/� contained inU . Let
H = π -1(K ). Then H ∈ R by Theorem 4.15 (and Remark 4.16). Moreover, H is a
subgroup of 
 and � ⊆ H ⊆ π -1(U ) ⊆ X . ��

We can now prove a pseudofinite version of Theorem 2.2.
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Theorem 7.9 Let G = ∏
U Gi where each Gi is a group and U is an ultrafilter on

some index set I . Suppose A ⊆ G is internal, NIP, and pseudofinite with finite tripling,
and assume that AA-1 ∩ A-1A has finite exponent. Then for any ε > 0, there is an
RA-definable subgroup H of G and a set Z ⊆ AH, which is a union of left cosets of
H with μA(Z) < ε, satisfying the following properties.

(i) H ⊆ AA-1 ∩ A-1A and A ⊆ CH for some finite C ⊆ A.
(ii) There is a set D ⊆ C such that μA((A\Z)	DH) = 0.
(iii) If g ∈ G\Z then μA(gH ∩ A) = 0 or μA(gH\A) = 0.

Proof We start as in the proof of Lemma 7.1 and move to a saturated extension G∗.
Let A∗ = A(G∗). By Proposition 7.8, there is a decreasing sequence (Hn)

∞
n=0 of

RA∗ -definable subgroups of 〈A∗〉 such that �A∗ =
⋂∞

n=0 Hn . Since �A∗ is countably
RA∗ -type-definable overG,wemayassume that eachHn isRA∗-definable overG.Now
fix ε > 0. By Corollary 6.14, there is a definable set Z∗ ⊆ G∗ and some n ≥ 0 such
that μA(Z∗) < ε, and if g ∈ G∗\Z∗ then μA(gHn ∩ A∗) = 0 or μA(gHn\A∗) = 0.
Without loss of generality, we may assume that Z∗ is a union of left cosets of Hn .

Let Z = Z∗(G) and H = Hn(G). Then, working inG, we have H ⊆ AA-1∩A-1A,
A ⊆ CH for some finite C ⊆ G, μA(Z) < ε, and if g ∈ G\Z then μA(gH ∩ A) = 0
or μ(gH\A) = 0. We may assume Z ⊆ AH since if g /∈ AH then gH ∩ A = ∅.
Similarly, we may assume that gH ∩ A �= ∅ for all g ∈ C and thus, after changing
coset representatives, assume C ⊆ A. Now let D = {g ∈ C\Z : μA(gH\A) = 0}
and E = {g ∈ C\Z : μA(gH ∩ A) = 0}. By construction,

(A\Z)	DH ⊆ Z ∪ (DH\A) ∪ (EH ∩ A),

and so μA((A\Z)	DH) = 0. ��

7.4 Proof of Theorem 2.2

The proof involves a similar ultraproduct construction as in the proof of Theorem 2.1
in Sect. 7.2. Thanks to the bounded exponent assumption, one can use Theorem 7.9 in
place of Theorem 7.6 to replace coset nilprogressions by subgroups. Details are left
to the reader. ��

Remark 7.10 In the proof of Theorem 2.2, one can also control the “complexity”
of H as a Boolean combination of bi-translates of A in the following way. Given
a Boolean function f (x1, . . . , xn) in finitely many variables, a set A ⊆ G, and n-
tuples ḡ, h̄ of elements in G, let f A(ḡ, h̄) be the resulting Boolean combination of
g1Ah1, . . . , gn Ahn . Now let ( ft )∞t=0 be an enumeration of all such Boolean functions.
Then, in the conclusion, of Theorem 2.2, we can say more precisely that there are
m, t ≤ Od,k,r ,ε(1) and n-tuples ḡ, h̄ of elements in A±m , where ft is in n variables,
such that H = f At (ḡ, h̄). In fact, since we work with the ring RA, we may restrict to
Boolean functions in disjunctive normal form, in which each disjunct contains at least
one positive literal.
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7.5 Theorem 2.2 via NIP arithmetic regularity in finite groups

As explained at the start of Sect. 6, Theorem 6.12 was obtained as a generalization
of a related statement for pseudofinite groups from [8]. This result from [8] is used
in [10, Theorem 3.1] to show that if G is a pseudofinite group of finite exponent, and
A ⊆ G is internal and NIP, then A can be approximated by (cosets of) a definable
finite-index normal subgroup of G. Now, in the proof of Theorem 7.9, we obtained
an internal pseudofinite group H contained in AA-1 ∩ A-1A, such that A ⊆ CH for
some finite set C . Therefore, one can apply the results from [10] to directly to H , in
order to approximate any set of the form aH ∩ A by a finite-index subgroup Ha of H .
This leads to an approximation of A by

⋂
a∈C Ha . We leave the details (which involve

some careful calculation) to the interested reader.
Altogether, this yields a proof of Theorem 2.2 that only requires Theorem 5.11

and Proposition 7.8 (in addition to [8, 10]). From a broad perspective, this strategy
is analogous to the proof of the stable Freiman–Ruzsa result of from [20], which we
discuss in the next section (see also Remark 7.16).

7.6 The stable case

In this section, we discuss the stable Freiman–Rusza result of Martin-Pizarro, Palacín,
and Wolf [20].

Definition 7.11 Let G be a group. Then a set A ⊆ G is d-stable if there do not exist
a1, . . . , ad , b1, . . . , bd ∈ G such that aib j ∈ A if and only if i ≤ j .

Remark 7.12 Note that stability of A ⊆ G can be rephrased in terms of forbidden
subgraphs in the bipartite graph �G(A) = (G,G; yx ∈ A). Indeed, A is d-stable if
and only if �G(A) omits ([d], [d]; ≤). One can easily check that a d-stable subset of
a group is d-NIP. As we observed at the start of Sect. 2.1, a nonempty set A ⊆ G is a
coset of subgroup of G if and only if A is 2-stable.

As with NIP, we call a set A ⊆ G stable if it is d-stable for some d ≥ 1. More
generally, a formula φ(x̄; ȳ) is stable with respect to a first-order structure M if, for
some d ≥ 1, there do not exist ā1, . . . , ād ∈ Mx̄ and b̄1, . . . , b̄d ∈ Mȳ such that
M |� φ(āi , b̄ j ) if and only if i ≤ j . One of the most important properties of stable
formulas is the following result of Shelah (see Theorem II.2.2 in [31]).

Theorem 7.13 (Shelah [31]) Let M be a first-order structure. Suppose φ(x̄; ȳ) is a
stable formula and p ∈ Sφ(M) is a complete φ-type over M. Then the set {b̄ ∈ Mȳ :
φ(x̄; b̄) ∈ p} is definable.

By Remark 7.12, one could approximate finite stable sets of small tripling by coset
nilprogressions as in Theorem 2.1. However, stable sets are much more well-behaved
for two reasons. First, in the setting of Theorem 5.11, if A is stable then �A is an
intersection of definable subgroups of 〈A〉. Second, in the setting of Theorem 6.12, if
A is stable then EX = ∅ for any X ∈ RA. Both of these statements rely on Theorem
7.13, and will be shown in the proof of Theorem 7.15 below.
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Let us now state the stable Freiman–Ruzsa result, which is nearly identical to [20,
Theorem A], but with some small additions.

Theorem 7.14 (Martin-Pizarro, Palacín, Wolf) Suppose G is a group and A ⊆ G is a
finite d-stable set with k-tripling. Given ε > 0, there is a subgroup H ≤ G satisfying
the following properties.

(i) H ⊆ AA-1 ∩ A-1A and A ⊆ CH for some C ⊆ A with |C | ≤ Od,k,ε(1).
(ii) There is a set D ⊆ C such that |A	DH | < ε|H |.
(iii) For any g ∈ G, either |gH ∩ A| < ε|H | or |gH ∩ A| > (1− ε)|H |.
Moreover, H is a finite Boolean combination of bi-translates of A.

We will give a proof of the previous theorem, which only requires Lemma 6.11(d),
Theorem 7.13, and the features of �A proved in Sect. 5. See Remark 7.16 for a dis-
cussion of how this compares to the proof in [20]. As was the case with Theorems 2.1
and 2.2, it suffices to prove the following pseudofinite version.

Theorem 7.15 Let G = ∏
U Gi , where each Gi is a group and U is a nonprincipal

ultrafilter on some index set I . Suppose A ⊆ G is internal, stable, and pseudofinite
with finite tripling. Then there is an RA-definable subgroup H of G satisfying the
following properties.

(i) H ⊆ AA-1 ∩ A-1A and A ⊆ CH for some finite C ⊆ A.
(ii) There is a set D ⊆ C such that μA(A	DH) = 0.
(iii) If g ∈ G then μA(gH ∩ A) = 0 or μ(gH\A) = 0.

Proof Note that (ii) and (iii) are equivalent. We prove (i) and (iii). Let G∗ � G be
sufficiently saturated and set A∗ = A(G∗). LetB,B�, andBr denote the Boolean alge-
bras of subsets of G∗ generated by all bi-translates, left translates, and right translates
of A∗, respectively. Let � = Stab�

A(A∗).

Claim 1 � isRr
A∗ -definable over G.

Proof Recall that � isRr
A∗ -type-definable over G by Lemma 5.7. Fix a μA-wide type

p ∈ S(Br ) such that p |� �. Then p is a complete φ-type over G for the stable
formula φ(x; y) := A(x · y), and so H := StabrG∗(p) is definable by Theorem 7.13.
Note that H ≤ � since p |� �. Note also that H = StabrA∗(p�Rr

A∗), and so �A∗ ≤ H
by Lemma 5.10(a). Altogether, H is a definable subgroup of the type-definable group
�, and [� : H ] is bounded since�A∗ ≤ H . By a straightforward compactness exercise,
H has finite index in � (e.g., set X = � and Y = H in [16, Lemma 1.6]). So � is
definable, and thereforeRr

A∗ -definable over G by saturation. "claim
By Claim 1 and Remark 5.12, �A∗ =

⋂∞
n=0 Hn , where each Hn ≤ G∗ is RA∗-

definable over G and contained in A∗A-1∗ ∩ A-1∗ A∗. Note also that, for all n ≥ 0, A∗
is covered by finitely many left cosets of Hn .

Claim 2 EA∗ = ∅.
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Proof Let p∗ ∈ S(B) be a μA-wide type such that p∗ |� �A∗ , and let p = p∗�RA∗ .
Then EA∗ ⊆ ∂B

p
A∗ by Lemma 6.11(d), and so it suffices to show that Bp

A∗ is clopen

in 〈A∗〉/�A∗ . Note that π -1(B
p
A∗) = {a ∈ G∗ : A∗ ∈ ap}. Moreover, if p0 = p∗�B�,

then p0 is a complete φ-type with respect to the stable formula φ(x; y) := A(y · x),
and φ(x; a) ∈ p0 if and only if A∗ ∈ ap. So π -1(B

p
A∗) is definable by Theorem 7.13,

and thus Bp
A∗ is compact-open by Fact 4.12(b). "claim

By Claim 2, we can carry out the proof of Corollary 6.14 with Z = ∅. So there is
some n ≥ 0 such that if g ∈ G∗ then μA(gHn ∩ A∗) = 0 or μA(Hn\A∗) = 0. This
yields the desired result in G as usual. ��

In the context of the previous proof, one can similarly show that StabrA(A∗) is inR�
A∗ ,

and that EX = ∅ for any X ∈ RA∗ . Note that we also obtain an explicit description of
the subgroup H in the statement of Theorem 7.15, namely, H =⋂

g∈F g Stab�
A(A)g-1

for some finite F ⊂ G.

Remark 7.16 The proof of Theorem 7.14 in [20] follows the same strategy with ultra-
products, and a similar argument involving definability of types is employed to find a
definable subgroup H ⊆ AA-1 such that A is covered by finitely many left cosets of
H . They then apply the stable arithmetic regularity lemma of the authors and Terry
from [9] to obtain the remaining properties. We also note that a quantitative version
of Theorem 7.14 was proved recently by the first author [7].

8 The abelian case

The goal of this section is to prove Freiman–Ruzsa results for finite NIP sets with
small doubling in abelian groups directly from arithmetic regularity results for dense
NIP sets in finite groups. The reason for doing this is that these regularity results for
finite abelian groups are often effective (although sometimes qualitatively weaker; see
Remark 8.3 below). For example, using work of Alon, Fox, and Zhao [1], we will
obtain an effective Freiman–Ruzsa result for finite NIP sets with small doubling in
abelian groups of bounded exponent. Altogether, the material in this section does not
require the theorems proved above (although Theorem 8.1 crucially relies on [8] and
[10]).

Let us now state the two main results that will be proved in this section. The first is
simply a restatement of Theorem 2.1 for abelian groups.

Theorem 8.1 Suppose G is an abelian group and A ⊆ G is a finite d-NIP set with
k-doubling. Given ε > 0, there is a proper coset progression P ⊆ G of rank Od,k,ε(1),
and a set Z ⊆ A + P with |Z | < ε|A|, satisfying the following properties.

(i) P ⊆ A − A and A ⊆ C + P for some C ⊆ A with |C | ≤ Od,k,ε(1).
(ii) There is a set D ⊆ C such that |(A	(D + P))\Z | < ε|P|.
(iii) For any g ∈ G\Z, either |(g + P) ∩ A| < ε|P| or |(g + P)\A| < ε|P|.

We still do not obtain an effective bound on Od,k,ε(1). However, the only barrier
to obtaining such bounds would be an effective version of Theorem 8.8 below (see
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Remark 8.10). On the other hand, using work of Alon, Fox, and Zhao [1], we will
obtain an effective result in the setting of bounded exponent. The statement uses the
following notation (which is explained by Lemma 8.5). Given integers k, r ≥ 1 define

cr (k) =
{

(r − 1)k12 if r is prime,

k2r2k
2−2 otherwise.

We now state a quantitative version of Theorem 2.2 for abelian groups.

Theorem 8.2 Suppose G is an abelian group of exponent r , and A ⊆ G is a finite d-
NIP set with k-doubling. Fix 0 < δ ≤ 1 and let ε = δ/cr (k). Then there is a subgroup
H ≤ G satisfying the following properties.

(i) H ⊆ A − A and A ⊆ C + H for some C ⊆ A with |C | ≤ exp(Or (d8))ε−d .
(ii) There is a set D ⊆ C such that |A	(D + H)| < δ|A|.
(iii) There is a set Z ⊆ A + H, which is a union of cosets of H with |Z | < δ1/2|A|,

such that if g ∈ G\Z then |(g + H) ∩ A| < ε1/4|H | or |(g + H)\A| < ε1/4|H |.
The implied constant Or (1) in the bound on |C | from Theorem 8.2 is the same as

in [30, Theorem 11.1] up to an absolute multiplicative factor.

Remark 8.3 Although Theorem 8.2 is quantitative, the structural approximation of the
set A in condition (ii) is qualitatively weaker than in the non-abelian counterparts
proved using ultraproducts. Indeed, Theorem 2.2(ii) implies Theorem 8.2(ii) modulo
replacing δ with δ/k2 (as explained after Theorem 2.1). On the other hand, Theorem
2.2(ii) provides a finer description of the error between A and D + H , which cannot
be obtained directly from Theorem 8.2(ii) alone.

Theorems 8.1 and 8.2 will both be proved using arithmetic regularity results for
subsets of finite groups. The key ingredient that makes this reduction possible is Green
and Ruzsa’s “modeling lemma”, which lies at the heart of their proof of Freiman’s
Theorem for arbitrary abelian groups (Theorem 1.1 above). Roughly speaking, this
lemma says that a finite set of small doubling in an abelian group can be algebraically
modeled by a dense set in a finite group. In order to state the result precisely, we first
recall the definition of Freiman isomorphism.

Definition 8.4 Suppose G and G ′ are abelian groups, and fix A ⊆ G, A′ ⊆ G ′, and
s ≥ 1. A function φ : A→ A′ is a Freiman s-isomorphism if φ is bijective and for
all a1, . . . , as, b1 . . . , bs ∈ A,

a1 + · · · + as = b1 + · · · + bs ⇔ φ(a1)+ · · · + φ(as) = φ(b1)+ · · · + φ(bs).

It is easy to check that a Freiman s-isomorphism is a Freiman s′-isomorphism for
any 1 ≤ s′ ≤ s. Next we state the “modeling lemma”.

Lemma 8.5 (Green and Ruzsa [14, 15]) Suppose G is an abelian group and A ⊆ G
is a finite set with k-doubling. Then, for any s ≥ 1, there is an abelian group G ′,
with |G ′| ≤ (10sk)10k

2 |A| and a Freiman s-isomorphism φ : A → A′ for some
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A′ ⊆ G ′ with 0 ∈ A′. Moreover, if G has exponent r then one may assume that G ′ has
exponent r and size at most k2r2k

2−2|A|. If r is prime, then one may further assume
|G ′| ≤ (r − 1)k2s |A|.
Proof The main claim is [15, Proposition 1.2] (one can always ensure 0 ∈ A′ by
translating the isomorphism). If G has exponent r then, by [14, Theorem 6.1], there is
G ′ ≤ G of size k2r2k

2−2|A|, and some x ∈ G, such that A ⊆ x+G ′. Soφ : A→ A−x
such that φ(a) = a − x is a Freiman s-isomorphism for all s ≥ 1. The final claim
when r is prime can be shown by directly generalizing [15, Proposition 6.1] (which
deals with r = s = 2). ��

The last ingredient we need is the fact that NIP sets are preserved by Freiman
isomorphism, which was first shown by Sisask [35, Lemma 4.4] (using a slightly
different setup). Translated to our framework, Sisask’s result implies that if A ⊆ G is
d-NIP in G and Freiman 2-isomorphic to A′ ⊆ G ′, then A′ is at worst (d + 1)-NIP
in G ′. (This discrepancy is necessary in general, e.g., consider A = A′ = G and let
G ′ be a group properly containing G.) Although this is only a minor loss, the bounds
in [1] are quite sharp in terms of d. Thus it is worth noticing that that the loss can be
avoided when applying the modeling lemma.

Given a group G, a set A ⊆ G, and S ⊆ P([d]) for some d ≥ 1, we say that A
cuts out S in G if there are x1, . . . , xd ∈ G and gS ∈ G for S ∈ S such that, given
i ∈ [d] and S ∈ S, xi ∈ gS + A if and only if i ∈ S. Note that A is d-NIP in G if and
only if it does not cut out P([d]) in G.

Proposition 8.6 In the statement of Lemma 8.5, if s ≥ 4 and A is d-NIP in G then one
may assume A′ is d-NIP in G ′.

Proof Assume A is d-NIP in G. Note that any translate of A is d-NIP and Freiman
s-isomorphic to A for any s. So we may assume 0 ∈ A. Let φ : A → A′ ⊆ G ′ be a
Freiman s-isomorphism as in Lemma 8.5, with s ≥ 4. Without loss of generality, we
may assume G ′ is generated by A′. In this case, we show that A′ is d-NIP in G ′. For a
contradiction, suppose A′ cuts outP([d]) inG ′, witnessed by X ′ = {x ′1, . . . , x ′d} ⊆ G ′
and {gS : S ⊆ [d]} ⊆ G ′. After translating by −g[d], we may assume X ′ ⊆ A′.

Let S = P([d])\{∅}. Then, for any S ∈ S, we have (gS + A′) ∩ X ′ �= ∅, and so
gS ∈ A′− A′. Let gS = aS−bS , where aS, bS ∈ A′, and set hS = φ-1(aS)−φ-1(bS) ∈
G ′. We claim that, for any S ∈ S, we have φ-1(x ′i ) ∈ hS + A if and only if i ∈ S,
and so A cuts out S in G. So fix S ∈ S and i ∈ [d]. Suppose φ-1(x ′i ) = hS + a for
some a ∈ A, and let a′ = φ(a). Then φ-1(x ′i )+ φ-1(bS) = φ-1(gS)+ φ-1(a′), and so
x ′i = gS + a′ ∈ gS + A′, which implies i ∈ S. Conversely, if i ∈ S, then there is some
a′ ∈ A′ such that x ′i + bS = aS + a′, and so φ-1(x ′i ) = hS + φ-1(a′) ∈ hS + A.

Now, since A does not cut out P([d]), it follows that (h + A) ∩ X �= ∅ for all
h ∈ G, i.e., G = X − A. Define ψ : A − A → A′ − A′ such that, given a, b ∈ A,
ψ(a−b) = φ(a)−φ(b). Then ψ is a well-defined Freiman �s/2�-isomorphism with
domain G. Moreover, ψ(G) is a subgroup of G ′ containing A′ = ψ(A) (recall that A
contains 0). Therefore G ′ = ψ(G) = ψ(X − A) = φ(X) − φ(A) = X ′ − A′. But
this is a contradiction, since g∅ /∈ X ′ − A′. ��
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The proofs of Theorems 8.1 and 8.2will follow a common strategy.Given an abelian
group G and a finite NIP set A ⊆ G with small doubling, we will use Lemma 8.5
(and Proposition 8.6) to move to a finite abelian group and an NIP dense set A′ ⊆ G ′.
We will then apply an appropriate arithmetic regularity result in G ′ to show that A′
can be approximated by algebraically well-structured objects that are preserved by
Freiman isomorphism, and thus can be pulled back to approximate the original set A.
In Theorem 8.2, these algebraic objects will be subgroups, and will transfer easily.
However, for Theorem 8.1, we will start with Bohr sets (defined below) in G ′, which
themselves will need to be approximated by coset progressions before being pulled
back to G. In order to do this secondary approximation, we will need a qualitatively
sharper arithmetic regularity result (Theorem8.8) thanwhat is available in the literature
of quantitative tools in additive combinatorics. It is for this reason that Theorem 8.1
remains ineffective. In order to state Theorem 8.8, we need the following definition.

Definition 8.7 Let G be a group, and suppose τ : G → (R/Z)r is a group homomor-
phism, where we view (R/Z)r as an additive group with identity 0. Given δ > 0,
define

Bτ (δ) = {x ∈ G : d(τ (x), 0) < δ},

where d is the r -fold product of the arclength metric on R/Z = S1. A subset of G
obtained in this way is called a (δ, r)-Bohr set in G.

Theorem 8.8 (C., P., Terry) Given d ∈ Z
+, α, ε ∈ R

+, and f : (0, 1]×N→ R, there
is an integer n = n(d, α, ε, f ) such that the following holds. Suppose G is a finite
abelian group and A ⊆ G is d-NIP, with |A| ≥ α|G|. Then there is a (δ, r)-Bohr set
B ⊆ G and a set Z ⊆ G such that:

(i) δ-1, r ≤ n, |Z | < ε|G|, and B ⊆ A − A,
(ii) for any g ∈ G\Z, either |(g+B)∩ A| < f (δ, r)|B| or |(g+B)\A| < f (δ, r)|B|.
Proof This is essentially the abelian case of [10, Lemma 5.6], except we have added
an extra assumption that |A| ≥ α|G| and the extra conclusion B ⊆ A − A. To obtain
this modification, note that in the proof of [10, Lemma 5.6] if we have G = ∏

U Gt

and A = ∏
U At with |At | ≥ α|Gt | for all t > 0, then we have the extra property

that μ(A) ≥ α > 0, where μ is the G-normalized pseudofinite counting measure.
Let G∗ � G be sufficiently saturated. Following the proof of [10, Lemma 5.6], we
obtain a definable approximate Bohr neighborhood Y whose translates are regular for
A∗ (outside a set of measure less than ε). From the rest of the proof, one can see that
it suffices to show Y ⊆ A∗ − A∗. At this point, we turn to the proof of [10, Theorem
5.5], where Y is obtained inside some definable set W taken from a descending chain
(Wi )

∞
i=0 of definable sets whose intersection is G00

θr , where θr (x; y, z) is the formula
A(y ·x ·z). In this situation, we can can replaceW byWi for any large enough i , without
affecting the rest of the proof. Therefore, it suffices to show G00

θr ⊆ A∗ − A∗. This
follows from the fact that there is a generic θr -type p containing A∗ by [8, Proposition
3.12], and G00

θr = Stab�
G(p) by [8, Theorem 3.12]. ��

The next proposition collects several standard facts from additive combinatorics
concerning coset progressions and Bohr sets.
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Proposition 8.9 Let G be an abelian group.

(a) Suppose P ⊆ G is a coset progression, and φ : P → G ′ is a Freiman 2-
isomorphism from P to a subset of an abelian group G ′, with φ(0) = 0. Then
φ(P) is a coset progression of the same rank as P. Moreover, if P is proper then
so is φ(P).

(b) Suppose G is finite and B = Bτ (δ) is a (δ, r)-Bohr set in G.

(i) There is a proper coset progression P ⊆ G of rank s ≤ r such that
Bτ (s−2sδ) ⊆ P ⊆ Bτ (δ).

(ii) For any A ⊆ G there is X ⊆ A such that |X | ≤ (2/δ)r and A ⊆ X + B.

Proof See [39, Proposition 5.24] for part (a),6 and [39, Lemma 4.22] for part (b)(i).
Part (b)(ii) follows from Lemmas 2.147 and 4.20 of [39], together with the fact that
Bτ (δ/2)+ Bτ (δ/2) ⊆ Bτ (δ). (See also [10, Proposition 4.9].) ��

We can now prove the main theorems stated at the beginning of this section.

Proof of Theorem 8.1 Fix an abelian group G and a finite d-NIP set A ⊆ G with k-
doubling. By Lemma 8.5 and Proposition 8.6, there is an abelian group G ′ of size
at most (100k)10k

2 |A|, a d-NIP subset A′ ⊆ G ′ containing 0, and a Freiman 10-
isomorphism φ : A → A′. Note that it is enough to prove the desired conditions for
a translate of A, and so after shifting φ and A, we can further assume 0 ∈ A and
φ(0) = 0.

Fix ε > 0, and set f (u, v) = ε(u/2v2v)2v and α = (100k)−10k2 . Let n =
n(d, α, εα, f ) be as in Theorem 8.8. Then, by Theorem 8.8, there is a (δ, r)-Bohr
set B = Bτ (δ) ⊆ G ′, with δ-1, r ≤ n, and a set Z ′ ⊆ G ′, with |Z | < εα|G ′| ≤ ε|A′|,
such that B ⊆ A′ − A′ and, for all x ∈ G ′\Z ′, either |(x + B) ∩ A′| < f (δ, r)|B| or
|(x + B)\A′| < f (δ, r)|B|. Set γ = (δ/2r2r )r , and note that f (δ, r) = εγ 2.

By Proposition 8.9(b)(i), we may fix a proper coset progression P ′ in G ′ of rank
s ≤ r such that B ′ := Bτ (s−2sδ) ⊆ P ′ ⊆ B. Note also that |B| ≤ γ |B ′| by
Proposition 8.9(b)(ii), and so f (δ, r)|B| = εγ 2|B| ≤ εγ |B ′|. It follows that for
any x ∈ G ′\Z ′, we have |(x + P ′) ∩ A′| < εγ |B ′| or |(x + P ′)\A′| < εγ |B ′|.
Without loss of generality, we may assume Z ′ ⊆ A′ + P ′ while still maintaining the
previous property and |Z ′| < ε|A′|. By Proposition 8.9(b)(ii), there are C ′ ⊆ A′ and
F ′ ⊆ A′\Z ′ such that |C ′|, |F ′| ≤ γ -1, A′ ⊆ C ′ + B ′, and A′\Z ′ ⊆ F ′ + B ′.

Let us summarize what has been proved. We have a proper coset progression P ′ ⊆
G ′ of rank s ≤ Od,k,ε(1), and a set Z ′ ⊆ A′ + P ′, such that:

(1) |Z ′| < ε|A′| and P ′ ⊆ A′ − A′,
(2) if x ∈ G\Z ′ then either |(x + P ′) ∩ A′| < εγ |P ′| or |(x + P ′)\A′| < εγ |P ′|,
(3) there is C ′ ⊆ A′ such that |C ′| ≤ γ -1 and A′ ⊆ C ′ + P ′, and
(4) there is F ′ ⊆ A′\Z ′ such that |F ′| ≤ γ -1 and A′\Z ′ ⊆ F ′ + P ′.

Recall that we assumed 0 ∈ A′, and so the sets A′, P ′, A′ + P ′, and A′ + 2P ′ are
all contained in W ′ := 3A′ − 2A′. Let W = 3A − 2A. Then we have a well-defined

6 In [39], coset progressions are not assumed to be symmetric, but it is easy to check that a Freiman
2-isomorphism preserving the identity also preserves symmetric sets.
7 This is the abelian case of Ruzsa’s Covering Lemma (Lemma 7.2).
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Freiman 2-isomorphism ψ : W ′ → W such that, given a, b, c, x, y ∈ A′,

ψ(a + b + c − x − y) = φ-1(a)+ φ-1(b)+ φ-1(c)− φ-1(x)− φ-1(y).

Note that if x ∈ A′, then ψ(x) = ψ(x + 0 + 0 − 0 − 0) = φ-1(x), and so ψ(A′) =
φ-1(A′) = A. Moreover, sinceψ is a Freiman 2-isomorphism andψ(0) = 0, it follows
that for any X ,Y ⊆ W ′, if X + Y ⊆ W ′ then ψ(X + Y ) = ψ(X) + ψ(Y ), and if
X − Y ⊆ W ′ then ψ(X − Y ) = ψ(X)− ψ(Y ).

Let P = ψ(P ′). By Proposition 8.9(a), P is a proper coset progression of rank
s ≤ Od,k,ε(1). Let Z = ψ(Z ′). Then |Z | = |Z ′| < ε|A′| = ε|A|. We show that P and
Z satisfy conditions (i), (ii), and (iii) in the statement of the theorem. Note first that
P ⊆ ψ(A′ − A′) = ψ(A′) − ψ(A′) = A − A. Similarly, if we set C = ψ(C ′) then
using property (3) above, together with the fact that ψ is a bijection and A = ψ(A′),
we have |C | ≤ γ -1 ≤ Od,k,ε(1) and C ⊆ A ⊆ C + P . So we have (i).

Nextwe show (iii) in a stronger form. Fix g ∈ G\Z . If g /∈ A+P then (g+P)∩A =
∅, so assume g ∈ A+ P . Thus we can write g = ψ(x) for some x ∈ (A′ + P ′)\Z ′. By
property (2), either |(x + P ′)∩ A′| < εγ |P ′| = εγ |P| or |(x + P ′)\A′| < εγ |P ′| =
εγ |P|. Note that x + P ′ ⊆ A′ + 2P ′ ⊆ W ′, and so ψ((x + P ′)∩ A′) = (g+ P)∩ A
andψ((x+P ′)\A′) = (g+P)\A. So either |(g+P)∩ A| < εγ |P| or |(g+P)\A| <
εγ |P|. Since εγ ≤ ε, this yields (iii).

Finally, we prove (ii). Let F = ψ(F ′). So |F | ≤ γ -1 and A\Z ⊆ F+P by property
(4). Set D = {g ∈ F : |(g + P)\A| < εγ |P|}, and note that if g ∈ E := F\D then
|(g+ P)∩ A| < εγ |P|. Since A\Z ⊆ F + P , it follows (as in the proof of Theorem
7.6) that

A	(D + P) ⊆ Z ∪ ((D + P)\A) ∪ ((E + P) ∩ A).

Therefore |(A	(D + P))\Z | ≤ |F |εγ |P ′| ≤ ε|P ′|. ��
Remark 8.10 Aspreviously stated, in order to obtain explicit bounds inTheorem8.1via
the previous proof, onewould need a quantitative version ofTheorem8.8 for f (u, v) =
ε(u/2v2v)2v . In particular, given explicit dependences δ(d, α, ε) and r(d, α, ε) in
Theorem 8.8, the previous proof would yield |C | ≤ (2r2r/δ)r in the statement of
Theorem 8.1, where α = (100k)−10k2 , δ = δ(d, α, ε) and r = r(d, α, ε). The tools
developed by Sisask in [35] could be one avenue toward such a result. On the other
hand, with Remark 8.3 in mind, it is perhaps more reasonable to expect a version of
Theorem 8.1 with better dependence of |C | on δ and r , but with the weaker statement
|A	(D + P)| < εα|A| in condition (ii).

Proof of Theorem 8.2 The strategy is the same as in Theorem 8.1, and so we will only
sketch the important changes. We again fix an abelian group G and a finite d-NIP set
A ⊆ G with k-doubling. By Lemma 8.5 and Proposition 8.6, there is an abelian group
G ′ of exponent r , with |G ′| ≤ cr (k)|A|, and a Freiman 6-isomorphism φ′ : A → A′
where 0 ∈ A′ ⊆ G ′ and A′ is d-NIP in G ′. As before, we assume without loss of
generality that 0 ∈ A and φ(0) = 0.

Nowfix0 < δ ≤ 1and let ε = δ/cr (k). Following theproof of [1,Lemma2.4], there
is a subgroup H ′ ≤ G ′ of index n ≤ exp(Or (d8))ε−d such that |(x+A′)	A′| < ε|G ′|
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for all x ∈ H ′. Let D′ = {x ∈ G ′ : |(x + H ′)∩ A′| > |H ′|/2}. Then, as in [1, Lemma
2.4], it follows that |A′ 	(D′+H ′)| < ε|G ′| ≤ δ|A|. Using similarmethods (which are
detailed explicitly in [6, Lemma 8.2]), it also follows that there is some Z ′ ⊆ A′ +H ′,
which is a union of cosets of H ′ with |Z ′| < ε1/2|G ′| ≤ δ1/2|A|, such that for all
x ∈ G ′\Z ′ either |(x + H ′) ∩ A′| < ε1/4|H ′| or |(x + H ′)\A′| < ε1/4|H ′|.

Since [G ′ : H ′] ≤ n, we can chooseC ′ ⊆ G ′ with |C ′| ≤ n such that A′ ⊆ C ′+H ′.
By choosing C ′ of minimal size, we have (x + H ′) ∩ A′ �= ∅ for all x ∈ C ′, and so
after possibly changing coset representatives we may assume C ′ ⊆ A′. Similarly,
we may assume without loss of generality that D′ ⊆ C ′. So the last thing we need
before transferring back to G is H ′ ⊆ A′ − A′. To prove this, first note that D′ �= ∅
since δ ≤ 1. So fix x0 ∈ D′. For any h ∈ H ′, we have |(x0 + H ′) ∩ (h + A′)| =
|(x0 + H ′) ∩ A′| > |H ′|/2, which implies (h + A′) ∩ A′ �= ∅, i.e., h ∈ A′ − A′.

Now one proceeds exactly as in the proof of Theorem 8.1 to transfer the above
situation back to G via the Freiman 2-isomorphism ψ : 2A′ − A′ → 2A− A induced
by φ-1. (We can make do with 2A′ − A′ since 2H ′ = H ′.) The only extra detail
required is that ψ(H ′) is a subgroup of G, which is easily verified. ��

Remark 8.11 Given the discussion of stable sets in Sect. 7.6, a natural question is
whether a quantitative version of Theorem 7.14 can be obtained for abelian groups
using a similar strategy with Freiman isomorphism, together with the (effective) arith-
metic regularity results of Terry and Wolf [40] for stable subsets of finite abelian
groups. We leave it as an exercise to verify that this is indeed the case. In particu-
lar, using similar arguments, one can show that if A ⊆ G is k-stable and Freiman
s-isomorphic to A′ ⊆ G ′, for some s ≥ 2, then A′ is k-stable (in G ′). On the other
hand, this method is unnecessary in the stable case due to recent work of the first
author [7] which directly gives a quantitative version of Theorem 7.14, with improved
bounds compared to what would be obtained from applying [40].
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