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Abstract 1 

Self-assembly of complex and functional materials remains a grand challenge in soft material 2 
science. Efficient assembly depends on a delicate balance between thermodynamic and kinetic 3 
effects, requiring fine-tuning affinities and concentrations of subunits. By contrast, we introduce an 4 
assembly paradigm that allows large error-tolerance in the subunit affinity and helps avoid kinetic 5 
traps. Our combined experimental and computational approach uses a model system of triangular 6 
subunits programmed to assemble into T=3 icosahedral capsids comprising 60 units. The 7 
experimental platform uses DNA origami to create monodisperse colloids whose 3D geometry is 8 
controlled to nanometer precision, with two distinct bonds whose affinities are controlled to kBT 9 
precision, quantified in situ by static light scattering. The computational model uses a coarse-10 
grained representation of subunits, short-ranged potentials, and Langevin dynamics. Experimental 11 
observations and modeling reveal that when the bond affinities are unequal, two distinct 12 
hierarchical assembly pathways occur, in which the subunits first form dimers in one case, and 13 
pentamers in another. These hierarchical pathways produce complete capsids faster and are more 14 
robust against affinity variation than egalitarian pathways, in which all binding sites have equal 15 
strengths. This finding suggests that hierarchical assembly may be a general engineering principle 16 
for optimizing self-assembly of complex target structures. 17 

Significance Statement 18 

In 1962, biologists Caspar and Klug, inspired by Buckminster Fuller’s geodesic domes, devised a 19 
mathematical formulism to classify all the icosahedral forms that domes could assume. 20 
Surprisingly, many virus capsids adhere to this economical scheme, utilizing the smallest possible 21 
number of distinct building blocks. While the Caspar-Klug theory explains the final structure, it does 22 
not address the construction process. This research bridges the gap by investigating how the 23 
binding strengths between subunits influence assembly speed and yield of the target structure. 24 
These findings suggest new engineering principles for robust self-assembly of nanomaterials and 25 
raise intriguing questions about whether biology exploits hierarchical assembly over equalitarian 26 
assembly, e.g. do virus capsid proteins possess unequal bond strengths that bias assembly and 27 
enhance yield? 28 

 
Main Text 29 
 
Introduction 30 

Self-assembly is a process in which individual components autonomously lower their free energy 31 
by organizing into ordered structures (1, 2). In biology, the robust self-assembly of proteins into 32 
large, but finite-size capsids is fundamental to life, exemplified by bacterial microcompartments, 33 
which enhance catalytic efficiency, and viral capsids, which encapsulate and release genetic 34 
material (3–6). While living systems routinely achieve and exploit self-assembly into precise finite-35 
size objects that are much larger than those of the individual building blocks (7), synthetic 36 
approaches lag far behind. 37 

Despite considerable effort by the soft material science community to assemble functional 38 
structures from nano- and micron-scale synthetic building blocks (8, 9), devising robust strategies 39 
remains a challenge. Current assembly paradigms rely on the ‘Goldilocks’ principle – affinities 40 
between subunits must be strong enough to ensure thermodynamic stability of the target structures, 41 
but weak enough to allow thermal annealing of kinetic traps (10–13). However, the region of 42 
parameter space leading to productive assembly shrinks dramatically as the number of subunits in 43 
the target structure increases. The prevalence of kinetic traps increases with structure size because 44 
longer nucleation timescales are required to avoid over-nucleation (14, 15) and the number of 45 
possible intermediates grows combinatorially, including many that lead to kinetic traps (16). 46 
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Consequently, the yield of well-formed target structures typically plummets as the number of distinct 47 
subunits in an assembly increases (7). 48 

Recently, computational (17–20) and experimental (20) studies showed that equilibrium target 49 
yields can be improved by designing distinct subunit interaction sites with specific binding rules that 50 
suppress formation of competing structures. However, the specific binding rules reduce the kinetic 51 
cross-section, and thus lead to slower assembly. The number of required distinct sites can increase 52 
rapidly with the size and complexity of the target structure, thus requiring prohibitive synthesis 53 
effort. Moreover, in current approaches the binding rules do not prevent kinetic traps arising from 54 
misbinding or over-nucleation. 55 

In this manuscript we describe a complementary strategy, in which building blocks have the 56 
minimum number of distinct bonds that are required by symmetry, thereby maximizing the kinetic 57 
cross-section with respect to the number of distinct units. The concept of minimal design has been 58 
previously implemented to create complex structures (21–24). Here, to suppress formation of 59 
competing structures, instead of increasing the number of distinct bonds, the bond strengths are 60 
engineered to preferentially select assembly pathways that avoid kinetically trapped intermediates. 61 

Toward this end, we combine experimental and computational platforms to investigate the 62 
relationship between subunit affinities, self-assembly pathways, kinetics, and yields. Our target 63 
structure is a T=3 icosahedral capsid (characterized by Caspar-Klug theory (25)), which assembles 64 
from 60 identical triangular subunits with attractive interactions along each of their three edges. 65 
Experimentally, the subunits are created using DNA origami (26). Crucially, the subunit-subunit 66 
edge interactions are addressable – the strength and specificity of each subunit edge can be 67 
individually specified using a bioinspired lock-and-key mechanism with bond strengths controlled 68 
to kBT precision and bond directionalities determined to about 5 degrees accuracy (27). We use 69 
static light scattering to non-invasively quantify the monomer-dimer association free energy and 70 
the association/dissociation rates in situ. We use electron microscopy (EM) and gel electrophoresis 71 
to elucidate the assembly pathways and quantify yields. Computationally, we establish coarse-72 
grained models in which subunits are constructed from pseudoatoms to qualitatively capture the 73 
excluded volume and interaction geometry of experimental subunits, and the assembly dynamics 74 
are simulated using Langevin dynamics.  75 

Motivated by the experimental capability of specifying the subunit-subunit interactions, we used the 76 
computer simulations to systematically study effects of tuning the relative strengths of subunit 77 
interactions in the target structure. In particular, subunits in the T=3 capsid have interactions with 78 
two types of symmetry, two-fold (S3-S3 in Fig. 1; side 3 of one triangle binding to side 3 of another) 79 
and five-fold (S1-S2 in Fig. 1; side 1 of one triangle binding to side 2 of another). The simulations 80 
suggest that different classes of assembly pathways occur when the affinities for the two 81 
symmetries are equal or unequal (Fig. 2). Unequal affinities lead to two distinct hierarchical 82 
assembly pathways, in which the subunits first form dimers (for stronger two-fold affinities) or 83 
pentamers (for stronger five-fold affinities) followed by association to form complete capsids. 84 
Notably, these hierarchical assembly pathways lead to faster assembly of complete capsids with 85 
yields that are more robust against affinity variation than egalitarian pathways in which all bonds 86 
have equal strengths. This prediction is consistent with a previous result from a stochastic 87 
simulation (28), but the algorithm in that study did not allow for malformed capsids, which our results 88 
show to be an important form of kinetic trap.  89 

Based on the simulation results, we designed experimental subunits with a range of affinities along 90 
the two-fold and five-fold edges. The experimental observations were qualitatively consistent with 91 
the computational predictions. The unequal-affinity cases exhibited faster assembly and reduced 92 
sensitivity of yields to affinity variations compared to the equal-affinity cases. Moreover, the EM 93 
micrographs showed a prevalence of distinct classes of intermediates for the two unequal-affinity 94 
systems, which closely resemble the intermediates in the corresponding simulation trajectories, 95 
suggesting that assembly occurs through the predicted hierarchical assembly pathways. 96 
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Experiment: Design and manufacture of DNA origami subunits 97 

Our basic subunit is a nearly rigid 3D isosceles triangular building block built from DNA origami, 98 
designed to be 15 nm x 10 nm in cross-section with a base edge of 60 nm and two equal legs of 99 
54 nm. Each block edge is made of a 4x6 double helix bundle, and a triangular shape is chosen as 100 
the most rigid frame structure. An assay of structural stiffness comes from cryo-EM reconstruction 101 
of thousands of images of individual subunits. The reconstruction has a 2 nm resolution, which is 102 
less than the diameter of a double helix. If the subunit was flexible, then the helices would be 103 
blurred. From these geometric considerations we estimate that the bending of the triangle is less 104 
than 4 degrees. All three triangle sides were designed with the same bevel angle of 11.6°, as shown 105 
in Fig. 1A,B left and middle panel. The fabrication of this subunit shares features with our prior work 106 
(26) and is described in more detail in the Materials and Methods and SI Appendix Fig. S1. 107 

‘Bonds’ (attractive interactions) between subunits are formed along the triangle edges. The 108 
triangulation number, T, specifies the minimum number of distinct local symmetries/interactions 109 
required to form an icosahedral shell with a given size (25). A T=3 capsid therefore requires three 110 
symmetries. We chose to satisfy this requirement by using identical subunits with distinct shape-111 
complementary protrusions and/or recesses on each of the three triangle side, which are 112 
programmed to uniquely interact with one another through a specific lock-and-key mechanism (29) 113 
(Fig. 1A,B middle). Base-stacking interactions, mediated through van der Waals forces, form the 114 
basis for the short-ranged attractions between the DNA blunt ends in the docking sites (30). Under 115 
the proper conditions, 60 subunits self-assemble into a fully-closed capsid (Fig. 1A,B right). 116 

The ability to fine-tune bond strengths between subunits is critical to manipulate the assembly 117 
pathways to form ensembles of subassemblies with preferential symmetry. We intentionally pared 118 
back one staple and elongated its adjacent staple in a base-stacking pair by 3 base pairs (3 bp), 119 
thereby creating ‘sticky ends’ consisting of complementary single-stranded DNA (ssDNA) 120 
sequences that increase the binding strength via hybridization into double-stranded DNA (dsDNA). 121 
To tune the binding strength, we varied the number of sticky ends (Fig. 1C, Materials and Methods, 122 
SI Appendix Fig. S1B). Notably, this results in the ability to independently control the affinity of each 123 
bond. 124 

These subunits represent a near-ideal manifestation of patchy colloids, accomplishing a long 125 
sought-after goal in soft matter physics. Our T=3 subunit is a low symmetry colloid designed to sub-126 
nanometer precision, with tunable valency and bonds that are addressable, have directionality 127 
determined to a few degrees solid angle and interaction strengths specified to kBT precision (see 128 
later section). Furthermore, design and manufacture of these sophisticated nano-colloids is 129 
surprisingly easy. The workflow consists of computer aided design alternating with data-driven 130 
assessment. Several iterations of design and test rapidly converge on colloids that meet design 131 
specifications with high yield. 132 

Computation: Model subunits as coarse-grained solid bodies 133 

We also developed simplified computational models to broadly scan parameter space and to 134 
investigate details that are hard to probe experimentally, such as the identity of all intermediates 135 
along the assembly pathways. In our simulations, the triangular subunits are modeled as coarse-136 
grained rigid bodies constructed from pseudoatoms (Fig. 1D). The ‘excluder’ atoms interact through 137 
a spherically symmetric repulsive Weeks-Chandler-Andersen potential (31), accounting for 138 
excluded volume and electrostatic interactions between the actual DNA origami subunits. Along 139 
each bond, two ‘attractor’ pseudoatoms emulate the base-stacking and hybridization associations, 140 
modeled by a short-ranged Lennard-Jones interaction. We then integrate subunit positions and 141 
orientations in time using the Langevin dynamics algorithm in HOOMD-Blue (32, 33). The 142 
simulations use higher subunit concentrations (50 nM) than experiments (5 nM) to accelerate the 143 
dynamics. We approximately account for this difference by shifting subunit-subunit affinities 144 
according to the ideal solution approximation (Materials and Methods, SI Appendix Fig. S2). 145 
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Free energy and kinetics of subunit monomer-dimer association 146 

To enable direct comparison between experimental and computational results, we use static light 147 
scattering (SLS) (Fig. 3A) to measure the monomer-dimer standard Gibbs free energy of 148 
association, ΔGa0, and the association (on-) and dissociation (off-) rate constants, kon and koff. We 149 
measure monomer-dimer assembly for three reasons. First, monomer addition is the fundamental 150 
step in capsid assembly. Second, its free energy can be computed in simulation, enabling us to 151 
map between the model parameters and experimental conditions. Third, it is experimentally 152 
accessible, while measuring other free energies and rate constants, e.g. monomer addition to form 153 
a pentamer or to close a capsid, is more challenging. 154 

The key concept of employing SLS to quantify ΔGa0 is that a solution containing 100% dimers 155 
scatters more than a 100% monomer solution with equal mass concentrations. We first prepare 156 
monomer calibration standards and dimer calibration standards (see Materials and Methods). To 157 
determine ΔGa0, we prepare one-side activated subunits so that monomers can associate into 158 
dimers, but not larger clusters (Fig. 3B). The light scattered from such a sample in equilibrium will 159 
lie between the two calibration limits (Fig. 3C), with the deviation reflecting its monomer/dimer 160 
fraction (SI Appendix Fig. S3). The law of mass action then allows deducing ΔGa0 (see Materials 161 
and Methods). 162 

SLS offers several experimental benefits. First, the measurements are performed in situ at the 163 
same monomer concentration, salt concentration, viscosity, and temperature as the capsid 164 
assembly conditions. Second, real-time monitoring is possible, allowing for the determination of kon 165 
and koff. Starting from individual monomers, SLS can track the dimerization process as monomers 166 
associate into dimers and eventually equilibrate (Fig. 3D, SI Appendix Fig. S4). The time-167 
dependence of the measured intensity is a function of the monomer-monomer association and 168 
dimer dissociation rates. The former is characterized by the forward rate constant kforward, with kforward 169 
= kon/4 or kon/2 for association between identical or different subunit species, respectively. The 170 
latter, expressed as the backward rate constant kbackward = koff, is calculated from the measured 171 
ΔGa0 and kon as explained in the Materials and Methods. 172 

To modify the association free energy, we vary the number of sticky ends inside a docking site (Fig. 173 
1C). Increasing the number of sticky ends monotonically increases the free energy as shown in 174 
Fig. 3E. Adding two additional 3bp sticky ends increases ΔGa0 by approximately 1.5 kBT. 175 

The divalent cation Mg2+ also affects the bond strength. The salt provides electrostatic screening 176 
to the negatively-charged DNA structures, but more significantly, the ions form ‘neutralizing bridges’ 177 
between the major grooves of two dsDNA backbones (34). Thus, with increasing solution ion 178 
strength, the inter-subunit associations become stronger (individual curves in Fig. 3E). Overall, by 179 
regulating the number of sticky ends in the docking sites and the Mg2+ solution concentration, we 180 
can adjust bond strengths over a range of ΔGa0 = -12 kBT to -25 kBT. 181 

While we have measured the ΔGa0 for dimerization experimentally and computational, the free 182 
energy change for adding a subunit making two or three bonds cannot be directly inferred from this 183 
data. Because the interactions between subunits are directional, much of the rotational and 184 
translational entropy is lost when subunits make one bond; there is a much smaller increase in the 185 
entropy penalty associated with making two or three bonds (35). Thus, additional measurements 186 
and computation are required to estimate the free energy of a complete capsid or the nucleation 187 
barrier (36). 188 

Increasing the association between subunits also increases the stability of dimers, agreeing with 189 
our kinetics measurements (kbackward, Fig. 3F right). By introducing 4 sticky ends, kbackward can be 190 
reduced by more than a factor of ten. This has the effect of increasing the mean dimer lifetime, 191 
𝜏𝜏dimer = 𝑘𝑘backward−1 , from hours to days. By contrast, there is only 50% change (increase) in the 192 
measured kforward value for the same change in sticky ends (Fig. 3F left). 193 
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Note that the subunit binding rate is equal to the product of the monomer-monomer collision rate 194 
and the probability of correct alignment. The measured range of kforward is 5-6 orders of magnitude 195 
smaller than the diffusion-limited collision rate (37), implying that the probability to align is 10-6. 196 
Following Janin’s analysis (38), the probability of a successful collision is 𝑝𝑝 ≈ �1

2
(1 − cos 𝛿𝛿 𝜃𝜃)�

2 𝛿𝛿𝛿𝛿
𝜋𝜋
≈197 

1
16𝜋𝜋

(𝛿𝛿𝛿𝛿)4𝛿𝛿χ, where 𝛿𝛿𝛿𝛿 and 𝛿𝛿𝛿𝛿 are respectively the range of bond and torsion angles that permit 198 
association. Assuming (for simplicity) that the tolerance for bond and torsion angles is the same 199 
results in 𝛿𝛿𝛿𝛿 ≈ 𝛿𝛿𝛿𝛿 ≈ 8∘ , which is a plausible value given the precisely-designed shape-200 
complementary docking. 201 

Manipulate assembly kinetics and pathways by adjusting subunit affinities 202 

We take these well-characterized subunits and observe their self-assembly into fully-closed T=3 203 
capsids. We consider three scenarios and design subunits in which (1) the two-fold and five-fold 204 
bonds have equal strength, (2) the two-fold bond is strengthened to bias the formation of dimers, 205 
and conversely (3) the five-fold bond is strengthened to bias the formation of pentamers. The 206 
observed capsid yield, as a function of the affinities along the two-fold (ΔGa0 S3-S3) and five-fold 207 
(ΔGa0 S1-S2) bonds, is shown in Fig. 2A (experiments) and Fig. 2C (simulations, see also SI Appendix 208 
Fig. S5A). 209 

As in previous studies of natural viruses (39–41), the finite-time yields of complete capsids are non-210 
monotonic with binding affinity. Our computational model further predicts that the unequal-affinity 211 
cases give significantly broader ranges of binding affinity values that lead to productive assembly. 212 
In particular, as shown in Fig. 2, there are elongated branches of high yield along the ΔGa0 S3-S3 213 
axis and along the ΔGa0 S1-S2 axis, respectively corresponding to high-affinity two-fold and five-fold 214 
bonds. We next discuss the assembly pathways in these different regimes in more detail to 215 
elucidate the mechanisms controlling assembly robustness. 216 

Note, in experiments there is a small degree of non-specific aggregation and thus the experimental 217 
maximum yield never reaches the modeling predictions. Non-specific binding could arise from 218 
extruding DNA strands and/or magnesium salt bridging, which is not present in the idealized 219 
coarse-grained subunits. We end experiments after 4 days to limit aggregation. To enable a fair 220 
comparison between computational results and experiments, we fix the computational time in all 221 
cases. 222 

Equal bond strength: Egalitarian assembly 223 

Our models and previous studies suggest that capsid assembly follows a nucleation-and-growth 224 
mechanism (11, 42, 43). Partial assemblies are unstable below a threshold size, the critical 225 
nucleus, because there are too few subunit-subunit interactions to compensate for the translational 226 
and rotational entropic penalties associated with assembly. The critical nucleus frequently 227 
corresponds to a closed polygon such as a pentamer or hexamer, since this allows for more 228 
interactions per subunit than smaller structures. Once a critical nucleus forms, the system is biased 229 
in the forward assembly direction because further subunit additions lead to, on average, more 230 
subunit-subunit interactions and thus higher stability. Our experimental observations are consistent 231 
with this mechanism and its expected dependence on subunit affinities.  232 

For weak interactions, capsids are either unfavorable at equilibrium or do not nucleate within the 233 
observation times because the nucleation free energy barrier is too large in comparison to thermal 234 
energy. Experimentally, employing subunits with equal bond strengths of ΔGa0 ≈ -15.0 kBT is an 235 
example of this case. The subunits bind and unbind to form dimers and some larger clusters, but 236 
only exceedingly rarely grow larger than the size of a critical nucleus, even after an abundant 237 
amount of time (Fig. 4A, SI Appendix. S6A). 238 
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On the other extreme, once the bond strength exceeds ΔGa0 ≈ -21.7 kBT, yields of complete capsids 239 
are suppressed by kinetic traps (11, 14). Subunits nucleate and form intermediate so rapidly that 240 
free subunits are depleted (monomer starvation) before most nuclei can elongate into complete 241 
capsids (Fig. 4C, SI Appendix Fig. S6C). Furthermore, these intermediates tend to form large 242 
aggregates. Annealing from either form of kinetic traps on accessible timescales is unlikely because 243 
the extremely slow off-rate, with dimer lifetimes up to 1 day (Fig. 3F), prevents monomers from 244 
dissociating from one intermediate to bind to another. 245 

The range of bond strengths which lead to successful capsid assembly for egalitarian assembly is 246 
narrow, -21.7 kBT < ΔGa0 < -15.0 kBT. Thus, egalitarian assembly follows the Goldilocks principle, 247 
in which success depends on parameters being tuned to lie in a narrow range separating too much 248 
from too little. To target optimal assembly conditions, we chose an intermediate value of ΔGa0 ≈ -249 
17.4 kBT (Fig. 4B, SI Appendix Fig. S6B). At an early assembly stage, EM micrographs show that 250 
intermediates are transient and exist at low concentrations, with no particular intermediate building 251 
up to high concentrations. Consistent with this observation, our computational trajectories show 252 
that intermediates are present at low concentrations in comparison to free subunits and complete 253 
capsids under productive assembly conditions (Fig. 5A). Further, the intermediate population is 254 
more diverse than we observe for the hierarchical assembly pathways discussed next (see SI 255 
Appendix Fig. S7). At the final stage, completed shells coexist with free subunits. This apparent 256 
two-state reaction is consistent with the nucleation-and-growth mechanism (35, 39, 44–48), 257 
indicating a clear separation of timescales between nucleation and elongation (14, 15) for these 258 
parameters. 259 

Unequal bond strength: Hierarchical (and more efficient) assembly 260 

As predicted by the computational modeling, unequal affinities result in hierarchical assembly 261 
pathways. First, consider the dimer-bias case (Fig. 4D, SI Appendix Fig. S6D). We experimentally 262 
build origami subunits in which the five-fold bond has a similar ΔGa0 as the egalitarian case shown 263 
in Fig. 4B, and the two-fold bond is stronger by roughly 3.7 kBT. EM and gel electrophoresis reveal 264 
dimers form and accumulate rapidly. This observation is consistent with the computational results 265 
for comparable affinities, which show that the population of dimers increases quickly by consuming 266 
free subunits (Fig. 5B left). Larger intermediates then arise through association of these fast-267 
forming dimers (Fig. 5B middle, SI Appendix Fig. S8B), with distinguishable metastable species 268 
involving even numbers of subunits, e.g. 2, 6, 10, 12, 20, identified both experimentally and 269 
computationally (Fig. 5B right). This assembly route illustrates how the biased interactions funnel 270 
the intermediates towards the capsid ground state by narrowing the distribution of possible 271 
intermediates to those that can be classified as assemblies of dimers. The photographs in Fig. 5B 272 
are representative, providing strong evidence that the dimer-bias pathway affects the ensemble of 273 
intermediate clusters. At the final stage, completed capsids are present with free dimers and 274 
monomers, demonstrating the separation of timescales between nucleation and growth required 275 
for productive assembly (14, 15). 276 

Similarly, we develop a pentamer-biased system by employing origami subunits with the five-fold 277 
bond affinity stronger than the two-fold bond by roughly 3.0 kBT, while the latter has ΔGa0 similar to 278 
the egalitarian case shown in Fig. 4B (Fig. 4E, SI Appendix Fig. S6E). EM revealed the rapid 279 
formation of various intermediates, composed of multiples of pentamers as well as some partial 280 
pentamers. The simulations again provide insight on how intermediate species evolve with time, 281 
starting from an accumulation of pentamers, followed by larger clusters such as 10-mers and 15-282 
mers, and ending with formation of fully-closed capsids (Fig. 5C, SI Appendix Fig. S8C). We again 283 
observe funneling of assembly pathways, but now with pentamers forming the basis for the 284 
preferred ensemble of intermediate structures. 285 

Note, the exemplary cases shown here are chosen to fairly compare assemblies from different 286 
‘effective’ repeating units, i.e., individual monomers, dimers, and pentamers, respectively. 287 
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Consistent with previous modeling studies (7, 35, 39, 44–48), small intermediates with low edge 288 
energies (i.e., relatively few unsatisfied subunit-subunit contacts) have higher populations than 289 
those with higher edge energies. However, we also observe relatively large populations of capsids 290 
between 50-60 subunits that are missing 1-2 pentamers, dimers, or monomers (depending on the 291 
pathway, see SI Appendix Fig. S7 and S8). 292 

 

Discussion and conclusions 293 

Through a combination of computational modeling and experiments, our study demonstrates that 294 
allowing for different binding affinities along different bonds can enhance assembly rates and 295 
robustness to parameter variation, in comparison to subunits that have equal affinities along all 296 
bonds. Comparison between experimental EM observations and computational results shows that 297 
this condition leads to hierarchical assembly pathways, in which particular subassemblies form 298 
rapidly and then subsequently associate to complete the capsid. Consistent with the observed 299 
efficiency of hierarchical assembly pathways, most natural viruses assemble from oligomers of the 300 
capsid subunit, such as dimers (10, 49–52), trimers (53), pentamers (54, 55), or pentamers and 301 
hexamers (56, 57). 302 

The origin of this enhancement can be understood as follows. Rapid formation of highly stable 303 
subassemblies effectively reduces the number of ‘repeating units’ needed to form the target 304 
structure. In our case, the T=3 capsid can assemble from either 30 dimers or 12 pentamers, 305 
respectively for strong intra-dimer or intra-pentamer affinities. This reduction in the number of 306 
effective subunits decreases the probability of both monomer starvation and malformed structure 307 
kinetic traps (SI Appendix Fig. S5C) (7). Specifically, for a capsid with N subunits, the region of 308 
parameter values under which nucleation is sufficiently fast to occur within experimental timescales 309 
but slow enough to avoid the monomer starvation trap (12, 14, 15) decreases as N-2.  Similarly, the 310 
probability of malformed structures increases with N because each subunit association event is an 311 
opportunity for misbinding, and because partial assemblies arising due to monomer depletion can 312 
aggregate. 313 

It is worth mentioning that very strong intra-pentamer affinities can lead to defective subassemblies, 314 
obstructing the formation of fully-closed T=3 capsids (see the shorter high-yield branch along the 315 
ΔGa0 S1-S2 axis in Fig. 2) (58, 59). In this context, we note that efficient assembly may also occur for 316 
hybrid pathways that involve both hierarchical assembly and some association by monomers (28). 317 
For example, our simulations show that in the case of pentamer-biased assembly, association of 318 
the final five subunits sometimes occurs as monomers (SI Appendix Fig. S8C) because insertion 319 
of the last pentamer to complete a capsid is slow due to steric hindrances (60, 61). 320 

Our results suggest a paradigm to enhance the Goldilocks zone for assembly. Along the egalitarian 321 
pathway, the yield of completed capsids increases and decreases sharply within a narrow affinity 322 
range (Fig. 2B,D middle row), in accordance with the Goldilocks principle. In contrast, the yield is 323 
insensitive to variation of the corresponding affinities along the two hierarchical assembly axes. A 324 
high assembly success rate is obtained over a wide range of either ΔGa0 S3-S3 (for dimer-bias 325 
pathways, Fig. 2B,D bottom row) or ΔGa0 S1-S2 (for pentamer-bias pathways, Fig. 2B,D top row). 326 
This feature represents an important engineering advantage for hierarchical assembly over 327 
egalitarian assembly. In egalitarian assembly, the challenge is to fabricate synthetic subunits in 328 
which both bond affinities must precisely and simultaneously fall within a specific narrow range of 329 
strengths, while with hierarchical assembly, as long as one bond is precise and weaker than the 330 
other, the other bond strength can have a wide range of values and still result in a high capsid yield. 331 
Beyond these advantages, note that the hierarchical assembly pathways also enable more rapid 332 
assembly. 333 
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In the current implementation, favoring either of the two bond types led to increased yields, but it 334 
did not matter much which one was favored. This finding raises the question of whether it is possible 335 
to systematically predict the most favorable pathway for a more complicated system, instead of 336 
experimentally testing all possibilities. The T=9 capsid, for example, has 5 different bonds and thus 337 
5! = 120 different ways to adjust the bond strength order to produce hierarchical pathways. Another 338 
question raised is whether this work offers insights for antiviral therapy aimed to disrupt natural viral 339 
assembly and disassembly, by considering the effect of putative antiviral drugs on assembly 340 
pathways, rather than just their binding affinity to individual proteins. 341 

Going forward, while our study demonstrates the hierarchical assembly principal for a specific T=3 342 
capsid system, the close correspondence between the experimental results and a highly simplified 343 
computational model suggest that these principles are generic, suggesting it is worthwhile to 344 
explore and apply the concept to finite assemblies other than icosahedral capsids. 345 

 

Materials and Methods 346 
 
Design, fold, and purify the DNA origami nanostructures (subunits). The DNA origami 347 
subunits were designed using caDNAno v0.2 (62) (SI Appendix Fig. S1A) based on multilayer 348 
concepts (63, 64) and folded through a one-pot reaction procedure (65). Specifically, the design 349 
uses 193 short ssDNA sequences (staples) to hybridize with and to ‘fold’ one long single-stranded 350 
circular DNA (scaffold) into the target dsDNA structure. 351 

The folding reaction mixtures contain a final p8064 scaffold (Tilibit Nanosystems) concentration of 352 
50 nM, oligonucleotide strands (ssDNA staples, Integrated DNA Technologies) of 200 nM each, 353 
and a proper folding buffer. The buffer contains 5 mM Tris base, 1 mM ethylenediaminetetraacetic 354 
acid (EDTA), 5 mM sodium chloride (NaCl), and 15 mM magnesium chloride (MgCl2) (Sigma-355 
Aldrich). The reaction mixtures were then subjected to a thermal annealing ramp (65 °C for 15 356 
minutes, then cooling with a 1 °C/hour rate from 58 °C to 51 °C) in a thermal cycling device (Bio-357 
Rad Laboratories). 358 

After folding, all subunits were further purified using gel purification (to remove excess 359 
oligonucleotide strands and misfolded aggregates) and concentrated using ultrafiltration (Amicon 360 
Ultra Centrifugal Filter Unit, with 100 kDa molecular weight cutoff) before employed for self-361 
assembly experiments. For gel purification, we used 1.5 wt% agarose gels (Thermo Fisher 362 
Scientific) containing 0.5x TBE, 5.5 mM MgCl2, and 3.75 % SYBR-safe DNA gel stain (Sigma-363 
Aldrich). Both procedures were performed as previously described; interested readers should 364 
consult Ref. (26) for more details. The concentrations of the final DNA origami solutions were 365 
measured using a NanoDrop microvolume spectrophotometer instrument (Thermo Fisher 366 
Scientific). 367 

 

Selectively enhance or passivate bond interactions between origami subunits. The DNA 368 
origami subunits associate with one another through the shape-complementary lock-and-key 369 
mechanism as described in the main text. Each docking site has 8 or 16 base-stacking pairs 370 
(dsDNA blunt ends).  371 

We can pare back one of the origami staples in a base-stacking pair by a certain number of base 372 
pairs and extend the origami staple of the other by the same number of base pairs, thereby creating 373 
‘sticky ends’ consisting of complementary ssDNA sequences that increase the binding strength via 374 
hybridization into dsDNA (SI Appendix Fig. S1B). We kept the length of each ssDNA overhang 375 
constant at 3 base pairs (3 bp) and varied the number of sticky ends to tune the binding strength 376 
(main text Fig. 1C). 377 
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Similarly, by extending all the oligonucleotide ends that are located in the docking sites with 5 bp 378 
poly-T ssDNA, one can effectively prohibit the specific site from binding, i.e., passivate the bond. 379 

 

Fabricate pure origami monomers and dimers. To quantify interactions between the subunits 380 
by static light scattering, it is crucial to prepare calibration standard samples containing either pure 381 
monomers or pure dimers. Employing the method mentioned above, we prepare monomer 382 
calibration standards consisting of subunits passivated against association by adding poly-T 383 
ssDNA segments at the lock-and-key locations to block the base-stacking interactions. To further 384 
prevent unspecific interactions, these monomers were suspended in a buffer solution with low (5 385 
mM) Mg2+ concentration. We prepare dimer calibration standards by adding complementary ssDNA 386 
sticky ends to all (16) helices at the lock-and-key locations on one pair of sides, which effectively 387 
leads to irreversible bonding, and passivating the other sides to limit assembly to dimers. The dimer 388 
sample was then suspended in a buffer solution containing 20 mM Mg2+ and incubated for 24 hours 389 
before usage. 390 

 

Assemble DNA origami subunits into T=3 capsids. All self-assembly experiments were 391 
conducted at 40 °C with a DNA origami subunit concentration of 5 nM. Note, for the binary species 392 
assembly (i.e., the monomer-dimer association experiments for quantifying ΔGa0, kon, and koff), the 393 
subunits concentration was at 20 nM. Besides the DNA origami subunits, the assembly solutions 394 
contain 5 mM Tris base, 1 mM EDTA, 5 mM NaCl, and suitable (5-30 mM) MgCl2. The samples 395 
were then incubated in a thermal cycling device for varying reaction times. 396 

Note, the T=3 capsid is the simplest experimental system for study of icosahedra capsids. This is 397 
counterintuitive, as a T=1 capsid, which is a simple icosahedron comprising 20 identical equilateral 398 
triangles, has only one local symmetry with the bonds between each side of the triangles being 399 
identical. However, in experiments using DNA origami, it is almost impossible to make all three 400 
sides of a triangle identical because the sequence of the scaffold is not three-fold symmetric. While 401 
one can design similar shape-complementary and base-stacking interactions for each side, the 402 
sequence of the bases at the base-stacking interactions will vary from side to side. Thus, there will 403 
be six distinct bonds; S1-S1, S2-S2, S3-S3, S1-S2, S2-S3, and S1-S3. In contrast, the T=3 capsid 404 
is designed to have 3 distinct sides and assembles by forming only two types of bonds, one with 405 
five-fold (S1-S2) and the other with two-fold (S3-S3) symmetry. Thus, T=1 capsids made from DNA 406 
origami have 6 distinct bonds while T=3 capsids have 2 distinct bonds, making T=3 capsids a 407 
simpler system to study experimentally than T=1 capsids. 408 

 

Computer simulations. The triangular DNA origami subunits are modeled as rigid bodies 409 
constructed from point particles, or ‘pseudoatoms’ (the main text Fig. 1D), building on previous 410 
simulations of natural virus assembly (60, 66–73). The cyan pseudoatoms, referred to as 411 
‘excluders’, interact with all other pseudoatoms through a Weeks-Chandler-Anderson (WCA) 412 
potential (31) to enforce excluded volume constraints. The subunit shape is achieved by placing 413 
three layers of excluder atoms at the appropriate bevel angle. The other colored pseudoatoms are 414 
‘attractors’, which have attractive Lennard-Jones interactions with complementary pseudoatoms to 415 
facilitate edge-edge bonding. The Lennard-Jones potential is given by ULJ(r) = 4ε[(σ/r)12 – (σ/r)6] for 416 
r < rc and 0 otherwise, with rc  = 3σ and ε the potential well-depth. The WCA potential is constructed 417 
from the Lennard-Jones potential as UWCA(r) = ULJ(r) – ULJ(21/6σ) for r < 21/6σ and 0 otherwise. We 418 
set σ = 18 nm, so that the side lengths of the model and experimental subunits are equal. 419 

To assemble into T=3 capsid, the subunits are designed with three distinct sides. Side 1 and 2 420 
have edge lengths of 3σ = 54 nm and have complementary pseudoatoms that attract with a binding 421 
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energy of ε12. Side 3 has a slightly longer edge length of 3.35σ = 60.3 nm, with attractors that are 422 
self-complementary and attract with a binding energy of ε33. The bevel angle of each side is the 423 
same, at approximately 11.64°. With this design, if ε12 = 0, then the largest structure that can form 424 
is a dimer, while if ε33 = 0, the largest structure that can form is a pentamer. 425 

Subunit positions and orientations are integrated in time using the Langevin dynamics algorithm for 426 
rigid bodies in HOOMD-Blue (32, 33). The simulation domain is an L x L x L box with periodic 427 
boundary conditions, with box side lengths chosen to set a desired concentration, C. We initialize 428 
with N = 600 subunits, equally spaced on a lattice, and perform an equilibration with only repulsive 429 
interactions for 80,000 time steps. The concentration is then C = N / (NAL3), where NA is Avogadro’s 430 
number. We set the concentration to 50 nM in our assembly simulations, and 5 nM in our 431 
dimerization tests, and compute the corresponding box length. We report all energy values in units 432 
of the thermal energy, kBT, and times in units of the Langevin damping time 𝜏𝜏 = m/ξ with m the 433 
mass of the subunit and ξ the friction coefficient. We take the mass of each subunit to be 1, so the 434 
pseudoatom mass is 1/Np, with Np = 51 the number of pseudoatoms in a subunit. We use a time 435 
step size of 0.0025𝜏𝜏. The simulations are run until a final time of tf = 2.5 x 106𝜏𝜏 for our dimerization 436 
tests, and tf = 4 x 107𝜏𝜏 in our full assembly simulations. These times were chosen such that the 437 
concentration of each intermediate appears to have reached a steady state. 438 

For the analysis, we define a cluster as any set of two or more subunits connected by a ‘bond’. We 439 
define a bond using cutoff distances; if two subunits with complementary edges have their attractive 440 
pseudoatoms less than a distance of 1.15σ apart, they are considered bonded. A well-formed T=3 441 
capsid shell contains 60 subunits, with three bonds per subunit. We augment this definition in the 442 
case of ε12 >> ε33 to include structures with 57, 58, and 59 subunits, as these structures are common 443 
in pentamer biased simulations. Monomer starvation results in a significant number of nearly 444 
complete capsids which does not occur in other parameter regimes. Additionally, these nearly 445 
complete capsids cannot be easily distinguished from complete shells in the experiment, so we 446 
include them in our analysis. With this definition of well-formed shell, we define the simulation yield 447 
to be the fraction of monomers in well-formed shells. We measure the yield of shells, as well as 448 
intermediates of all sizes, every 50,000𝜏𝜏. For statistics, we average the yields over multiple (≥ 5) 449 
simulation runs. 450 

To determine ΔGa0, we perform dimerization tests using N = 800 subunits, with the box size set by 451 
matching the experimental concentration as above. We set ε12 = 0, so side 1 and side 2 do not 452 
interact, and we vary the side 3 binding energy, ε33. Hence, dimers are the only structure that can 453 
form. By inverting the law of mass action for identical monomers forming dimers, the free energy 454 
of association can be obtained from the equilibrium concentrations since n2 = (n12/Γ) exp(-β ΔGa0), 455 
with n1 and n2 the equilibrium monomer and dimer concentrations, respectively, Γ a reference 456 
concentration of 1 mol/L, and ΔGa0 the Gibbs free energy of association. We perform these 457 
simulations for integer values of the binding energy in 6 < ε33 < 15, solve for ΔGa0(ε33) at each value, 458 
and then compute a line of best fit to the data (SI Appendix Fig. S2). We use this same conversion 459 
function to map the ε12 binding energies to association free energies.  460 

Note, comparing the yield plots (state diagrams) as a function of ΔGa0 between simulation (main 461 
text Fig. 2C) and experiment (main text Fig. 2A), we see that the optimal simulation free energies 462 
are shifted by approximately 5 kBT compared to experiment. We attribute this difference to the fact 463 
that the computational model is only qualitatively matched to the experimental system and does 464 
not incorporate all experimental features, including potential imperfections in the DNA origami 465 
structure or nonspecific interactions between subunits. For example, nonspecific binding arises 466 
from extruding DNA strands and salt bridging could potentially contribute to the experimental side-467 
side interactions. 468 
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Quantify the standard Gibbs free energy of association between subunits. We utilized static 469 
light scattering (ALV-Laser Vertriebsgesellschaft m.b.H. DLS/SLS-5022F instrument coupled with 470 
a 22 mW HeNe Laser from JDS Uniphase Corporation) as a ‘Gibbsometer’ to measure the binding 471 
strength between subunits along each bond direction. Note, the intensity of light scattered from 472 
clusters is non-linear in their component subunit numbers. Consider two solutions, one is 100% 473 
monomers and the other is 100% dimers with equal mass concentrations. In the Rayleigh limit, in 474 
which monomers are much smaller than the wavelength of light, the intensity of the 100% dimer 475 
solution is twice that of the 100% monomer solution because each dimer scatters four times of a 476 
monomer, but there are half as many dimers as monomers. Although the DNA origami subunits we 477 
employ are outside the Rayleigh limit, the concept that a solution of dimers scatters more than a 478 
monomer solution still applies. 479 

First, we prepared calibration standard solutions containing either pure monomers or pure dimers 480 
using the methods mentioned in the Section ‘Fabricate pure origami monomers and dimers’. 481 
Scattering signal was then obtained from the pure monomer standard as a function of total 482 
monomer (subunit) concentration, [M0], with a linear regression expressed as 483 

                                                                   𝑅𝑅M = 𝑎𝑎M × [𝑀𝑀0] + 𝑏𝑏M .                                                 [1] 484 

Here RM is the scattering intensity from pure monomer suspension, and aM and bM are the fitting 485 
parameters. Similarly, the scattering signal was also obtained from the pure dimer standard, 486 

                                                                   𝑅𝑅D = 𝑎𝑎D × [𝑀𝑀0]
2

+ 𝑏𝑏D ,                                                                   [2] 487 

where RD is the scattering intensity from pure dimer suspension, and aD and bD are the fitting 488 
parameters (main text Fig. 3C). 489 

Next, for any sample to be characterized, we selectively passivated two subunit bonds to limit the 490 
assembly as monomer-dimer association (main text Fig. 3B), equilibrated the sample under desired 491 
environmental conditions for 48 hours, and collected its scattering intensity Rsample. Because any 492 
practical sample at equilibrium always contains partial monomers and partial dimers, it scatters 493 
light with intensity falling in between the two extreme cases (i.e., pure monomers and pure dimers). 494 
Also, Rsample is the superposition of its monomer component signal and its dimer component signal, 495 

                                                         𝑅𝑅sample = (1 − 𝛼𝛼) × 𝑅𝑅M + 𝛼𝛼 × 𝑅𝑅D ,                                                      [3] 496 

with α defined as the dimer completion fraction. By plugging Eq. 1 and Eq. 2 into Eq. 3, we obtained 497 
α of any tested sample (SI Appendix Fig. S3), which then gave exact monomer concentration in 498 
the sample via 499 

                                                                 [𝑀𝑀] = (1 − 𝛼𝛼) × [𝑀𝑀0] ,                                                                 [4] 500 

and exact dimer concentration in the sample via 501 

                                                                         [𝐷𝐷] = 𝛼𝛼×[𝑀𝑀0]
2

  .                                                                         [5] 502 

Note, there are two types of monomer-dimer associations in our system, the S1-S2 bond and the 503 
S3-S3 bond. The S1-S2 bond interaction requires two different monomer species, one with only S1 504 
activated (denoted as S1) and the other with only S2 activated (denoted as S2). The reaction 505 
equation is expressed as 506 

                                                                         𝑆𝑆1 + 𝑆𝑆2 ⇋  𝐷𝐷12 ,                                                      [6] 507 

where D12 is a dimer complex composed of monomer S1 and monomer S2. In this case, the dimer 508 
concentration changes with time following the relation 509 
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                                                       𝑑𝑑[𝐷𝐷12]
𝑑𝑑𝑑𝑑

= 𝑘𝑘on × [𝑆𝑆1] × [𝑆𝑆2] − 𝑘𝑘off × [𝐷𝐷12] ,                                               [7] 510 

where kon and koff indicate the on-rate constant and the off-rate constant, respectively. Because the 511 
S1 and S2 monomer species were added into the experimental system with the same concentration, 512 

                                                                        [𝑆𝑆1] = [𝑆𝑆2] = [𝑀𝑀]
2

                                                                    [8] 513 

and 514 

                                                                    [𝑀𝑀] + 2 × [𝐷𝐷12] = [𝑀𝑀0] .                                                           [9] 515 

The standard Gibbs free energy of association can be therefore calculated from the equilibrium 516 
concentration of monomers and dimers as 517 

                              ∆𝐺𝐺a
0
𝑆𝑆1−𝑆𝑆2
𝑘𝑘B𝑇𝑇

= − ln � [𝐷𝐷12]
[𝑆𝑆1][𝑆𝑆2]

× Γ� = − ln �4 × [𝐷𝐷12]
[𝑀𝑀]2

× Γ� = − ln �𝑘𝑘on
𝑘𝑘off

× Γ� .                     [10] 518 

Above kB is the Boltzmann constant, T is the temperature, and Γ is the standard reference 519 
concentration defined as 1 M. By plugging experimentally measured Eq. 4 and Eq. 5 into Eq. 10, 520 
the S1-S2 bond strength was thus determined. 521 

Similarly but differently, the S3-S3 bond interaction requires two identical monomers (i.e., the same 522 
species), both with S3 activated (denoted as S3). Here, the reaction equation is expressed as 523 

                                                                             2𝑆𝑆3 ⇋  𝐷𝐷33 ,                                                      [11] 524 

where D33 is a dimer composed of two S3 monomers. The dimer concentration changes with time 525 
following 526 

                                                          𝑑𝑑[𝐷𝐷33]
𝑑𝑑𝑑𝑑

= 1
2

× 𝑘𝑘on × [𝑆𝑆3]2 − 𝑘𝑘off × [𝐷𝐷33] ,                                           [12] 527 

with 528 

                                                                             [𝑆𝑆3] = [𝑀𝑀] ,                                                                 [13] 529 

and 530 

                                                                [𝑀𝑀] + 2 × [𝐷𝐷33] = [𝑀𝑀0] .                                                        [14] 531 

Therefore, the standard Gibbs free energy of association is now expressed as 532 

                               ∆𝐺𝐺a
0
𝑆𝑆3−𝑆𝑆3
𝑘𝑘B𝑇𝑇

= − ln �[𝐷𝐷33]
[𝑆𝑆3]2

× Γ� = − ln �[𝐷𝐷33]
[𝑀𝑀]2

× Γ� = − ln �1
2

× 𝑘𝑘on
𝑘𝑘off

× Γ� .                        [15] 533 

Again, by plugging experimentally measured Eq. 4 and Eq. 5 into Eq. 15, the S3-S3 bond strength 534 
could be determined. 535 

 

Characterize association and dissociation rate constant between subunits. Besides the 536 
equilibrium measurement mentioned above, we also utilized static light scattering as a real-time 537 
assembly monitor to quantify how fast the subunits bind and unbind with one another. We first 538 
prepared subunits with only the desired bond activated (so that only monomer-dimer associations 539 
were permitted) and suspended them in a buffer with low magnesium ion concentration. These 540 
subunits remained as monomers until the associations between them were switched on (at time = 541 
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0) by increasing the buffer magnesium ion concentration. Subunits then dimerized over time until 542 
reaching an equilibrium state. Static light scattering was employed to track the whole process in 543 
real time, with detected scattering intensity Rsample(t) as shown in the main text Fig. 3D. Note, 544 
Rsample(t = ∞) indicates the scattering signal at equilibrium, which is the same as Rsample mentioned 545 
in Eq. 3 and can be used to calculate ΔGa0 of the sample following the methods described 546 
previously. 547 

At each time point, comparing Rsample(t) with the standard references (RM and RD) and following the 548 
procedures detailed in Eq. 1 – Eq. 5, the monomer concentration M(t) and dimer concentration D(t) 549 
in the sample were obtained as a function of time. Derived from Eq. 7 – Eq. 10, for S1-S2 bond 550 
association, the time evolution of monomer concentration followed 551 

                                                              [𝑀𝑀12](𝑡𝑡) =
𝑎𝑎− 𝑏𝑏𝑐𝑐×𝑒𝑒−

1
2×𝑘𝑘on×(𝑎𝑎−𝑏𝑏)×𝑡𝑡

1− 1𝑐𝑐×𝑒𝑒−
1
2×𝑘𝑘on×(𝑎𝑎−𝑏𝑏)×𝑡𝑡

 ,                                                    [16] 552 

where 553 

                                             𝑎𝑎, 𝑏𝑏 = −Γ × 𝑒𝑒
∆𝐺𝐺a

0

𝑘𝑘B𝑇𝑇 ± ��Γ × 𝑒𝑒
∆𝐺𝐺a

0

𝑘𝑘B𝑇𝑇�
2

+ 2[𝑀𝑀0] × Γ × 𝑒𝑒
∆𝐺𝐺a

0

𝑘𝑘B𝑇𝑇                              [17] 554 

                                             𝑐𝑐 = [𝑀𝑀0]−𝑏𝑏
[𝑀𝑀0]−𝑎𝑎

 .                                                                                                                  [18] 555 

Similarly, derived from Eq. 12 – Eq. 15, for S3-S3 bond association, the time evolution of monomer 556 
concentration followed 557 

                                                              [𝑀𝑀33](𝑡𝑡) =
𝑎𝑎− 𝑏𝑏𝑐𝑐×𝑒𝑒−𝑘𝑘on×(𝑎𝑎−𝑏𝑏)×𝑡𝑡

1− 1𝑐𝑐×𝑒𝑒−𝑘𝑘on×(𝑎𝑎−𝑏𝑏)×𝑡𝑡 ,                                                       [19] 558 

where 559 

                                           𝑎𝑎, 𝑏𝑏 = 1
4

× �−Γ × 𝑒𝑒
∆𝐺𝐺a

0

𝑘𝑘B𝑇𝑇 ± ��Γ × 𝑒𝑒
∆𝐺𝐺a

0

𝑘𝑘B𝑇𝑇�
2

+ 8[𝑀𝑀0] × Γ × 𝑒𝑒
∆𝐺𝐺a

0

𝑘𝑘B𝑇𝑇 �                    [20] 560 

                                           𝑐𝑐 = [𝑀𝑀0]−𝑏𝑏
[𝑀𝑀0]−𝑎𝑎

 .                                                                                                                     [21] 561 

The experimentally obtained M(t) was then fitted with either Eq. 16 – Eq. 18 or Eq. 19 – Eq. 21 562 
depending on the bond type, thereby giving the on-rate constant kon of the tested association. With 563 
quantified ΔGa0 and kon, the off-rate constant koff was then calculated following either Eq. 10 or Eq. 564 
15. 565 

Note, for easier understanding and comparison between the two bond types, Eq. 7 and Eq. 12 were 566 
re-written and expressed as the same form, 567 

                                                     𝑑𝑑[𝐷𝐷]
𝑑𝑑𝑑𝑑

= 𝑘𝑘forward × [𝑀𝑀]2 − 𝑘𝑘backward × [𝐷𝐷] ,                                               [22] 568 

where kforward and kbackward are defined as the forward rate constant and the backward rate constant, 569 
respectively. In this definition, 570 

                      𝑘𝑘forward = 1
4

× 𝑘𝑘on (for S1-S2 bond, different monomer species)   571 
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                      𝑘𝑘forward = 1
2

× 𝑘𝑘on (for S3-S3 bond, same monomer species),                                          [23] 572 

and 573 

                      𝑘𝑘backward = 𝑘𝑘off .                                                                                                                            [24] 574 

 

Quantify assembly yield (fraction of the completed capsids) by agarose gel electrophoresis. 575 
The size distribution of assembly products was investigated using agarose gel electrophoresis. We 576 
used 0.5 wt% agarose gels containing 0.5x TBE, 3.75 % SYBR-safe DNA gel stain, and the same 577 
MgCl2 concentration (5-30 mM) as the solutions in which the capsids were incubated/assembled. 578 
The gel electrophoresis was performed for 2 hours at 90 V bias voltage at 4 °C, with buffer 579 
exchanged every 40 minutes. The gels were then scanned with a Typhoon FLA 9500 laser scanner 580 
(GE Healthcare) at a 25 μm resolution (SI Appendix Fig. S6A-E 1st row). 581 

For each gel lane containing the sample, the intensity profile was extracted with the background 582 
signal subtracted (obtained from the profile scanning of an empty gel lane) (SI Appendix Fig. S6A-583 
E 2nd row). The processed intensity profile was then normalized and fitted with a Gaussian to the 584 
complete capsid peak. The area underneath the Gaussian curve was then defined as the yield 585 
(fraction) of successful shell assemblies (SI Appendix Fig. S6F) . 586 
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Figures 
 
 
 
 
 
 
 
 
 

 
 
Figure 1. Design principles of the triangular subunit, experimentally and computationally. (A) Cylindrical models of 
the DNA origami triangular subunit (left: bottom-view, middle: side-view) and the assembled T=3 icosahedral capsid 
(right). Each cylinder represents a DNA double helix. Protrusions (light) and recesses (dark) are assigned to each 
unit edge, with the black arrows indicating their shape-complementary interaction pairs. (B) Experimental cryogenic 
electron microscopy (cryo-EM) reconstructions of the subunit and capsid shown in (A). Scale bar: 25 nm. (C) Different 
numbers of ssDNA sticky ends (3 bp each, sketched as yellow tildes) are introduced into the docking site (e.g. recess 
on S2) for binding strength control. These sticky ends hybridize with their counterparts affixed on the corresponding 
site (protrusion on S1 for this case) and increase the bond strength. (D) Structure of the computational model subunit 
(left) and examples of intermediates for early, late, and final stages of capsid assembly (right). The triangular rigid 
body is constructed from cyan pseudoatoms (spheres) that have repulsive interactions, while pseudoatoms with 
other colors have attractive attractions enabling formation of physical bonds with other subunits. 
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Figure 2. Error-tolerant hierarchical assembly pathways. (A and C) A state diagram, constructed from (A) 
experimental data and (C) computer simulations, respectively, that shows the fraction of completed capsids (yield) 
versus two-fold (S3-S3) and five-fold (S1-S2) bond affinities between subunits. The circular dots in (A) represent 
individual experimental measurements, and bars denote standard error in ΔGa0 measurement as shown in Fig. 3E. 
The three white-outlined dots correspond to the exemplary assemblies following egalitarian, dimer-bias, and 
pentamer-bias pathways discussed in Fig. 4B,D,E and Fig. 5. (B and D) The yield of complete capsids is shown with 
respect to varying affinity along two-fold bond S3-S3 (left) and five-fold bond S1-S2 (right), following three routes, 
generated from (B) experiments and (D) simulations. Pentamer-bias path (top row, along vertical dashed box in (A)): 
fix ΔGa0 S3-S3 and vary ΔGa0 S1-S2. Egalitarian path (middle row, along diagonal dashed box in (A)): vary ΔGa0 S3-S3 
and ΔGa0 S1-S2 simultaneously. Dimer-bias path (bottom row, along horizontal dashed box in (A)): fix ΔGa0 S1-S2 and 
vary ΔGa0 S3-S3. 
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Figure 3. Quantify interactions between synthetic subunits by statistic light scattering. (A) Schematic of the light 
scattering setup. The scattered light signal is collected at a scattering angle θ = 90°. (B) By selectively passivating 
two of the subunit bonds, the assemblies are limited to monomer-dimer association, enabling characterization of 
individual specific bond, S1-S2 (top) or S3-S3 (bottom). (C) Measured scattered intensity (expressed as the 
scattering ratio, R) as a function of subunit concentration for a monomer calibration standard (blue dots and linear 
fit), a dimer calibration standard (red squares and linear fit), and an exemplary sample at equilibrium (black cross, 
S1-S2 bond with 2 sticky ends in 20 mM Mg2+ solution). The green-shaded region indicates the possible scattering 
range of any practical sample. Bars represent standard deviations. Inset: negative-stain transmission electron 
microscopy image of the monomer (bottom) and dimer (top) standards; scale bar: 50 nm. (D) Real-time scattering 
signal monitored as subunits are induced to dimerize by adding salt at time t = 0 and equilibrating. (E) Standard 
Gibbs free energy of association of various bonds in solutions with varying Mg2+ concentrations, measured by method 
(C). Bars represent standard errors. (F) Forward rate constant, kforward (left), and backward rate constant, kbackward 
(right), for bond S1-S2 (blue dashed line) and S3-S3 (red dashed line) with varying numbers of sticky ends in a 20 
mM Mg2+ solution, characterized from (D). 
  



 

 

23 

 

 
 

 
 
Figure 4. Programming assembly pathways by adjusting subunit binding affinities. (A-E) Experimental and 
computational T=3 capsid self-assemblies as a function of bond strengths (S1-S2, S3-S3) in units of ΔGa0 ≈ -17.4 
kBT. (A) Equal bond strength, weak (0.85, 0.85), (B) equal bond strength, intermediate (1.00, 1.05), (C) equal bond 
strength, strong (1.25, 1.25), (D) two-fold bond strengthened (1.00, 1.20), and (E) five-fold bond strengthened (1.20, 
1.05). A schematic subunit with marked affinities and schematic assembly pathway are sketched for each case (1st 
column). At early (1 hour, 2nd column) and final (96 hours, 3rd column) stage, gel electrophoresis (SI Appendix Fig. 
S6) and negative-stain TEM are used to evaluate the assembly process and yield of fully-closed capsids. Note, the 
disk-like objects indicated by an arrow in the TEM pictures are complete capsid shells. Scale bar: 100 nm. A 
simulation snapshot at the final stage is also provided (4th column), using experimentally relevant conditions. 
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Figure 5. Common intermediates and their time evolutions for assemblies following different pathways. (A-C) 
Frequently observed and distinguishable meta-stable intermediate species are characterized by simulations for the 
(A) egalitarian (with equal bond strength), (B) dimer-bias (with two-fold bond strengthened), and (C) pentamer-bias 
(with five-fold bond strengthened) pathways. Simulations are performed using experimentally relevant conditions, 
while affinities are fine-tuned so that each demonstrated case corresponds to the best-yield condition of the pathway 
they follow. Left panel: mass-weighted fraction of monomers, intermediates, and complete T=3 capsids as a function 
of simulation time step (expressed as time over the final simulation time tf = 4 x 107𝜏𝜏 (see Materials and Methods)). 
Note, an S1-S2 dimer is the precursor to the pentamer subassembly. Middle panel: histogram showing how often a 
cluster grows by a particular size increment in the subset of trajectories that form fully-closed capsids. Under 
egalitarian (A), monomer addition is dominant. Under dimer-bias (B), dimers are added with a fourfold greater 
probability and odd subunit addition is rare compared with the egalitarian case. Under pentamer-bias (C), numerous 
pentamer additions are observed, as well as some 10-mers and 15-mers. Inset: the same histogram in linear scale, 
showing increment size smaller than 5. Right panel: exemplary intermediates identified by experiments (top, 
negative-stain TEM, scale bar: 100 nm) and by simulations (bottom). Note, in (B) and (C) the intermediates 
containing 10 subunits are representative. However, no distinguishable intermediates are observed in egalitarian 
(A), illustrated by clusters with the same subunit number but various configurations.  
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Fig. S1. Design details of the DNA origami triangular subunit. (A) Design diagram of the T=3 triangular subunit 
prepared with caDNAno v0.2. Note, there is a protrusion on side 1 (S1), a recess on side 2 (S2), and both a 
protrusion and a recess on side 3 (S3). (B) S1 and S2 with two sticky ends added as an example of binding strength 
control. The ssDNA origami staples (left, shown in green) in S1 protrusion docking site are pared back by 3 bp; the 
staples (right, shown in pink) in S2 recess docking site are extended by 3 bp with complementary ssDNA sequences. 
The resulting sticky ends increase the S1-S2 bond strength via hybridization into dsDNA when the two subunit sides 
interact. 
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Fig. S2. Gibbs free energy as a function of the side-side binding potential energy. The experimentally measurable 
standard Gibbs free energy of association (ΔGa0) is computationally determined by measuring the equilibrium 
constant in simulations in which subunits reversibly dimerize, as a function of the attractive potential energy well 
depth (ε). By inverting the law of mass action, we can extract ΔGa0 as a function of ε in simulations. A line of the 
best fit is also shown. 
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Fig. S3. Quantifying the experimental bond interactions using static light scattering. The dimer completion fractions, 
α, of various bonds are expressed as functions of the Mg2+ concentration in solutions. Experimentally, the values of 
α are determined by comparing the light intensity scattered from a sample in equilibrium with a pure monomer 
calibration standard and a pure dimer calibration standard as explained in Materials and Methods. The law of mass 
action then allows deduction of the standard Gibbs free energy of association, ΔGa0, and the result is shown in the 
main text Fig. 3E. Bars represent standard errors. 
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Fig. S4. Quantifying the association rate between subunits in experiments using static light scattering. Calculated 
from the real-time monitored scattering signal during the dimerization process (main text Fig. 3D), the dimer 
completion fractions α of various bonds are shown as a function of assembly time, at 40 °C and in a 20 mM Mg2+ 
solution. The time evolution of α(t) (and the corresponding time-dependent monomer concentration M(t) and dimer 
concentration D(t)) are then fitted with theoretical equations (black curves), from which we extract the forward rate 
constant kforward and backward rate constant kbackward (see the main text Fig. 3F), as detailed in Materials and 
Methods. 
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Fig. S5. Assembly yield and kinetic traps in experiments and simulations. (A) A computational state diagram shows 
the capsid yield versus the two-fold (S3-S3) and five-fold (S1-S2) bond strength between subunits. The diagram 
contains the same information as the main text Fig. 2C, but with bond strength expressed as the side-side binding 
potential energy, ε. (B) The computational yield of complete capsids is shown with respect to varying affinity along 
two-fold bond S3-S3 (left) and five-fold bond S1-S2 (right), following the pentamer-bias pathway (top row, along 
vertical dashed box in the main text Fig. 2A) and the dimer-bias pathway (bottom row, along horizontal dashed box 
in main text fig. 2A). To quantify the range of affinities that successfully drive the second stage of the assembly, we 
define affinity range wp (orthogonal to ΔGa0 S1-S2) for the pentamer-bias case and wd (orthogonal to ΔGa0 S3-S3) for 
the dimer-bias case that result in capsid yields that are larger than 30% (roughly the highest yield divided by e): wp 
≈ 1.1 kBT and wd ≈ 1.0 kBT. (C) The experimentally characterized fraction of kinetically trapped species is shown 
as a function of affinity along two-fold bond S3-S3 (left) and five-fold bond S1-S2 (right), following three routes. 
Pentamer-bias route (top row, along vertical dashed box in the main text Fig. 2A): fix ΔGa0 S3-S3 and vary ΔGa0 S1-S2. 
Egalitarian path (middle row, along diagonal dashed box in the main text Fig. 2A): vary ΔGa0 S3-S3 and ΔGa0 S1-S2 
simultaneously. Dimer-bias path (bottom row, along horizontal dashed box in the main text Fig. 2A): fix ΔGa0 S1-S2 

and vary ΔGa0 S3-S3. Note that the trapped species are defined as any assembly products with size larger than a 
fully-closed capsid, e.g. large malformed structures and aggregations of several incomplete capsid shells. 
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Fig. S6. Characterizing assembly pathways and yield using gel electrophoresis. (A-E) Experimental T=3 capsid 
self-assemblies characterized by gel electrophoresis for five exemplary bond strengths between subunits, including 
(A) equal (weak), (B) equal (intermediate), (C) equal (strong), (D) two-fold bond strengthened, and (E) five-fold bond 
strengthened (same conditions as the main text Fig. 4). 1st row: laser-scanned fluorescent images of agarose gels 
showing the assembly of T=3 capsids at different time points (0, 1, 4 hours and 1, 4 days). The samples are loaded 
into the top gel pockets and migrate toward the bottom, with smaller species moving faster. The ‘P’, ‘C’, ‘D’, ‘M’ 
labels indicate the position of gel pocket, peak of capsid population, peak of dimer population, and peak of monomer 
population, respectively. 2nd row: the intensity profile obtained from gels shows the spatial distribution and relative 
population of monomers, dimers, intermediates, and completed capsids in each sample. The 0 / 20 mm migration 
distance corresponds to the top / bottom gel position in the 1st row. Note, only profiles of early assembly stage (1 
hour, blue curve) and final assembly stage (4 days, orange curve) are presented here. 3rd row: the fraction of 
successful assembly (yield of completed capsids) is expressed as a function of assembly time. (F) Exemplary 
characterization of capsid yield from an agarose gel. We first extract the intensity profile of the gel lane containing 
the sample and subtract the background (obtained from an empty lane). We then normalize the profile (blue curve) 
and fit a Gaussian to the capsid peak (red curve). The area underneath the Gaussian curve is defined as the 
complete capsid yield. 
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Fig. S7. Intermediate populations in computational capsid assembly trajectories at selected time points. The 
populations are averaged over 10 trajectories and 15 frames before and after the specified time points, except the 
final time which is averaged over the last 30 frames. (A) Egalitarian pathways show a diverse spread of intermediate 
sizes at early times; monomers, smaller compact intermediates, and near capsids with 49+ subunits. (B) Dimer bias 
and (C) pentamer bias pathways clearly prefer hexamers and pentamers, respectively, as well as intermediate sizes 
that are multiples of 5. These are expected during pentamer-biased assembly, and also favorable due to their 
relatively low edge energy. Note the peak for size-50 structures at late times for (A) and (C) which are not present 
in (B). 
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Fig. S8. Cluster size dynamics in computational capsid assembly trajectories. (A-C) Individual clusters that 
eventually form capsids are tracked. The numbers of subunits in each cluster (top panels) and size of each 
association event (bottom panels) are plotted as a function of simulation time steps. The time = 0 is defined as the 
time that the cluster first begins forming; each time step corresponds to 1/400 of the total simulation time. Three 
distinct pathways are examined: (A) egalitarian (with the same conditions as the main text Fig. 4B and Fig. 5A), (B) 
dimer-bias (with the same conditions as the main text Fig. 4D and Fig. 5B), and (C) pentamer-bias (with the same 
conditions as the main text Fig. 4E and Fig. 5C). Only a few exemplary trajectories are plotted for easier 
visualization, and each curve indicates a single capsid assembly trajectory. For the pentamer-bias case (C), most 
subunit additions occur in large groups, typically multiples of 5 (5 and 10; see the main text Fig. 5C middle panel). 
This implies that most capsids grow via pentamer addition, and that large partial capsids can combine. By contrast, 
the curves increase much more gradually in the dimer-bias case (B), consistent with growing by only a few dimers 
and/or monomers at a time. An even more gradual increase is observed in the egalitarian case (A), wherein most 
additions are monomers. Note also, the pentamer-bias curves (C) grow rapidly but generally stagnate after reaching 
around 50 subunits due to orientation mismatch. That is, it is hard for free pentamers to find available binding sites 
on a nearly-complete cluster due to steric hindrances. 
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