Evidence for intrinsic DNA dynamics and deformability in damage sensing by the

Rad4/XPC nucleotide excision repair complex

Saroj Baral'!, Sagnik Chakraborty'f, Peter J. Steinbach?, Debamita Paul®*, Jung-Hyun Min® and

. . *
Anjum Ansari'*

'Department of Physics and *Biomedical Engineering, University of Illinois at Chicago,
Chicago, IL 60607
*Bioinformatics and Computational Biosciences Branch, National Institute of Allergy and
Infectious Diseases, National Institutes of Health, Bethesda, MD

3Department of Chemistry & Biochemistry, Baylor University, Waco, TX 76798

* To whom correspondence should be addressed.

Email; ansari@uic.edu

Telephone: (312) 996-8735; Fax: (312) 996-9016

"Present Address: Vector Educational and Consultancy Services, 7/22, Ekdalia, Ballygunge,
Kolkata, West Bengal 700019, India

YPresent Address: Department of Chemistry, St. Edward's University, 3001 S Congress Ave,
Austin, TX 78704

Keywords: Laser temperature-jump, fluorescence spectroscopy, DNA unwinding/bending
dynamics, spontaneous DNA fluctuations, mismatched DNA dynamics, DNA damage

recognition, conformational capture


mailto:ansari@uic.edu
https://nam04.safelinks.protection.outlook.com/?url=https%3A%2F%2Fwww.google.com%2Fmaps%2Fsearch%2F3001%2BS%2BCongress%2BAve%2C%2BAustin%2C%2BTX%2B78704%3Fentry%3Dgmail%26source%3Dg&data=05%7C02%7Cansari%40uic.edu%7C8ff751f0bf674d93d7fd08dc420cb0b6%7Ce202cd477a564baa99e3e3b71a7c77dd%7C0%7C0%7C638457869509824221%7CUnknown%7CTWFpbGZsb3d8eyJWIjoiMC4wLjAwMDAiLCJQIjoiV2luMzIiLCJBTiI6Ik1haWwiLCJXVCI6Mn0%3D%7C0%7C%7C%7C&sdata=u0ZPemNQJCm9cUiUqeQj2LlMFscgtsjiv3f97qPT9Gs%3D&reserved=0
https://nam04.safelinks.protection.outlook.com/?url=https%3A%2F%2Fwww.google.com%2Fmaps%2Fsearch%2F3001%2BS%2BCongress%2BAve%2C%2BAustin%2C%2BTX%2B78704%3Fentry%3Dgmail%26source%3Dg&data=05%7C02%7Cansari%40uic.edu%7C8ff751f0bf674d93d7fd08dc420cb0b6%7Ce202cd477a564baa99e3e3b71a7c77dd%7C0%7C0%7C638457869509824221%7CUnknown%7CTWFpbGZsb3d8eyJWIjoiMC4wLjAwMDAiLCJQIjoiV2luMzIiLCJBTiI6Ik1haWwiLCJXVCI6Mn0%3D%7C0%7C%7C%7C&sdata=u0ZPemNQJCm9cUiUqeQj2LlMFscgtsjiv3f97qPT9Gs%3D&reserved=0

ABSTRACT

Altered DNA dynamics at lesion sites are implicated in how DNA repair proteins pause and
identify damage within genomic DNA. We examined DNA dynamics in the context of damage
recognition by Rad4 (yeast ortholog of XPC), which recognizes diverse lesions from
environmental mutagens and initiates nucleotide excision repair. Previous studies with a cytosine-
analog FRET pair placed on either side of 3 base-pair (bp) mismatched sites — recognized
specifically by Rad4 in vitro — unveiled severely deformed DNA even without Rad4 (Chakraborty
et al. (2018) Nucleic Acid Res. 46: 1240-1255). Here, using laser T-jump, we revealed the
timescales of these spontaneous deformations. 3-bp AT-rich nonspecific sites, whether matched
or mismatched, exhibited conformational dynamics primarily within the T-jump observation
window (~20 ps — <100 ms), albeit with some amplitude in unresolved (<20 ps) kinetics. The
amplitudes of the “missing” fast kinetics increased dramatically for mismatched specific sites,
which were further distinguished by additional “missing” amplitude in slow (>100 ms) kinetics at
elevated temperatures. We posit that the rapid (us-ms) fluctuations help stall a diffusing protein at
AT-rich/damaged sites and that the >100-ms kinetics reflect a propensity for specific DNA to
adopt unwound/bent conformations that may resemble Rad4-bound structures. These studies
provide compelling evidence for unusual DNA dynamics and deformability that likely govern how

Rad4 senses DNA damage.



INTRODUCTION

How DNA damage sensing proteins search for and identify damaged sites within undamaged
genomic DNA remains unresolved. While many studies have focused on how these proteins juggle
three-dimensional (3D) and one-dimensional (1D) diffusion to optimize the search process, the
mechanism by which these proteins recognize damage when in the vicinity is not well understood.
In particular, the role DNA plays in recruiting proteins to potential damage sites remains poorly
characterized. Altered DNA dynamics at lesion sites are implicated in damage sensing, but
characterizing these dynamics has been a challenge. We examined DNA dynamics in the context
of damage recognition by Rad4 (yeast ortholog of XPC), which recognizes diverse lesions from
UV-damage or other genotoxins and initiates nucleotide excision repair (NER). Previous structural
studies showed that when Rad4 binds to a lesion site, it unwinds the DNA at that site, flips out two
nucleotide pairs that include the lesion, and inserts a B-hairpin into the gap in the DNA to stabilize
this so-called ‘open’ conformation (1,2). Notably, in this recognition complex, Rad4 does not make
direct contact with the damaged nucleotides but interacts exclusively with the nucleotides on the
opposite strand (Figure 1). This ‘indirect readout’ enables the protein to bind to a variety of
structurally dissimilar lesions that are repaired by NER. Rad4 also binds in vitro to DNA sites with
2 or 3 base pair (bp) mismatches with affinities similar to bona fide NER lesions and forms the
same ‘open’ complex as with NER lesions, making these mismatched sites suitable model systems

for exploring the damage sensing mechanisms.

Remarkably, Rad4 when covalently tethered to undamaged DNA is also able to flip out
nucleotides in a manner akin to the specific complex (3), although certain sequences are more
prone to being ‘opened’ than others (4). The observation that Rad4 could flip out nucleotides from
within undamaged sites, if held at that site long enough, led to the proposal of a ‘kinetic gating’
mechanism for damage recognition by Rad4/XPC. In this mechanism, the ability of a freely
diffusing protein to flip nucleotides at any given site is governed by the ratio of the probability that
Rad4 will flip nucleotides when sitting at that site versus the probability that it will diffuse over to
an adjacent site. This mechanism allows Rad4, while searching for damage, to more efficiently
flip nucleotides at lesion sites compared with undamaged sites, since the rates for nucleotide
flipping are expected to be much faster at helix-destabilizing lesions compared with stable,

undamaged sites.



In a previous study, we employed laser temperature-jump (T-jump) spectroscopy to unveil
Rad4 induced DNA unwinding and nucleotide-flipping kinetics on DNA constructs with 2- or 3-
bp mismatches (3,5). DNA conformational dynamics in response to a T-jump perturbation were
monitored using either 2-aminopurine (2AP; fluorescent analog of adenine) placed within the
mismatch, to probe directly nucleotide flipping, or a cytosine analog FRET pair (tC° and tChitro)
placed on either side of the mismatched site, to probe DNA unwinding. The T-jump measurements
were carried out on DNA with TTT/TTT mismatch that is specifically recognized by Rad4 and
TAT/TAT mismatch that is not recognized by Rad4 and hence served as a nonspecific control
together with the matched counterparts. These measurements indicated a ‘twist-open’ mechanism
for mismatch recognition by Rad4, with nonspecific unwinding on ~100-500 ps timescale
attributed to interrogation dynamics followed by nucleotide flipping on timescales of ~5-10 ms to
form the recognition complex (5). Nucleotide flipping times from within undamaged DNA are
predicted to be several orders of magnitude slower (3), although they have not been directly

measured.

These earlier T-jump studies focused on readily observed Rad4-induced DNA
conformational dynamics and did not report on intrinsic DNA dynamics in the absence of Rad4,
either because DNA-only dynamics fell outside of the T-jump observation window or the
fluorescent probes, depending on where they were placed on the DNA, were insensitive to smaller
amplitude DNA-only dynamics. In a follow-up study we employed fluorescence lifetime
measurements with the tC° and tCuiro FRET probes to examine the equilibrium distributions of
accessible DNA conformations and uncovered evidence for intrinsic fluctuations in mismatched
DNA specifically recognized by Rad4 (6). This study, which also included a third construct with
a CCC/CCC mismatch, showed that the specific constructs (TTT/TTT and CCC/CCC) exhibited
a broader range of accessible DNA conformations than their matched counterparts even in the
absence of Rad4, while the nonspecific TAT/TAT construct remained predominantly B-DNA-like.
Indeed, the CCC/CCC construct, which had the highest affinity for Rad4 among all the mismatches
studied, exhibited the broadest conformational heterogeneity, with DNA conformations ranging
from B-DNA to highly distorted conformations that resembled those seen in crystal structures of
Rad4-DNA specific complexes. Upon Rad4 binding, the conformational distributions of the
specific constructs shifted further towards the more distorted conformations. While these studies

uncovered that mismatched DNA specifically recognized by Rad4 could adopt distorted
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conformations from spontaneous thermal fluctuations, they did not reveal the timescales of these

fluctuations, since lifetime studies provide only a snapshot of DNA conformations.

We therefore returned to laser T-jump for a renewed examination of the dynamics of
spontaneous DNA fluctuations on all three mismatched constructs and their matched counterparts.
Elucidating the amplitudes and timescales of intrinsic DNA fluctuations is important for piecing
together the puzzle of how damage sensing proteins that are known to diffuse relatively rapidly on
DNA during the search process slow down sufficiently to engage with potential damage. Single
molecule imaging studies of 1D diffusion of Rad4 and XPC on undamaged and damaged DNA
have revealed multiple modes of motion for the protein, ranging from free diffusion to constrained
diffusion to being immobilized, at least to within the spatial resolution of these measurements
(7,8). Notably, the sites of constrained diffusion or apparently stalled proteins were found to
correlate with AT-rich sites on DNA, implicating enhanced breathing/opening of the base pairs at
AT-rich versus GC-rich sites as potential mechanism for inducing a conformational change in the
protein and thereby altering its diffusion mode. We find that DNA with even a 3 bp stretch of As
and Ts, whether matched or mismatched, exhibits conformational relaxation dynamics in response
to a T-jump perturbation, albeit with larger amplitudes for mismatched versus matched. These
dynamics were observed over a broad range of timescales within the T-jump observation window
of ~20 us to ~50-100 ms. Additionally, we uncovered evidence for rapid (<20 ps) kinetics that
appeared as a “missing” fast phase in the T-jump-resolved kinetics; the amplitudes of this
unresolved fast phase were significantly larger for mismatched sites specifically recognized by
Rad4. Furthermore, the specific constructs were the only ones that also exhibited much slower
(>100 ms) dynamics that appeared as a “missing” slow phase; mismatched but nonspecific sites
did not exhibit any missing slow phase. Matched DNA containing a stretch of Gs and Cs was not
readily perturbed by T-jump and yielded very small amplitude kinetics, if any. Taken together, we
propose that the micro-to-millisecond dynamics observed in all AT-rich (matched or mismatched)
and all specific constructs are the ones responsible for engaging the protein and interrupting or
altering its diffusing mode, while the >100-ms slow phase indicates a propensity for specific DNA
to spontaneously access the more severely distorted/unwound conformations — perhaps with
nucleotides partially flipped out —albeit with high free energy barriers. Rad4, once engaged, lowers
the barrier for full distortion of the DNA and forms the recognition complex within ~25-50

ms. These studies provide the first in-depth view of the range of intrinsic DNA dynamics that
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Rad4 likely senses during interrogation and unveils features of the dynamics that distinguish

specific from nonspecific sites.
MATERIAL AND METHODS

All details of sample preparation, data acquisition, and data analysis are described in the

Supplementary Data. Here we briefly describe the materials and methods.
DNA and protein samples

tC-tCrito —labeled DNA samples (see Supplementary Figure S1) were purchased from TriLink
Biotechnologies and prepared as described in SI Methods 1.1. Rad4 samples were prepared as

described in SI Methods 1.2
Equilibrium measurements

The steady-state fluorescence emission spectra for donor-only (DNA D) and donor-acceptor-
labeled (DNA DA) samples were measured on a FluoroMax4 spectrofluorimeter (Jobin Yvon,
Inc., NJ); FRET efficiencies (FRET E) were obtained from the measured spectra as described in
SI Methods 1.3. Corresponding fluorescence decay curves were measured with a PicoMaster
fluorescence lifetime instrument (HORIBA-PTI, London, Ontario, Canada); fluorescence lifetime
distributions and FRET efficiencies were obtained from the measured decay traces as described in

SI Methods 1.4.

Laser T-jump measurements

tC-tCuitro —labeled DNA samples were perturbed by inducing a rapid 5-10 °C T-jump using 10 ns
IR laser pulses at 1550 nm. The details of the T-jump spectrometer are as described previously (5).
Salient description of the spectrometer, data acquisition and analysis is in SI Methods 1.5-1.8.
Measurements were performed with the initial temperature set in the temperature range 10°C —
35°C, with the final temperatures, after the T-jump, spanning 14°C — 41°C. The fluorescence of
the FRET donor (tC°) as detected in the presence of the acceptor (tCniwo) Was used as the reporter
of the conformational relaxation kinetics in response to the T-jump perturbation. Measurements
were performed on donor-only samples (denoted as DNA D) and donor-acceptor-labeled samples
(denoted as DNA DA), with and without Rad4. The maximum entropy method (MEM), described

in SI Methods 1.9, was used to infer the distribution of rate constants from the relaxation traces.



The amplitudes of the observed relaxation dynamics were compared with the amplitudes expected
from steady-state measurements to estimate the extent of the relaxation kinetics not resolved within

the T-jump window — the so-called ‘missing” amplitudes — as described in SI Methods 1.10.

RESULTS

AT-rich nonspecific sites and mismatched specific sites are readily perturbed by a

temperature increase.

The alterations in DNA conformations with increase in temperature were examined using
equilibrium FRET measurements on tC°-tCpino—labeled DNA constructs, with and without Rad4.
The DNA sequence and placement of the labels are summarized in Supplementary Figure S1. The
equilibrium FRET measurements and the T-jump studies were performed in the temperature range
10—40 °C. Previous studies demonstrated that Rad4 bound to DNA remains stable up to 40 °C (3,5).
FRET measurements were performed both with steady-state fluorescence and fluorescence
lifetime. Representative donor emission spectra measured under steady-state conditions are shown
in Supplementary Figure S2. The dramatic suppression of the donor emission intensities in the
presence of the acceptor (DNA_DA) compared with donor-only emission intensities (DNA_D) is
the result of FRET efficiency (E) between the probes. Corresponding measurements from
fluorescence lifetime measurements are shown in Supplementary Figure S3. The FRET E versus
temperature profiles for each of the constructs measured by the two different approaches yielded

consistent results (SI Methods 1.3-1.4 and Supplementary Figure S1).

Below, we briefly review the salient results from our earlier studies on these DNA
constructs that set the stage for interpreting the T-jump measurements reported here (6). First, the
FRET E values for matched DNA constructs were in the range of ~0.92 — 0.94 at 10 °C,
consistent with the FRET of 0.94 computed for a canonical B-DNA structure based on the known
distance and relative orientation of cytosines at the position of our probes (6,9). Second, the FRET
E values for matched GGG/CCC remained essentially unchanged as the temperature was raised,
while the other two matched constructs (AAA/TTT and ATA/TAT) exhibited a slight decrease in
FRET with increase in temperature, indicative of more deformable DNA than the GGG/CCC
construct (Supplementary Figure S1).



The table in Supplementary Figure S1 summarizes the binding affinities of each of the
DNA constructs in this study and their thermal stability. Mismatched CCC/CCC exhibited the
highest specificity for Rad4 among the three mismatched constructs; correspondingly, it also
exhibited the largest alteration in its average DNA conformation compared with its matched
counterpart, as indicated by a significantly different FRET E value compared with GGG/CCC; the
conformations were further distorted upon Rad4 binding (Supplementary Figure S1). The
TTT/TTT mismatch exhibited lower specificity for Rad4 and was only slightly altered in its
average conformation in comparison with AAA/TTT. Rad4 binding further distorted TTT/TTT
(lower FRET E) but not as much as CCC/CCC. Finally, like all other mismatched constructs, the
nonspecific TAT/TAT exhibited FRET E values that were lower in comparison with the matched
ATA/TAT, indicating a mismatch-induced alteration in its DNA conformation. However, Rad4
binding did not alter the mismatched conformation any further, consistent with nonspecific binding

to TAT/TAT.

While the average FRET E values are useful as a first look at DNA conformational changes
in the presence of mismatches or upon Rad4 binding, the full extent of the DNA conformations
are better visualized in the fluorescence lifetime distribution plots (Figure 2). The matched
GGG/CCC construct shows a predominantly single-peaked distribution with little or no change
upon increase in temperature (Figure 2A), while the mismatched CCC/CCC construct and its
Rad4-bound complex exhibit multiple peaks in the lifetime distribution, that shift to longer
lifetimes (more distorted conformations) with increasing temperature (Figure 2B-C).
Corresponding lifetime distributions for the matched AAA/TTT also show predominantly the B-
DNA-like peak, although a smaller amplitude peak appears at ~1 — 2 ns (Figure 2G). In addition,
all constructs show a peak at ~5 ns of varying amplitudes. This longest-lifetime component
overlaps with the donor-only lifetime (Supplementary Figure S3B) and hence corresponds to a
component with a FRET close to zero. While there may be some contribution to this so-called
“zero-FRET” component from DNA constructs that have a missing or inactive acceptor, our
observation that the fractional amplitudes of this component are larger in specific mismatched
constructs compared with their matched counterparts and further increase upon Rad4 binding
suggests that this component, at least in part, is real and reflects a distorted DNA conformation
preferred by Rad4 (6). The lifetime distributions of TTT/TTT show larger amplitudes in the non-
B-DNA components, both without and with Rad4, and the fractional amplitudes of these non-B-
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DNA components increase with increase in temperature (Figure 2H-I). The lifetime distributions
for the nonspecific TAT/TAT and the matched ATA/TAT remain relatively unchanged with
increase in temperature, and the TAT/TAT distributions are only minimally altered upon Rad4

binding (Figure 2M-O).

The somewhat subtle effects of temperature on matched AAA/TTT, matched ATA/TAT,
and mismatched-yet-nonspecific TAT/TAT are readily noted when we plot the temperature
dependencies of the donor emission intensities, computed as the area under the measured emission
spectra (see SI Methods 1.3 and Supplementary Figure S2), and denoted here as I, and I, for
DNA D and DNA DA samples, respectively. These intensities, when normalized to match at the
lowest temperature (10°C), and denoted as I} and IY,, respectively, show how the temperature
dependencies of I, differ from Ip,. In DNA D samples, the donor intensities I, (or I5) decrease
monotonically with temperature and reflect the decrease in the quantum yield of the donor with
increasing temperature (Figures 2D-F, 2J-L, and 2P-R). In contrast, in DNA DA samples, the
donor intensities I}, exhibit thermal profiles that initially overlap with I} at low temperatures, but
start to deviate at higher temperatures, reflecting changes in FRET E from thermally induced
changes in DNA conformations. In the case of the matched GGG/CCC construct, I5 and I}, are
nearly overlapping in almost the entire temperature range measured, with slight deviations noted
only above ~30 °C (Figure 2D), equating to essentially no change in FRET with increasing
temperature (Figure 2A and Supplementary Figure S1A). In contrast, for AAA/TTT (Figure 2J),
ATA/TAT (Figure 2P), and TAT/TAT (Figure 2Q), I}/, starts to deviate from I} at much lower
temperatures, ~13 °C, 20 °C, and 13 °C, respectively, with the largest deviations over the measured
temperature range seen for mismatched TAT/TAT among all the matched or nonspecific
constructs (see also Supplementary Figure S1). To summarize the conclusions from the
equilibrium measurements, all the matched/nonspecific constructs with As and Ts at the site of
interest are more deformable (more readily perturbed with temperature) than the matched
GGG/CCC construct. This intrinsic DNA deformability is further enhanced when there are
mismatches that are specifically recognized by Rad4, such as CCC/CCC or TTT/TTT (Figures 2E,
2K, and Supplementary Figure S1A-B). Rad4-bound complexes for the specific constructs exhibit
distortions in the DNA conformations, as seen in the alterations in the lifetime distributions and
the average FRET (Figures 2C, 21, and Supplementary Figure S1A-B); however, the complex

remains dynamic and deformable to nearly the same extent as the specific DNA alone. For the
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mismatched-yet-nonspecific TAT/TAT, there is no change in the average FRET or the DNA
deformability in the presence of Rad4 (Figure 20 and Supplementary Figure S1C), consistent with

our results on Rad4 bound to matched DNA constructs reported previously (6).

Laser T-jump measurements reveal DNA conformational dynamics that span multiple

timescales.

The DNA conformational distributions of nearly all the constructs we investigated are
altered by temperature, making laser T-jump perturbation an appropriate approach to capture their
conformational dynamics. In our T-jump apparatus, a 10 ns IR pulse (1550 nm) rapidly heats up a
small volume of the sample, the fluorescence of which is probed by a continuous wave light from
a Xe lamp, with the excitation wavelength selected at 355 + 20 nm, to excite the donor (tC°). The
tC® probe by itself is insensitive to DNA sequence-context and changes in DNA conformations
(10-12); hence, for donor-only (DNA_ D) samples, we see only a rapid drop in the donor intensity
I, within the dead-time of our T-jump spectrometer, which is the response of the donor quantum
yield from the intensity levels at the initial temperature (T;) to the intensity levels at the final
temperature (), followed by a slow decay of the donor fluorescence back to the initial (pre-T-
jump) intensity levels as the sample temperature cools back, on timescales of 100 — 200 ms
(Supplementary Figure S4). Indeed, the size of the T-jump for a given alignment is determined by

measurements on donor-only samples (see SI Methods 1.7 and Supplementary Figure S4).

For donor-acceptor (DNA DA) samples, we start with intensity levels corresponding to
Ipa(T;) prior to the arrival of the IR pulse. Immediately after the T-jump, we anticipate the same
relative drop in donor intensity as in the DNA_D samples, since the temperature response of the
donor quantum yield is expected to be independent of the presence of an acceptor in the sample.
This drop is illustrated by the black arrow on the equilibrium profile shown in Figure 3A, where
the donor fluorescence intensities plotted are normalized with respect to the intensities measured
at the initial temperature (and denoted as I} and I}, to distinguish them from I} and I3, which
denote intensities that are matched at 10 °C). Next, the donor fluorescence is expected to reach the
intensity levels corresponding to the final temperature, Ip4 (Tf), because of DNA conformational
changes (illustrated by the purple arrow in Figure 3A), assuming that the entire conformational
relaxation is completed prior to ~100 ms, before the sample temperature itself starts to recover.

Finally, the intensity levels are expected to decay back to Ip,4(T;) on timescales characteristic of
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when the sample temperature reaches that of the surrounding bath. Therefore, if the entirety of the
conformational dynamics were to fall within the T-jump observation window of ~20 us to <100
ms (i.e., prior to any significant decay of the elevated sample temperature), the amplitude of
relaxation kinetics we expect to see (denoted as Amp,,) is proportional to the size of the purple
arrow in Figure 3A. The subscript eq in Amp,, is a reminder that these are expected amplitudes,
computed from the equilibrium profiles. However, not all the predicted amplitudes are, in fact,
observed within our T-jump time window, pointing to unresolved or ‘missing’ portions of the

relaxation traces, as described below (see also SI Methods 1.10).

A typical T-jump trace for a donor-acceptor-labeled (DNA DA) sample is shown in Figure
3B. The pre-T-jump intensity level is denoted as I(07), the intensity level we expect post-T-jump
(from purely donor quantum yield changes) is denoted I,,(0"), and the intensity level we expect
at the end of the conformational relaxation (if the sample temperature could be held indefinitely at
the post-T-jump level) is denoted by as I.4(0) (solid red, dashed black, and dashed red lines,
respectively, in Figure 3B). The expected T-jump intensities at the beginning and end of the entire
conformational relaxation are readily calculated from the equilibrium intensities as I, (0%) =

Ip(Ty)
Ip(T;)

Ipa(Tf)
Ipa(T)’

1(07) x

and I,q(c0) =1(07) X

The actual intensity measured at the earliest time point resolved by our T-jump instrument
after the arrival of the IR pulse, at ~20 ps, is I(0*) (green dashed line in Figure 3B). As seen in
the representative T-jump trace, 1(0) is not as low as I,4(0%); we interpret this difference
between I,4(0™) and I(0™) as evidence for relaxation kinetics on timescales faster than the ~20 ps
deadtime of our T-jump instrument, and this difference yields the amplitude of the “missing” fast
portion of the relaxation trace, denoted as Ampy s, (see SI Methods 1.10). On timescales longer
than ~20 ps, we observe relaxation kinetics in which the conformational population distribution
shifts from that at the initial temperature (prior to the T-jump) to that at the final temperature (post-
T-jump). This relaxation kinetics is characterized by an increase in the donor intensity (because
FRET decreases), as anticipated from the equilibrium thermal profiles. As discussed above, if the
temperature in the sample could be held at the post-T-jump level, we would expect the donor
intensity in DNA_DA samples to eventually reach the computed level I.4(0); however, the

measured intensity levels in the T-jump traces do not always reach that level, if the temperature
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starts to recover before the conformational relaxation is complete. In that case, the donor intensity
reaches a level denoted as I, (0) (cyan dashed line in Figure 3B) before it starts to decay to the
pre-T-jump level 1(0™) with a characteristic time constant of ~100 — 200 ms for this so-called
‘T-jump recovery’ kinetics. The 1(0*) and I,,,(0) levels for each of the T-jump traces are
obtained from MEM analysis of the relaxation traces as described in SI Methods 1.9 and illustrated
in Supplementary Figures S7 and S8. The difference between I.4(0) and I, () is interpreted
as evidence for conformational relaxation kinetics that are too slow to be observed within our T-
jump time window and yields the amplitude of the ‘missing’ slow portion of the relaxation kinetics
denoted as Ampgo,. The observed amplitude Amp,p; is then proportional to I, () — I1(07)
(green vertical arrow in Figure 3B) such that Amps,sc + AMpops + AMpgion, = AMp,q, the total

amplitude expected from the equilibrium measurements.

A set of representative relaxation traces for matched, mismatched, and mismatched+Rad4
for each of the constructs are summarized in Supplementary Figure S8-S10. In Supplementary
Figure S5, we illustrate the calculations of the expected (Amp,,) and observed (Amp,ps)
amplitudes for one of these decay traces, and describe how we take into account the variations in
these amplitudes from variations in T-jump size when comparing one set of measurements to
another. The results of the amplitudes analyses on all the samples measured are summarized in

Figure 4.

Matched DNA constructs exhibit small amplitude kinetics that fall predominantly in the

observable T-jump window.

We first examine the relaxation kinetics for the matched constructs. The nearly overlapping
equilibrium temperature profiles for the matched donor-only (I}) and donor-acceptor-labeled
(IM,) for GGG/CCC translate into very little change in FRET with increasing temperature (Figure
2D and Supplementary Figure S1A), indicating a relatively rigid structure. Correspondingly, the
conformational relaxation amplitudes from T-jump are also expected to be relatively small (Figure
4A), especially at the low temperature end, but increase as the sample temperature is raised. The
measured amplitudes on GGG/CCC constructs are in excellent agreement with these predictions,
i.e., we detect small amplitude relaxation dynamics that fall within our T-jump time window, with

little or no ‘missing’ kinetics (Figure 4D and Supplementary Figure S8D, G).
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In contrast, matched AAA/TTT and ATA/TAT exhibit equilibrium temperature profiles in
which I} and I3, diverge as the temperature is raised, indicating a comparatively more deformable
DNA structure that is readily perturbed with temperature increase (Figure 2J, 2P, and
Supplementary Figure S1B, C). The expected T-jump relaxation amplitudes are correspondingly
larger than for GGG/CCC (Figure 4G, M). The observed relaxation amplitudes fall slightly short
of the expected amplitudes, especially at final temperatures above ~30 °C, and the difference
appears as a missing fast phase that ranges from ~25% of the total expected amplitude at 20 °C to
~50% at 40 °C for AAA/TTT and from ~10% at 20 °C to ~20% at 40 °C for ATA/TAT (Figure 4J,
P). Neither of these matched constructs exhibit evidence for any missing slow phase in the
temperature range measured. We conclude that, compared to GGG/CCC, the AT-rich AAA/TTT
and ATA/TAT exhibit relatively larger amplitude motions with some fraction of the dynamics
occurring on sub-20 us timescale. These results showcase the remarkable sensitivity of our T-
jump apparatus to detect small amplitude DNA conformational dynamics (unwinding and bending

motions) and are the first such measurements on matched DNA.
Mismatched-but-nonspecific TAT/TAT exhibits Kinetics that mimics AT-rich matched DNA

Next, we look at the relaxation kinetics of mismatched TAT/TAT, which is not recognized
by Rad4 as a specific substrate. Here too, the relaxation kinetics lie predominantly within the
observable T-jump window, especially at temperatures below ~30°C (Figure 4N, Q and
Supplementary Figure S1I0E, H). Above that temperature, the missing fast phase appears, with its
amplitude increasing up to ~55% at 40 °C. This construct also shows some evidence for missing
slow kinetics, although with less than 10% amplitude (Figure 4Q). Taken together, we conclude
that all AT-rich constructs, whether matched or mismatched-but-nonspecific, exhibit similar
conformational relaxation kinetics, with amplitudes significantly larger than those seen in the

matched GGG/CCC.

Mismatched-specific (CCC and TTT) exhibit significantly larger amplitudes in missing fast

and slow Kinetics.

In Supplementary Figure S11, we compare the expected amplitudes from a T-jump
perturbation for matched versus mismatched constructs, which reflects the change in FRET when

the temperature is raised and is a gauge of the deformability of that DNA construct. We conclude
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that, while all mismatched DNA are more deformable/dynamic than their matched counterparts,
the dynamism by itself is not a good predictor of which mismatched site is specifically recognized
by Rad4. For example, the nonspecific TAT/TAT is predicted to have the largest amplitude for
relaxation dynamics, especially at the low temperature end, when compared with the specific
CCC/CCC and TTT/TTT constructs. However, what separates the specific from the nonspecific
constructs is the extent to which the observed relaxation amplitudes (the fraction that falls within
the T-jump window) differs from the expected amplitudes. For both the specific constructs, nearly
60-80% of the total expected amplitude is missing at the fast end of the relaxation kinetics over
the temperature range measured (Figures 4B, E and 4H, K). Additionally, ~30-40% of the total
expected amplitude is missing at the slow end of the relaxation kinetics for both these constructs
at temperatures > 35 °C. In contrast, the mismatched-yet-nonspecific TAT/TAT exhibited very
low-level missing amplitudes at the slow end, and the matched constructs showed none. We
conclude that what distinguishes the specific from the nonspecific constructs is large amplitude
rapid motions (on timescales < 20 ps) as well as much slower dynamics (on timescales >
100 ms); the slow dynamics grow in amplitude as the temperature is raised. With Rad4 bound to
specific DNA, the missing fast amplitude is suppressed at lower temperatures and the missing slow

amplitude is significantly suppressed (Figures 4F, L).
Observed conformational dynamics span more than a decade in time.

For all constructs that showed significant dynamics with T-jump perturbation, the
relaxation kinetics within the observed T-jump window could not be described as a single-
exponential decay, as evident from the broad distribution of relaxation times obtained from MEM
analysis of the T-jump traces (Figure 5). These analyses indicated at least two distinct peaks in the
MEM distributions, suggesting a minimum of two exponentials needed to describe the observed
relaxation traces, in addition to the fast and slow portions that lie outside the observed window.
These conformational dynamics likely represent a combination of DNA motions that span several
timescales such as base-pair breathing (local melting), DNA twisting/unwinding, DNA bending,
and base flipping, all of which are potentially detected by the tC°® and tCniwvo FRET probes and
showcase the sensitivity of this FRET pair.
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DISCUSSION

Conformational dynamics in matched and mismatched DNA are probed by time-resolved

FRET measurements with tC°/tChitro probes.

In this study, we sought to investigate the nature of intrinsic fluctuations in a series of DNA
oligomers with 3 base-pair mismatches that were previously shown to be excellent model systems
for understanding the mechanism of damage sensing by the NER protein Rad4/XPC. Depending
on the nature of the mismatch, these constructs are recognized by Rad4 with high (CCC/CCC),
low (TTT/TTT), or no (TAT/TAT) specificity. In a previous study, we showed that the CCC/CCC
mismatch exhibited a range of DNA conformations that, on average, deviated significantly from a
canonical B-DNA conformation; furthermore, the amplitude of the distorted conformations
increased with temperature (6). In direct contrast, the matched GGG/CCC construct exhibited
predominantly B-DNA conformation that remained largely unaltered with increasing temperature.
The intermediate construct TTT/TTT and nonspecific TAT/TAT showed deviations from B-DNA
but these deviations were significantly smaller than those observed in CCC/CCC. These earlier
studies were performed with fluorescence lifetime measurements that provided a snapshot of the
accessible conformations at each temperature but gave no insights into the timescales of these
fluctuations. However, the implication from these snapshots was that mismatched constructs
recognized efficiently by Rad4 are the ones that are intrinsically more dynamic and more readily
deformed. The two features are expected to go hand-in-hand, since more dynamic DNA sequences
are the ones that likely have weaker stacking interactions, which also renders them more amenable
to being unwound and distorted. This intrinsic deformability implies that Rad4 can more readily
flip out nucleotides from the DNA duplex to form the so-called ‘open’ conformation seen in all
the crystal structures of Rad4 bound to specific DNA sites (or tethered to nonspecific sites). More
dynamic DNA sequences are also implicated in modifying the interactions of Rad4/XPC with
DNA, thereby altering the free energy landscape for a diffusing protein in search of damage sites,
and perhaps triggering a conformational change in the protein that prevents it from diffusing away

from the seemingly anomalous site (8).

To see what features distinguish the specific from the nonspecific DNA substrates, we
herein examined the amplitudes and timescales of conformational changes induced by a laser T-

jump perturbation. Conformational dynamics were observed in nearly all the constructs; in general,
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mismatched DNA exhibited larger amplitude dynamics than the matched counterparts. The
exception was the matched GGG/CCC construct that showed negligible amplitude dynamics at
20 °C, and which became significant only at 35 — 40 °C range, indicating a relatively rigid
structure that resisted perturbation with increase in temperature. All other constructs, specific or
nonspecific, were readily perturbed when the temperature was raised, and exhibited
conformational relaxation dynamics over multiple timescales, spanning not just the time window
of our T-jump spectrometer (~20 us — 100 ms) but also detected as “missing” portions outside the
T-jump window, including fast kinetics (dynamics on < 20 us timescale) and in some cases slow
kinetics (dynamics on >100 ms timescale). Below we expand on these results and reiterate the

subtle though important variations between the specific and the nonspecific constructs.

Nonspecific constructs with As and Ts at the site of interest were more dynamic than those

with Gs and Cs.

The matched GGG/CCC was the most rigid (least dynamic) of all the nonspecific
constructs that we looked at. This was also the only nonspecific construct we studied that had Gs
and Cs at the site of interest, the other three being ATA/TAT, TAT/TAT, and AAA/TTT. The
larger amplitude fluctuations detected in A/T rich sites, whether matched or mismatched, are
consistent with the higher propensity of these pairs to transiently melt (13-15). The actual nature
of DNA motions observed in our measurements is not evident from our study, but given the
sensitivity of our probes to unwinding fluctuations, it is not unreasonable to conclude that
breathing dynamics that transiently melt a short stretch of DNA would amplify the
twisting/unwinding fluctuations. The G/C rich sites of matched sequences are less prone to such
melting, and accordingly, the conformational dynamics detected by our probes in the context of

GGG/CCC were suppressed.

One intriguing observation from this study is that the trends exhibited by the nonspecific
AT-rich constructs did not follow any simple pattern with increase in temperature. For AAA/TTT,
the total amplitudes expected from T-jump perturbation remained relatively unchanged as the
temperature of the sample was raised (Figure 4G); for ATA/TAT, these amplitudes increased with
increase in temperature (Figure 4M); for the mismatched-yet-nonspecific TAT/TAT, they
decreased with increase in temperature (Figure 4N). Note that the highest temperature in our

kinetics measurements (~40 °C final temperature, after T-jump) was well below the overall melting
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temperatures of these duplexes, which were measured by absorbance melting profiles to be in the
range of ~60 — 80 °C (see table in Supplementary Figure S1A). The FRET measurements,
however, report on local unwinding/melting. A plausible explanation for these observed trends in
the T-jump detected amplitudes is as follows. The ATA/TAT site is relatively intact at 10 °C and
requires temperatures above ~20 °C to begin to be perturbed, as evidenced by overlapping profiles
of the normalized donor intensities I} and I, up to at least 20 °C (Figure 2P), and small amplitude
dynamics at low temperatures that increase dramatically as the temperature increases, likely from
promotion of unstacking/unpairing at the elevated temperatures (Figure 4M). In contrast,
TAT/TAT appears already partially unpaired at 10 °C, as evidenced by how readily it is perturbed
as the temperature is raised (I3 and I3, show diverging behavior starting at the lowest temperature;
Figure 2Q), with further increase in temperature having a diminishing effect. This behavior is
reflected in substantial amplitude in T-jump expected/observed dynamics at the low-temperature
end, which steadily decreases as the temperature is further raised and the site is completely
disrupted (Figure 4N). The AAA/TTT site is in some sense an outlier in that the total
expected/observed amplitude remained relatively unchanged with increase in temperature (Figure
4@G). This lack of temperature dependence in the observed amplitude suggests that the origin of the
conformational changes induced by T-jump for this site are not related to local untacking/melting
but rather reflect a conformational switch between two intact but competing structures. This
behavior of the AAA/TTT construct may be a consequence of the unusual properties of A-tracts,
typically defined as three or more A bases in a row, which have been reported to be relatively rigid
in some respects, but also unusually flexible in other aspects, and whose deformability and

dynamics remain puzzling (16,17).

Conformational dynamics in mismatched constructs specifically recognized by Rad4 are

distinct from those in nonspecific constructs.

The nonspecific AT-rich constructs (ATA/TAT, TAT/TAT, AAA/TTT) exhibited
conformational relaxation kinetics predominantly within the T-jump window, with typically less
than 20% of the total expected amplitude at 20 °C missing (or unresolved) at the fast end (i.e. faster
than the ~20 ps dead time of our T-jump spectrometer). This amplitude in the fast/unresolved
kinetics increased to at most ~50% at 40 °C for two of the three (AAA/TTT and TAT/TAT).

Notably, none of the nonspecific constructs showed significant evidence for missing amplitude at
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the slow end of the observed kinetics. We note here that the mismatched-yet-nonspecific
TAT/TAT did exhibit low (<10%) amplitude in the missing slow kinetics, but there was no real
trend with temperature. The specific constructs CCC/CCC and TTT/TTT were distinct from the
nonspecific constructs in two aspects. First, the amplitudes in the missing fast portion were
significantly larger in both CCC/CCC and TTT/TTT, more than 50% within the entire temperature
range and as high as 70-80% near 25 — 30 °C. Second, the specific constructs alone exhibited clear
trends for amplitudes missing at the slow end, which appeared above ~30 °C and increased in their

relative fractions as the temperature was raised, up to 30-40% at 40 °C.
Conformational dynamics measured with tC°-tChitro FRET pair span multiple timescales.

In an earlier study, we examined equilibrium fluctuations in CCC/CCC and GGG/CCC
constructs using confocal microscopy-based fluorescence correlation spectroscopy (FCS) on
freely diffusing DNA oligomers (18). These measurements, done using Atto-dyes as a FRET pair
attached to the DNA with linkers, detected fluctuations in the CCC/CCC construct but not in
GGG/CCC, consistent with the current results. The FCS measurements revealed the timescales of
these dynamics to overlap with diffusion times of the oligomers through the confocal volume;
deconvolution of the diffusion contribution to the FCS correlation function resulted in the
correlation function attributable to conformational dynamics that could be well described as a
single exponential decay with a characteristic relaxation time of ~300 us at 20 °C. The
conformational dynamics detected in this study span many orders of magnitude in time and reflect
the sensitivity of both the T-jump apparatus and the tC°-tCuitro FRET pair to capture even small

amplitude motions in DNA with unprecedented time resolution and sensitivity.
CONCLUSIONS

In this study we leveraged the sensitivity of laser T-jump spectroscopy with the unique
properties of the cytosine analog FRET pair tC® and tCiiwo to detect subtle changes in DNA
conformations in response to a T-jump perturbation. We unveiled the rates of conformational
dynamics in both matched and mismatched DNA. Together with insights gained from previous
lifetime studies, we find that GC-rich matched sites exhibit low amplitude fluctuations, consistent
with more rigidly stacked and strongly paired sites, while AT-rich sites exhibit larger amplitude

fluctuations over many timescales that range from sub-20 ps up to nearly 100 ms. The dynamic
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range of these motions increased when there were mismatches present. Most important, 3-bp
mismatched sites specifically recognized by Rad4 (CCC/CCC and TTT/TTT) also showed slow
(> 100 ms) dynamics, the amplitudes of which increased with increasing temperature. We
conclude that these slow dynamics reflect fluctuations to more distorted DNA conformations that
present a higher free energy barrier, but nonetheless a barrier that these DNA constructs are capable
of overcoming given enough thermal energy. Mismatched-but-nonspecific DNA did not exhibit
these slow dynamics up to 40 °C. We conclude that Rad4 shows an affinity for those DNA sites
that can spontaneously access the distorted conformations that Rad4 prefers, albeit with a higher
free energy barrier than if Rad4 was assisting in achieving those distortions. These conclusions are
not inconsistent with a conformational capture mechanism in damage sensing, but rather suggest
that there are multiple pathways by which the protein and DNA fall into the free energy well of
the recognition complex. This conclusion is also in line with the kinetic gating mechanism in that
if the free energy barrier for forming the ‘open’ recognition complex is too high, Rad4 will bypass

that site in search of a more pliable one, more amenable to being unwound.
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Figure 1. NER damage sensing protein Rad4 (yeast ortholog of XPC. (A) Structure of Rad4-
bound specific complex (PDB ID: 2QSH). The B-hairpin-domains (BHD) are indicated; B-hairpin
from BHD?2 (blue) is inserted into the DNA at the lesion site; the damaged nucleotides are flipped
out and disordered in the crystal (gray dotted line); undamaged nucleotides on the opposite strand
are flipped towards the protein (black). (B) Structure of DNA in the Rad4-bound specific complex.
The positions of 3 bp mismatched nucleotides are indicated in red and black. The positions of the
donor (tC° blue) and acceptor (tCniwo, cyan), incorporated in the DNA for the fluorescence

measurements presented in this study, are also shown.
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Figure 2. Temperature dependence of fluorescence lifetime distributions and donor
fluorescence intensities. Data are shown for the CCC/CCC data set (A-F), the TTT/TTT data set
(G-L), and the TAT/TAT data set (M-R). (A-C, G-I, M-O) The fluorescence lifetime distributions
are shown for DNA DA samples at four different temperatures, for matched (blue), mismatched
(red), and mismatched+Rad4 (purple). (D-F, J-L, P-R) The corresponding donor fluorescence
intensities measured for each of the samples under steady-state conditions in the absence (I}) and
presence (I3,) of the acceptor are plotted as a function of temperature. The superscript M indicates
that the measured intensities, I, and I 4, have been matched at the lowest measured temperature
(10 °C) by dividing by I,(10 °C) and Ip4(10 °C), respectively. The reversibility of the samples
after the heating/cooling cycle was checked by first heating up from 10 to 40 °C and then cooling
back down to 25 °C (open symbols).
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Figure 3. Amplitude analysis from steady-state equilibrium measurements and T-jump
traces. (A) Typical thermal profiles of I, (black) and I 4 (red) are shown with the two intensities
normalized to match at the initial temperature Tjy;riq1 (T;). The black vertical arrow pointing down
illustrates the decrease in donor intensity for donor-only (DNA D) samples because of the
decrease in the donor quantum yield when the temperature of the sample jumps from Ty i;4; to the
final temperature Tfinq; (Tf). The purple vertical arrow pointing up illustrates the increase in
donor fluorescence expected because of DNA conformational changes in which the DNA
conformational distribution shifts from the equilibrium distribution at T; to that at Tr following the
T-jump. This increase in donor fluorescence should appear as conformational relaxation kinetics
in a T-jump trace if the timescale of the conformational relaxation falls within the T-jump time
window. (B) A representative T-jump trace is shown for a DNA DA sample. The donor intensity
before the arrival of the IR pulse is at the pre-flash level 1(07), denoted by the red continuous line.
The intensity level expected after the T-jump due to donor quantum yield change (computed from
the data in panel A) is I,4(0%), denoted by the black dashed line. Similarly, the intensity level
expected when the conformational population equilibrates at the higher temperature after the T-
jump (also computed from the data in panel A) is I,4(), denoted by the red dashed line. The
measured T-jump trace (black dots) shows that at the earlier recorded time after the IR pulse heats
the sample, the donor intensity drops to the level 1(0*) (green dashed line) and then increases to
the level Iy, (o) (cyan dashed line) before decaying back to the pre-flash level as the temperature
in the sample decays back from T to T;. The amplitudes of the missing fast, observed, and missing
slow kinetics, computed as described in the text, are indicated by the maroon, green, and cyan

vertical arrows, respectively.
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Figure 4. Summary of amplitude analysis results. The expected (from equilibrium; filled
circles) and observed (from T-jump; open circles) amplitudes of conformational relaxation—
proportional to the purple and green vertical arrows, respectively, in Figure 3B and computed as
illustrated in Supplementary Figure S5—are plotted as a function of the final temperature after T-
jump for (A-C) the CCC/CCC data set, (G-I) the TTT/TTT data set, and (M-O) the TAT/TAT data
set. (D-F, J-L, P-R) The corresponding fractional amplitudes of the missing fast portion (maroon),
the observed portion (green), and the missing slow portion (cyan) of the relaxation kinetics are

plotted.
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Figure 5. Distribution of relaxation rates from MEM analysis of T-jump traces. MEM
distributions of the relaxation times h(logr) that describe the observed conformational relaxation
kinetics are plotted versus the relaxation time t for (A-C) the CCC/CCC data set; (D-F) the TTT
data set; and (G-I) the TAT/TAT data set. All distributions are renormalized such that the area

under the curve is 1.
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SI Methods

1.1 Preparation of double-stranded DNA substrates. The concentrations of each
single-stranded oligonucleotide (purchased from TriLink Biotechnologies) were determined by
UV absorbances at 260 nm using the extinction coefficients provided by TriLink
Biotechnologies, based on the nearest neighbor method (1,2). The errors in the measured DNA
concentrations were estimated to be less than ~10%. To prepare duplex DNA, two
complementary oligonucleotides, each at 100 uM, were mixed in phosphate-buffered saline
(PBS) buffer (10 mM disodium hydrogen phosphate (Na;HPOs), 2 mM monopotassium
phosphate (KH2PO4), 137 mM NaCl, 2.7 mM potassium chloride (KCl), pH 7.4) in a
microcentrifuge tube. The tube was then immersed in 2 L of ~100 °C water bath on a hot plate.
After 10 min, the hot plate was turned off and the oligonucleotides were annealed as the water

bath was cooled down slowly to room temperature over 5 to 6 hours.

1.2 Preparation of Rad4—Rad23 complexes. All Rad4-Rad23 complexes were prepared
as previously described (3,4). Briefly, Hi5 insect cells co-expressing Rad4 and Rad23 proteins
were harvested 2 days after infection. After lysis, the protein complex was purified by affinity
chromatography (Ni-NTA Agarose, MCLAB), anion-exchange (Source Q, GE healthcare) and
cation exchange (Source S, GE healthcare) chromatography followed by gel-filtration (Superdex
200, GE healthcare), and further concentrated by ultrafiltration to ~13—14 mg/ml (135-150 uM)
in 5 mM bis-tris propane-HCl (BTP-HCI), 800 mM NaCl and 5 mM DTT, pH 6.8, for all

constructs used in this study.

1.3 Equilibrium FRET from steady-state measurements. The fluorescence
measurements under equilibrium conditions were carried out on 10 uM tC°tChino-labeled DNA
in the presence and absence of equimolar (10 uM) proteins in PBS with 1 mM DTT. The
fluorescence data were acquired by a FluoroMax4 spectrofluorometer (JobinYvon, Inc., NJ). The
raw data for each sample consists of fluorescence emission spectra measured in the wavelength
range 375-550 nm, with excitation of the donor (tC°) at 365 nm; the spectra were measured over
the temperature range of 10 °C to 40 °C in 2.5 °C increments. Corresponding measurements of
buffer-only control samples were done under identical conditions. To ensure the integrity of each
sample after heating, the samples were cooled back down to 25 °C and the fluorescence

intensities were measured again at that temperature.



The FRET efficiency (E) was obtained using the ‘donor fluorescence ratio’ method (5),
in which the decrease in the donor tC° fluorescence in the presence of acceptor tCniro compared
with its absence is a measure of the FRET efficiency between the pair (6). The donor
fluorescence emission intensities were measured in two separate samples: I from the donor-only

sample (DNA_D) and I, from the donor-acceptor sample (DNA_DA), and the FRET efficiency

was calculated as E =1 — ILA. For each sample, the characteristic emission intensities I, and

D

Ip 4 were computed as the area under the corresponding emission curves in the range of 425-475
nm. The error bars are the standard error of the mean (s.e.m.) from 2-6 independent sets of

measurements.

For the temperature scan results depicting fluorescence intensities I (or I3,) versus
temperature, each scan was normalized to match the I, (or Ip,) intensities at the lowest
temperature (at 10 °C) prior to computing the mean and s.e.m values from the independent sets
of measurements. Similary, for the purpose of amplitude analysis (see SI Methods 1.10), the
measured fluorescence intensities were matched at the initial temperature (T;) to obtain I (or
1Y) and the corresponding intensities at the final temperature (Tr) and the associated errors were

recomputed, as described in SI Methods 1.11.

The ‘donor ratio’ method requires ratio of fluorescence intensities from two separate
samples and any errors in matching the concentrations of the two samples appear as a systematic
error in the calculation of the FRET efficiencies. Fluorescence lifetime measurements (described
below) are unaffected by variations in the sample concentrations and hence provide a more
accurate determination of FRET efficiencies. The FRET values from steady-state measurements
were therefore adjusted to match those from fluorescence lifetime measurements at 20 °C, prior
to the comparison of the temperature-dependence of FRET from both methods, shown in

Supplementary Figure S1.

1.4 Equilibrium FRET from lifetime measurements. Fluorescence decay curves were
measured with a PicoMaster fluorescence lifetime instrument (HORIBA-PTI, London, Ontario,
Canada). The excitation source was a Fianium Whitelase Supercontinuum laser system
(maximum power 4W), which produces ~6 ps broad band pulses. For excitation of tC°, the laser
pulses were passed through a monochromator set at 365 nm (bandpass 10 nm) followed by a

355/40 nm Semrock BrightLine® single-band bandpass filter. The emission from the sample was
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collected orthogonal to the excitation beam after passing through a 470/100 nm Semrock
BrightLine® single-band bandpass filter followed by another monochromator set at 460 nm
(bandpass 10 nm) and detected by a Hamamatsu microchannel plate photomultiplier (MCP-650).
The instrument response function (IRF) of the system was measured using a dilute aqueous
solution of Ludox (Sigma-Aldrich). The full width at half maximum (fwhm) of the IRF was
~100 ps. Fluorescence decay curves were recorded on a 100 ns timescale, resolved into 4096
channels, to a total of 10,000 counts in the peak channel, with the repetition rate of the laser

adjusted to 10 MHz.

For all FRET measurements, decay traces were measured for donor-only (tC°-labeled)
duplexes without acceptor (tChitro) as well as donor-acceptor (tC°-tCriro-labeled) duplexes. The
decay traces were analyzed using the maximum entropy method (MEM), as described previously

(7), to obtain an effective discretized distribution of log-lifetimes f;(logz;) for the j-th lifetime
T = 10'°8% (normalized such that ¥ ifi d(log‘rj) = 1). For donor-only samples, the MEM
outputs gave narrow distributions consistent with single-exponential decays. For donor-acceptor-

labeled samples, the distributions were broader. The average FRET efficiency for each sample

<Tpa>

Pl where < 1, >= ijerjd(logrj) and < Tpy >=

was computed as < E >=1-—

Yifitoa jd(logrj) are the average donor lifetimes (averaged over the entire distribution) in the

absence and presence, respectively, of the acceptor.

1.5 Laser T-jump spectrometer. Kinetic measurements were carried out using a home-
built laser temperature jump (T-jump) apparatus, which uses 10-ns laser pulses at 1550 nm,
generated by Raman shifting the 1064 nm pulses from the output of an Nd:YAG laser, to rapidly
heat a small volume of the sample within ~10 ns (8). The laser pulses were focused to ~I mm
spot size onto a 2-mm wide sample cuvette of path length 0.5 mm. Each laser pulse (~40
mJ/pulse at the sample position) yielded ~4-10 °C T-jump at the center of the heated volume.
The laser was operated at a repetition rate of 1 Hz, to give enough time between pulses for the T-
jump to recover back to the initial temperature before the arrival of the next pulse.

The probe source for excitation of tC°-labeled samples was a 200-W Hg-Xe lamp, with
the excitation wavelengths selected by a broadband filter (355/40 BrightLine filter, Semrock,

Rochester, New York). The fluorescence emission intensity was monitored using a Hamamatsu



R928 photomultiplier tube equipped with another broadband filter (470/100 BrightLine filter,
Semrock, Rochester, New York) and a 500 MHz transient digitizer (Tektronix, DPO4054B).

The initial temperature of the sample was measured using a thermistor (Precision Epoxy
NTC, 44008RC) in direct contact with the sample cell, the temperature of which was controlled
by a heat bath (Neslab, TRE111). The magnitude of the temperature change upon T-jump
perturbation was determined from measurements on control (donor-only) samples in which no
conformational relaxation kinetics are expected, as described in SI Methods 1.7).

1.6 Acquisition and analyses of T-jump relaxation traces. We typically acquired the
kinetics traces on three timescales, with one million data points in each trace. The shortest
timescale covered kinetics up to 1.6 ms with a time-resolution of 1.6 ns; the intermediate
timescale covered up to 32 ms with a time-resolution of 32 ns; the longest timescale covered up
to 320 ms with a time-resolution of 320 ns. For each timescale, 512 kinetics traces were acquired
and averaged by the digitizer and saved for further analysis. The temporal data acquired on a
linear time grid was subsequently averaged to 100 points per logarithmic decade. This
logarithmic averaging preserved high temporal resolution at the shorter timescales (at the
expense of larger errors) and allowed more data points to be averaged at longer times (thereby
reducing the errors at the longer times). Kinetic traces acquired over the three different
timescales were matched and combined into a single trace for further analysis, as described in SI
Methods 1.8. Prior to combining the different traces, data acquired below ~20 us in each trace
were discarded because of artifacts either from scattered infrared laser light into the
photomultiplier tube, or due to cavitation effects from microbubbles in the samples (9). Thus, the
deadtime of our instrument is ~20 ps.

1.7 Measurements of T-jump size and characteristic time for T-jump decay. The
magnitude of T-jump for a given alignment of the T-jump spectrometer was determined by
measurements on donor-only control samples (Supplementary Figure S4). Steady-state
measurements on donor-only samples showed a monotonic decrease in the donor fluorescence
intensity that reflected a decrease in the donor quantum yield with increase in temperature
(Supplementary Figure S4A). Correspondingly, T-jump measurements on donor-only samples
showed a drop in the donor intensity from the pre-T-jump level (denoted as 1(07)) to the post-T-
jump level (denoted as 1(0%)), which eventually decayed to the pre-T-jump level as the
temperature of the sample decayed back to that of the surrounding bath (Supplementary Figure



S4B). The corresponding intensities in the steady-state measurements would be I, (T;) and
Ip (Tf) , as illustrated in Supplementary Figure S4A. Therefore, the final temperature
(immediately after the T-jump) was determined by finding I}, (Tf) on the equilibrium profile such

Ip(Tf) (

+
that the ratio ) matched the ratio % obtained from the T-jump trace. The errors in the T-

p(T;
jump size are estimated to be about 10-20%.
The intensity 1(07) for each T-jump trace was obtained by averaging the pre-T-jump
intensities prior to the arrival of the IR pulse. The intensity /(0*) was obtained by fitting the
kinetics traces measured on donor-only samples to the so-called “T-jump recovery function™:

I(®) = [1(0%) = I(07)]frec(t) +1(07) (SD)

with frec(t) = (1 + t/T,ec) 1, where T, is a characteristic time constant for the temperature of
the heated volume of the sample to decay back to the initial equilibrium temperature (10). The
recovery time constant 7,.. was determined for each sample as the average of several control
measurements and found to be in the range of 102 — 210 ms with an average value of 138 +

30 ms.

1.8 Single- or double-exponential decay coupled with T-jump recovery. Relaxation
kinetics traces I(t) measured on donor-acceptor labeled samples were analyzed in terms of
discrete exponential decays or using maximum entropy analysis, as described below. Discrete
exponential analysis utilized either a single-exponential decay (with relaxation rate 4r; Eq. S2) or
two-exponential decay (with relaxation rates kr,qr and kg ; Eq. S3), combined with the
recovery of the donor intensity back to the pre-T-jump levels characteristic of the initial

temperature:

1(6) = (100%) = lapp(20) ) X exp(=kyt) + (Iapp(00) = 1007)) frec(£) + 1(07) (82)

1(t) = [1(0*) = Iapp ()] [f2 exp(—kpasct) + (1 = fiexp (—ksion ()]
H[Iapp (@) = 1007 ] free(®) +1(07) (S3)

In the above equations, I(07) and I(0*) are as defined above, I, (o) is the intensity at the end

of the observed conformational relaxation process, and fi in Eq. S3 is the fractional amplitude in



the fast component. The parameters that were varied in the fit are 1(0%), I, (), k, and T, in

Eq. S2 and I(0%), Igpp (), Kfasts Ksiow, fi and T in Eq. S3.

The two-exponential decay plus T-jump recovery function (Eq. S3) was also used for the
initial matching and combining of the traces acquired over the different timescales. In this case,
there were two additional parameters (multiplicative scale factors) that were applied to two of the
traces to account for any systematic difference in the measured intensities of the three traces.
Once appropriately scaled, the three data sets were combined into a single kinetic trace that was

then used for all subsequent analyses.

1.9 Maximum entropy method (MEM) for analyzing T-jump relaxation rates.
Model-independent distributions of relaxation time constants, f (logtr), were inferred from the
relaxation traces using the maximum entropy method (MEM) as implemented in the MemExp
program(11,12). The f distribution is obtained by maximizing its entropy S while constraining
the normalized residual sum of squares to be close to one (11,13,14). Logarithmically averaged

and matched T-jump kinetics traces were input to the MEM analysis.

The entropy function was defined as (15):
M
S(f,F) =Y/, - F, - f,In(f, / F))] (S4)
j=1

where f; are the discretized values of the distribution f(logz) and F is the model distribution

defaulted to in the absence of data; here, it was assumed to be a uniform, flat distribution.

MEM analysis on T-jump traces of all control samples yielded a single-peaked distribution

(Supplementary Figure S4C). The average relaxation time for each distribution was computed as

2?4:1 logr; f(logr;)dlogy;
Z?”zl f(logr]-)dlogr]-

<logt >= (S5)

to obtain the characteristic recovery time constant 7,,. = 10<1°6>_ These values were in the

range of ~108 — 269 ms, consistent with those obtained from fits using Eq. S1.

For donor-acceptor-labeled samples that exhibited conformational relaxation in the T-
jump window, the measured kinetics were concurrent with recovery. In most cases, the

conformational kinetics and recovery components had opposite amplitudes corresponding to the



scenario in which the post-T-jump intensities exhibited first a rising behavior, from 1(0%) to
Iqpp (), corresponding to conformational relaxation, and then a decaying behavior, from
Igpp () to 1(07), corresponding to the T-jump recovery (Supplementary Figure S6A,C). For
these cases, the distribution f (logr) was expressed as the sum of two contributions: f(logr) =
g(logt) — h(logr), with h(logr) corresponding to the increase in intensity from I(0%) to
Iqpp () and g(logr) corresponding to the decrease in intensity from /gy, (c0) to I1(07). The

measured intensities were fitted to the following function form:

I(t) =D, fj;o dlogt [g(logt) — h(logt)lexp(—t/t) +1(07) (S6a)

or the discretized version:

1(t) = Do(Tilg(logt;) — h(logry)] e~/")dlogT + 1(07) (S6b)

In the above expression, I(07) is the pre-T-jump intensity that was fixed from the data, D, is a
normalization constant that was varied to best match the post-T-jump intensity level I(0*), and
dlogrt is the separation between successive logz; in the discrete MEM distribution.

The two different contributions to the MEM distribution for a given T-jump trace are
shown in Supplementary Figure S6B together with the MEM distribution from a control
experiment that exhibits only the recovery kinetics. The two separate contributions to the
measured T-jump trace are visualized in Supplementary Figure S6A (as computed from the
discrete exponential fits described in Eqgs. S2 or S3) and in Supplementary Figure S6C (as
computed from the MEM outputs). For the MEM analysis, the conformational relaxation

contribution (Icons reiaxation) 18 recapitulated as

Iconf_relaxation = Do (Zl g(logTi) - Zi h(logri)- e_t/ri)dlogT + I(O_) (87)

and the T-jump recovery contribution (I;.¢copery) as

Irecovery = Do (Zig(logTi)e_t/Ti)dlogT + I(O_) (88)

The intensity levels at the beginning and end of the observed conformational relaxation, I(0%)

and I, (), respectively, were computed as



I(0+) = Iconf_relaxation(t - 0) = Do Zi[g(logri) - h(lOgTi)] leg‘L' + 1(0_) (S9a)

and

Iapp () = Irecovery (t > 0) =D, Zig(lOgTi) dlogr + 1(07) (S9b)

These intensity levels were further used for amplitude analysis, as described in Section 1.10.

For samples that exhibited the same sign for the relaxation kinetics and the recovery, i.e.,
the post-T-jump intensities increased from 1(0%) to I, (o) and then further increased from
Igpp(00) to I1(07) (Supplementary Figure S7A,C), the MEM distribution for the entire kinetic
trace had amplitudes of the same sign, as illustrated in Supplementary Figure S7B. For these
cases, the distributions obtained from MEM could still be separated into one distribution h(logt)
corresponding to conformation relaxation and one distribution g(logr) corresponding to T-jump
recovery, since the recovery contribution appeared as a distinct peak in the full MEM
distribution and was readily identified by comparison with the MEM distribution of a donor-only
control trace (Supplementary Figure S7B). In this case, the distribution corresponding to h(logt)
was extracted from the full MEM distribution by selecting the left flank of the component from
conformational relaxation, which was then mirrored to obtain a symmetric (in logr space)
h(logr) distribution. The recovery only component g(logz) was obtained by subtracting h(logt)
as obtained above from the full MEM distribution. The time dependencies of Iconf retaxation and
Leecovery» and the intensities 1(0™) and I4,,,(00), were obtained from equations analogous to Eqs.

S7-S9.

1.10 Amplitude analysis. The control (DNA D) samples exhibit a decrease in donor
quantum yield as a function of temperature, which is reflected in the temperature dependence of
I (Figure 3A and Supplementary Figure SSA; black symbols). For donor-acceptor (DNA DA)
samples, we anticipate a similar decrease in donor quantum yield when the temperature of the
sample changes from T; to Tf, since the temperature response of the donor quantum yield is
expected to be independent of whether there is an acceptor in the sample or not. Therefore, we
expect the donor intensity in DNA DA samples to decrease from Ip4(T;) to BIp4(T;), where

_ Ip(Ty)
B Ip(Ty)’

within the time that it takes for the sample to heat up after the arrival of the IR pulse
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(Figure 3A and Supplementary Figure S5A; dashed red line, computed as I, (T) X %). This
D\1j

drop is illustrated by the black arrow on the equilibrium profile shown in Figure 3A. Next, the
donor intensity level is expected to reach that of IDA(Tf) because of DNA conformational
changes (illustrated by the purple arrow in Figure 3A Supplementary Figure S5A), if the
conformational relaxation reaches completion before the T-jump itself starts to recover. Finally,
the intensity levels are expected to decay back to I, (T;) when the temperature decays back.
Therefore, the maximum amplitude we expect for the conformational relaxation kinetics in the

T-jump traces can be computed as Amp,, = IDA(TIf )_(l; I;’A(Ti), where we have normalized the
DA\

amplitude to the initial intensity level Iy, (T;).
This estimation of total expected amplitude is illustrated in Supplementary Figure S5A
for TAT/TAT DNA, for a T-jump from T; = 13 °C to T = 19 °C. Here we show the intensities

Ip
Ip(Ty)’

normalized to that at the initial temperature: I}, = Ill)ﬁ and I} =
DA\l

In terms of these

normalized intensities, the total expected amplitude becomes Ampg, =1 N (Tr) —B =
1y, (Tp) — 1 f (T¢), illustrated by the purple arrow. A larger T-jump size would lead to a larger
expected amplitude. The amplitudes thus calculated for two different T-jump sizes (6 °C and
9 °C) on the TAT/TAT sample are shown in Supplementary Figure S5C as a function of the final
temperature T;. The data point corresponding to the T-jump conditions of Supplementary Figure
S5A is circled in purple.

To account for variations in expected amplitudes from variations in the T-jump size from

one set of measurements to another, we divide the computed amplitudes by a scale factor

ID(T;)Z# =1-1y (Tf), which is equal to the length of the black arrow in Figure 3A and
D\

Supplementary Figure SSA. Since I, decreases approximately monotonically with temperature,

this scale factor is roughly proportional to the size of the T-jump. With this correction, we obtain

AmMpeq
1-I5(T§)

the appropriately scaled (for the size of the T-jump) amplitudes: Ampg, = , plotted in

Supplementary Figure SS5E. The circled data point has a scaled amplitude of ~3, consistent with
the equilibrium profiles in Supplementary Figure S5A, where the purple arrow (change in
intensity expected from conformational dynamics for a given T-jump size) is ~3-fold larger than

the black arrow (change in intensity from donor quantum yield changes for that T-jump).
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The donor intensity levels measured in the equilibrium steady-state measurements can be
mapped over to the donor intensity levels we expect to measure in our T-jump spectrometer. For
example, immediately after the T-jump and prior to any conformational dynamics, we expect the
intensity levels to jump from /(07), the pre-T-jump intensity level, to I,,(0%), indicated by the
black dashed line in Figure 3B and Supplementary Figure S5B), and computed as I,,(0") =
I07)x B =1(0") xIY (Tf), since 1y (T¢) is a measure of the fractional change in the donor
quantum yield as a result of the T-jump. Similarly, the donor intensity level we expect at the end

of the conformational relaxation, assuming much slower T-jump recovery (denoted as .4 (0);

red dashed line in Figure 3B and Supplementary Figure S5B), was computed as I4() =

1(07) % % = 1(07) x I}, (T;), where I, (Tf) is a measure of the fractional change in the
DA\li

donor intensity of the DNA DA samples as a result of the change in the equilibrium populations
from the initial temperature distribution to that at the final temperature. Defined in terms of the
intensities measured in the T-jump spectrometer, the total expected amplitude is equivalently

qu(oo)—leq(0+)

written as Ampeq = 10

, which is equal to the vertical purple arrow in Figure 3B and

Supplementary Figure S5B.

However, not all the amplitude expected from equilibrium measurements is in fact
observed within our T-jump time window, as illustrated in Figure 3B and Supplementary Figure
S5B. In the T-jump trace shown for a donor-acceptor-labeled (DNA_DA) sample, the observed
donor intensity immediately after the T-jump (denoted as I(07); green dashed line in Figure 3B
and Supplementary Figure S5B) does not drop as low as we expected, i.e., the post-T-jump
intensity does not reach the level of I,,(0%) as defined above. This difference between I,,(0")
and 1(0%) (vertical maroon arrow in Figure 3B and Supplementary Figure S5B) is assumed to be

+)_ +
from an unresolved “missing” fast phase, with amplitude Ampyqq = %, where again

we have normalized the amplitude to the pre-T-jump level 1(07).

Similarly, the intensity level we measure at the apparent end of the observed relaxation
phase (denoted as Iy, (0); cyan dashed line in Figure 3B and Supplementary Figure S5B) does
not reach the anticipated level I,4(), presumably because the temperature of the sample starts
to recover before the completion of the conformational relaxation. In this case, the difference

between I, () and I, () (vertical cyan arrow in Figure 3B and Supplementary Figure S5B)
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is defined as the amplitude of the “missing” slow phase, with amplitude Ampg,,, =

Ieq(0)—Igpp () Iapp(oo)_l(0+)

1(07) 1(07)
such that Ampysqee + AMpops + AMpgion, = AMp,q adds up to the total amplitude expected from

The observed amplitude (vertical green arrow) is then Amp,,s =

the equilibrium measurements.

The calculation of Amp,,s from the relaxation trace measured for the TAT/TAT sample,
for a T-jump from T; = 13 °Cto Tr = 19 °C, is illustrated in Supplementary Figure SSB. The
1(0%) and 4, () levels were computed as described in SI Methods 1.9. The intensities plotted
here are normalized such that /(0™) = 1. In this case, the observed amplitude Amp,,,s is simply
the length of the vertical green arrow. The observed amplitudes for the TAT/TAT sample for two
sets of measurements are shown in Supplementary Figure S5D, with the data point
corresponding to the shown relaxation trace encircled in green. Again, to account for variations
in the T-jump size, the observed amplitudes (as well as the fast and slow “missing” amplitudes)
were normalized by the T-jump scale factor 1 — IY (Tf) to obtain the scaled amplitudes Amp,,
Amp;,s, and Ampg,,,, which as discussed above is equivalent to dividing the magnitudes of the
measured amplitudes: green (observed), maroon (fast), and cyan (slow) in Figure 3 — by the total
change in the quantum yield of the donor (black arrow). The appropriately scaled amplitudes
observed in the T-jump traces of the TAT/TAT samples are shown in Supplementary Figure
SSF.

The amplitudes presented in the main text are the average of two sets of measurements on
each sample. The differences in T-jump size from one set of measurements to the next translate
into differences in the final temperature between the two sets. Therefore, prior to averaging the
amplitudes, they were interpolated to a common (final) temperature grid, from 20 °C to 40 °C in
steps of 5 °C, as illustrated in Supplementary Figure S5G-H. The interpolated amplitudes were
then averaged to obtain the data shown in Supplementary Figure S5I-J and correspond to the
amplitudes shown in the main text.

In rare cases, primarily at the low temperature end, the observed amplitude in the T-jump
trace (Amp,ps) was greater than the expected amplitude from the equilibrium data (Amp,,); see
for example the 20 °C data in Figure 4C & 4I. This situation arose if 1(0") fell below I,,(0)
(see Figure SOF) or if Iy, () exceeded I.4() (see Figure S8F and Figure S9F), leading to

apparently negative amplitudes for the missing fast or missing slow phases. This unphysical
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scenario was attributed to distortions in the equilibrium profiles at low temperatures, perhaps
from some condensation effects in the sample chamber of the steady-state fluorescence
spectrometer, leading to systematic errors in the estimation of the T-jump size and/or the
estimation of the computed I,4(0*) and I, (c0) levels. The negative amplitudes were zeroed out
by forcing the I,,(0%) levels to be equal to the observed 1(0™) values or the I,4(0) levels to be
equal to /4, (o) values and recalculating the amplitudes.

1.11 Error propagation in the computed amplitudes. A major source of error in the
expected amplitudes computed from the equilibrium thermal profiles is the uncertainty in the
measurements of the thermal profiles I and I, . The uncertainties in the raw measured
intensities (denoted as g; and computed as standard error of the mean, s.e.m, from independent
runs on a given sample) are shown in Supplementary Figure S2B. To account for variations in
the measured intensities from one day to the next, all measured intensities, I, and I,, were
normalized with respect to the intensity Ip4 at 10 °C on that day prior to computing the averages
and s.e.m values. In this case, the uncertainties in Ip4 at 10 °C are, by definition, zero. For the
thermal profiles I} and I}, shown in Figure 2 and Supplementary Figure S2C, the intensities I,
from independent runs were also first normalized with respect to the intensity I, at 10 °C such
that I5 = I, = 1 at 10 °C; the uncertainties at temperatures greater than 10 °C (denoted as o)
were calculated from the s.e.m. of the data matched in this way.

For amplitude analysis, what is relevant is the uncertainties in I (Tf) and Ip 4 (Tf) relative
to the corresponding intensities at the initial temperature, I, (T;) and Ip4(T;), respectively. In this
case, the measured thermal profiles were normalized to match at the initial temperature, denoted
as Iy and 1Y, with corresponding s.e.m. o' (equal to zero at T; by definition), as shown in
Supplementary Figure S5A. These errors, from measurements on DNA D and DNA DA
samples, appeared in the calculation of the errors in the expected intensity levels I,,(0*) and
Ioq (), respectively, for a given set of T-jump conditions, and propagated into the calculation of
the errors in the expected total amplitude, as shown in Supplementary Figure S5C, as well as into
the calculation of the errors in the missing fast and slow amplitudes. Each data set, after
correcting for the T-jump size (illustrated in Supplementary Figure S5E) and interpolated on a
common temperature grid (illustrated in Supplementary Figure S5G) then has an associated error

in the calculated amplitudes. For a given data set i with computed amplitude A; and uncertainty
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0,4, the weighted average A’ and the weighted variance of the mean aj, (from N independent

1 N(4-A"?/o};
(N-1)  X1/0;

S A;/o2
runs) were calculated as A’ = LA4/%i gnd g2 =
Y1/0%; A
Ai

. Finally, to include the

contribution of errors from both the variance of the mean (dominated by statistical fluctuations
from one data set to another) and errors in the amplitudes in each data set i (dominated by errors
in the thermal melting profiles), the two sources of errors were combined as g7 = ajf + Y 0% /N;
these are the errors plotted in Supplementary Figure S51).

For computation of errors in the observed amplitudes, the errors in the amplitudes from a
given T-jump trace were assumed to be negligible in comparison with the variability from one
data set to another (see Supplementary Figure S5D, F, H). Therefore, the mean and s.e.m. for the
observed amplitudes were simply the corresponding unweighted quantities from 2 independent

runs (illustrated in Supplementary Figure S5J).
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Figure S1. Binding affinities, melting temperatures, and FRET measurements on tC°-tChitro
labeled DNA. The DNA sequence used in this study is shown with the locations of the donor tC°
(D in blue) and the acceptor tCriwo (P in cyan) indicated. The XXX/YYY in the sequence is
replaced by CCC/CCC, GGG/CCC, etc, to create the different mismatched/matched constructs
listed in the Table. The table summarizes the apparent binding affinities (Kg 4pp) of Rad4 for
each of these DNA constructs and their melting temperatures (T;,,), from ref. (7), and for NER
lesions 6-4 photoproduct (6-4 PP) and cyclobutane pyrimidine dimer (CPD), from ref. (16). The
average FRET efficiencies (FRET E) obtained from steady-state fluorescence measurements are
also tabulated for two different temperatures; the numbers in parenthesis are in the presence of
Rad4. (A-C) The average FRET efficiencies measured using two different methods — steady-
state measurements (open symbols) and fluorescence lifetime measurements (filled symbols) —
are plotted as a function of temperature for (A) the CCC/CCC data set; (B) the TTT/TTT data
set; and (C) the TAT/TAT data set. In each panel data are shown for matched DNA (blue),
mismatched DNA (red), and mismatched+Rad4 (purple).
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Figure S2. Steady-state fluorescence measurements. (A) Donor (tC°) fluorescence emission
spectra are shown for the mismatched CCC/CCC construct at 25 °C, measured in the absence

(DNA_D; green) and presence (DNA DA; orange) of the acceptor (tCuito). (B) Donor emission

intensities, computed from the area under the emission spectra in the wavelength range 425 —

475 nm, are plotted as a function of temperature for donor-only (Ip; green) and donor-acceptor

(Ipa; orange) samples. (C) The intensities I and Ip, from panel (B) were normalized to match at

10 °C. (D) The FRET efficiencies, computed as described in SI Methods 1.3, are plotted as a

function of temperature. Measurements were done from 10 °C up to 40 °C with 2.5 °C interval

(filled symbols) and then the samples were cooled back to 25 °C and measured again (open

symbols) to check for sample reversibility.
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Figure S3. Fluorescence lifetime measurements. (A) Fluorescence intensity decay curves for
DNA DA (labeled with donor and acceptor) with excitation of donor (tC°) are shown for
matched GGG/CCC (blue), mismatched CCC/CCC (red), and CCC/CCC+Rad4 (purple)
constructs; the corresponding intensity decay curves for DNA D (labeled only with donor) are
shown in cyan, mustard, and brown respectively. The instrument response function (IRF) is
shown in black. (B) The distribution of lifetimes that best describe the intensity decay profiles, as
obtained from the maximum entropy method (MEM), are shown. The amplitudes from the MEM
analysis, normalized to add up to one, are indicated on the left y-axis for DNA DA and on the
right y-axis for DNA_D. The gray arrow indicates the lifetime corresponding to a FRET of 0.92
expected for B-DNA conformations given the placements of the tC° and tCuiro FRET probes, as
described in ref. (7). (C) The FRET efficiencies, computed as described in the text, are plotted as
a function of temperature. Measurements were done from 10 °C up to 40 °C with 10 °C interval
(filled symbols) and then the samples were cooled back to 20 °C and measured again (open
symbols) to check for sample reversibility.
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Figure S4. Steady-state equilibrium and T-jump measurements on donor-only control
samples. (A) The fluorescence emission intensities I, measured at different temperatures are
plotted as a function of temperature for all DNA D constructs. The intensities are normalized to
match at the lowest temperature. The black vertical arrow pointing down illustrates the decrease
in donor intensity for donor-only (DNA D) samples because of the decrease in the donor
quantum yield when the temperature of the sample jumps from Tt (T;) to the final
temperature Tring; (Tr). (B) A typical T-jump trace for a donor-only DNA_D construct is
shown. The donor intensity before the arrival of the IR pulse is at the pre-flash level 1(07). The
donor intensity immediately after the T-jump is at a lower level I(0™) and this drop is attributed
to the donor quantum yield change when the temperature of the sample jumps from T; to Tr. The
donor intensity then decays back to 1(07) as the temperature of the sample decays back to T;.

The level I(0%) is determined by fitting the T-jump trace to the T-jump recovery function Eq.
S5. The final temperature T is determined by computing the intensity I (Tr) such that % =
D\

+
KO and interpolating I (Ty) on the I versus temperature plot to find the corresponding

1(07)
temperature T;. (C) The distribution of relaxation times obtained from MEM analysis of the T-
jump traces on all the control (DNA_D) samples are shown.
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Figure SS. Illustration of amplitude analysis from steady-state equilibrium and T-jump
measurements. (A) The fluorescence emission intensities, after normalization to match at the
initial temperature (T;), are plotted as a function of temperature for DNA D (I}; black) and
DNA DA (I),; red). The black vertical arrow illustrates the drop in donor intensity in DNA D
samples when the temperature of the sample jumps from the initial (T;) to the final (Tf)
temperature. It is also the drop expected in DNA DA samples immediately after the T-jump
(prior to any conformational changes), as described in SI Methods 1.10. The blue vertical line
indicates the intensity levels in the two samples under equilibrium conditions at T relative to the
intensity at T;. (B) A representative T-jump trace is shown for a DNA DA sample, with the
relevant intensity levels indicated: I(0”) (continuous red), I(0%) (dashed green),
Iqpp(o0)(dashed cyan), I,4(0") (dashed black), and I,4(o0) (dashed red). The uncertainties in
I.q(0%) and I,4(e), propagated from the equilibrium melting profiles as described in SI
Methods 1.11, are shown as gray and red shaded regions, respectively. The vertical arrows
indicate the total expected amplitude (purple) and the observed amplitude (green), computed as
described in SI Methods 1.10. (C-D) The total expected (C) and observed (D) amplitudes for
two different T-jump sizes for a given sample are plotted as a function of the final temperature.
The errors in the expected amplitudes are computed from the errors in the equilibrium thermal
profiles, as described in SI Methods 1.11. (E, F) The scaled amplitudes from two different sets of
measurements, after correcting for variations in the T-jump size, are shown. (G, H) The
amplitudes shown are from two different sets after interpolating onto a common temperature
grid, prior to averaging. (I, J) The averaged amplitudes from two sets of measurements and the
corresponding errors, computed as described in SI Methods 1.11, are shown.
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Figure S6. T-jump traces where conformational relaxation and T-jump recovery have
amplitudes of opposite signs. (A) An example of a T-jump kinetic trace where the donor
intensity measured after the arrival of the IR pulse starts at 1(0"), then increases and overshoots
past I(07) to the intensity level I4,,(0), before decaying back to I(07) as the temperature
recovers. The black continuous line is a fit to the relaxation trace using the two-exponential
decay function convoluted with the T-jump recovery (Eq. S3). The conformational relaxation
contribution (Iconf retaxation> Orange continuous line) and the T-jump recovery contribution
(Irecoverys olive continuous line) are also shown separately. (B) The distribution of the logarithm
of the relaxation times f(logr) obtained from MEM analysis of the relaxation trace is plotted;
the positive amplitudes (maroon) describe the distribution h(logr) that corresponds to the
conformational relaxation kinetics; the negative amplitudes (black) describe the distribution
g(logr) that corresponds to the decay of the T-jump. The opposite signs for the two functions
reflect the behavior of the kinetic trace in which the donor intensity first increases and then
decreases. The gray curve is the MEM distribution obtained from a T-jump measurement on a
control (DNA_D) sample. (C) The kinetic trace is as shown for panel (A); the continuous lines
are computed from the MEM fits as described in the text: I(t) from Eq. S6 (black);
leonf retaxation from Eq. S7 (orange); Irecovery from Eq. S8 (olive).
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Figure S7. T-jump traces where conformational relaxation and T-jump recovery have
amplitudes of the same sign. (A) An example of a T-jump kinetic trace where the donor
intensity /(0") measured immediately after the arrival of the IR pulse increases but does not
overshoot past [(07); instead, it reaches the intensity level I,y,,() and then continues to
increase to reach I(07) as the temperature eventually decays back to the initial temperature. (B)
The distribution f(logr) obtained from MEM analysis of the relaxation trace is plotted
(maroon); all amplitudes, whether from conformational relaxation kinetics or from T-jump
recovery, have the same sign. The two contributions g(logr) and h(logr) are separated as
described in the text. The gray curve is the MEM distribution obtained from a T-jump
measurement on a control (DNA_ D) sample. (C) The kinetic trace is as shown for panel (A); the
continuous lines are as described for Figure S6C.
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Figure S8. Equilibrium and T-jump measurements on the CCC/CCC dataset. (A-C) The
donor fluorescence emission intensities Ip/Ip, are plotted as a function of temperature, for (A)
GGG/CCC (cyan/blue), (B) CCC/CCC (mustard/red), and (C) CCC/CCC+Rad4 (brown/purple).
In each panel, the intensities I, and I, have been normalized to match at 10 °C. (D-I) Donor
fluorescence emission intensities of double-labeled (DNA DA) samples, measured in response
to a T-jump perturbation, are plotted as a function of time; final temperatures after the T-jump
are in the range 19-22 °C (D-F) and 32-35 °C (G-I). In panels (D-I), the continuous red lines are
from MEM fits to the relaxation traces; the horizontal lines and the vertical arrows are as
described for Figure 3B and Supplementary Figure S5B.
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Figure S9. Equilibrium and T-jump measurements on the TTT/TTT dataset. Panels are as
described for Figure S8. Final temperatures after the T-jump are in the range 16-23 °C (D-F) and
30-35 °C (G-D).
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Figure S10. Equilibrium and T-jump measurements on the TAT/TAT dataset. Panels are as

described for Figure S8. Final temperatures after the T-jump are in the range 19-20 °C (D-F) and
31-33 °C (G-).

27




S ceaicee
3 3| cecrece
= 9T cceiccc+Rad4
o
§ 2|
o
S
51} -
o
X
| e
20 25 30 35 40
B Temperature (°C)
% AAAITTT ' ' '
2 3} Trorrrs Rage
a
S 2|
o
2
811 o o o ® 90|
=3
x
20 25 30 35 40
C Temperature (°C)
@ ) . " ATAITAT
33t TATITAT
= TATITA T+Rad4
a
2|
o
]
gl
=3
i
0

20 25 30 35 40
Temperature (°C)

Figure S11. Comparison of expected amplitudes of conformational relaxation kinetics in
response to T-jump perturbation. The total expected amplitudes for conformational relaxation
as computed from equilibrium measurements are plotted as a function of the final temperature
after T-jump for (A) the CCC/CCC dataset; (B) the TTT/TTT dataset; and (C) the TAT/TAT
dataset. Each panel compares the amplitudes for matched DNA (blue), mismatched DNA (red),

and mismatched+Rad4 (purple).
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