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ABSTRACT: The electronic transition rates and pathways underlying interfacial charge
separation in tetraphenyldibenzoperiflanthene:fullerene (DBP:C70) blends are inves-
tigated computationally. The analysis is based on a polarization-consistent framework
employing screened range-separated hybrid functional in a polarizable continuum model
to parametrize Fermi’s golden rule rate theory. The model considers the possible
transitions within the 25 lowest excited states of a DBP:C70 dyad that are accessible by
photoexcitation. The different identified pathways contributing to charge carrier
generation include electron and hole transfer and backtransfer, exciton transfer, and
internal relaxation steps. The larger density of states of C70 appears to explain the
previously observed larger efficiency for charge separation through hole transfer
mechanism. We also analyze the validity of the high-temperature and short-time semiclassical approximations of the FGR theory,
where both overestimated and underestimated Marcus theory based constants can be affected.

The performance of organic photovoltaic devices is based on
their ability to efficiently generate charge carriers following

the absorption of solar radiation. In these systems, charge carrier
generation results from a cascade of processes triggered by
photoabsorption. For example, solar radiation absorption by the
donor material can lead to the creation of donor excitons that
migrate to the donor−acceptor interface, where donor-to-
acceptor electron transfer could take place. This is followed by the
transport and collection of the electron and hole to accomplish
the conversion of solar energy into electrical energy. Thus,
optimizing the interfacial charge tranfer (CT) step can enhance
the overall conversion efficiency.1,2 As a result, the design of
organic photovoltaic (OPV) devices is often based on blending
donor and acceptor materials to increase the interfacial cross
section for the electron transfer step and reduce the exciton
diffusion length.
While donor-based excitons represent one pathway for the

generation of free charge carriers, acceptor-based excitons can
play a similar role. More specifically, acceptor excitons can
migrate to the donor−acceptor interface, where acceptor-to-
donor hole transfer could occur, which is equivalent to a donor-
to-acceptor electron transfer. Indeed, the effectiveness of the
pathway that starts with acceptor-based excitons is consistent
with the experimental observation, made in several blended
heterogeneous junctions (BHJs), that the effficiency can also be
increased by reducing the donor content.3−7 In particular
tetraphenyldibenzoperiflanthene:fullerene (DBP:C70, Figure 1
top left panel) blends have been shown to give rise to peak OPV
performance at 1:8 donor/acceptor dilution ratio.4 Another
recent study that combined two-dimensional electronic spec-

troscopy (2DES) with electronic structure calculations provided
further evidence for the effectiveness of the donor exciton and
hole transfer pathway as an effective mechanism for the
formation of free charge carriers in this system.7

A schematic view of the various electronic energy and charge
transfer processes that can occur in DBP:C70 is provided in
Figure 1. Interfacial CT can follow either electron or hole
transfer pathways that may be preceded by Förster resonant
energy transfer, intramolecular electronic relaxation, or transient
charge recombination (backtransfer).
More specifically, given a donor or an acceptor exciton at the

donor−acceptor interface, multiple pathways can lead to the
final CT states, denoted CT1 and CT2.8 These pathways can be
qualitatively described in terms of transitions between localized
molecular orbitals (MOs) comprising the highest occupied
MOs (H) and lowest unoccupied MOs (L) of the donor and
acceptor molecules as well as some MOs below H and above L.
Themain steps underlying these pathways are described in more
detail below.
Electron transfer occurs after donor excitation and corre-

sponds to electron transfer from L of the donor molecule (DBP)
to L of the acceptor molecule (C70) (see panel a in Figure 1).
Alternatively, hole transfer occurs after acceptor excitation and
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corresponds to electron transfer from H of the donor molecule
(DBP) to H of the acceptor molecule (C70) (see panel b in
Figure 1).
Another type of state involved in the cascade of events

following photoexcitation is excited CT states, which corre-
spond to the excess electron occupying a higher than L MO of
the acceptor C70 (see panel d in Figure 1) or the hole occupying
a lower than HMO of the donor DBP (see panel e in Figure 1).
Those states can relax via a CT recombination process to form a
neutral dyad with either an excited donor or acceptor (see panels
d and e in Figure 1, respectively). It should be noted that excited
CT states where the excess electron occupies a higher than L
MO of the donor or the hole occupies a lower than HMO of the
acceptor are much higher in energy and therefore are assumed to
be inaccessible.
Another possible process corresponds to exciton transfer (see

panel c in Figure 1). This can happen via two distinctly different
mechanisms. The so-called Dexter-type exciton transfer9,10

corresponds to simultaneous transfer of an electron and a hole
from acceptor to donor (see green arrows in panel c of Figure 1).
Alternatively, the so-called Förster resonant exciton transfer
(FRET)11 type exciton transfer corresponds to the simultaneous
de-excitation of the acceptor and excitation of the donor (see
blue arrows in panel c of Figure 1).
Yet another type of process corresponds to intramolecular

electronic energy relaxation, whereby an electron occupying a
higher than L acceptor MO relaxes to the acceptor’s L MO or a
hole occupying a lower than H donor MO is filled by electron
transfer from the donor’s L MO (see blue arrows in panel f in
Figure 1)
Our computational approach to modeling the kinetics

underlying interfacial CT in DBP:C70 combines electronic
structure calculations with a fully quantum-mechanical rate
theory based on equilibrium Fermi’s golden rule (FGR).12−14

This approach makes it possible to identify the different
pathways leading to charge separation and the interplay between
them. In addition, we also compare FGR rate constants to a
hierarchy of more approximate semiclassical variations, which
leads to Marcus theory as the most approximate semiclassical
variant. As we show below, while Marcus theory is often reliable,

Marcus rate constants for some of the transitions in this system
can deviate from the FGR-based rate constants by several orders
of magnitude.
The electronic structure protocol we use is based on DFT

with a screened range separated hybrid (SRSH) functional that
addresses dielectric screening by the solid state environment in a
polarization-consistent manner.15,16 Combining SRSH with the
polarizable continuummodel (PCM) is important for obtaining
the correct order of the energy levels that correspond to the
neutral and CT excited electronic states. SRSH-PCM was
previously used successfully to analyze spectral trends in organic
systems7,17−19 including fullerenes.19 We also point out the high
density of states in fullerene due to its high symmetry, which
calls for an electronic structure level of theory that can capture
the correct order of energy levels in such a case.

■ THEORY AND METHODS
Electronic Structure Calculations. Within our model,

interfacial CT can occur via multiple pathways that consist of
multiple transitions between electronic states of different
electronic character. The state-to-state rate constants underlying
those pathways strongly depend on the relative energies of the
states and therefore require an accurate method for calculating
the energies of excited electronic states, including excited CT
states. Traditional DFT including that based on hybrid
functionals with a constant weight of the exact Fock exchange
contribution is affected by the fundamental-gap caveat.20−26

Recently developed range-separated hybrid (RSH) functionals
based on a generalized Kohn−Sham formulation25,27−33 give
rise to gas phase frontier orbital energies that agree with the
ionization potential (IP) and electron affinity (EA),34−37 which
is necessary for obtaining accurate excited CT states’ energies via
time-dependent DFT (TDDFT) calculations.
RSH functionals partition the exchange energy contribution

into a short-range (SR) term, and a long-range (LR) term:

r
r

r
r

r
1 erf( ) 1 erf( )= + + [ + ]

(1)

Figure 1.Upper left: The molecular structures of DBP and C70. Lower left: Upon absorption (blue arrows) bright states are excited either localized on
DBP or C70, followed by nonradiative electronic transitions (green arrows) toward the formation of long-lived charge transfer (CT) states. Right panels
(a−f): Individual types of nonradiative electronic transitions can be identified as (a) electron transfer, (b) hole transfer, (c) exciton transfer, (d)
electron backtransfer, (e) hole backtransfer, and (f) intramolecular relaxation (see main text for a more detailed discussion).
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where erf denotes the error function, r is the interelectronic
distance, andω is a range-separation parameter. The coefficients
α and β determine the fraction of semilocal exchange and Fock
exchange in the respective domains. More specifically, the
amount of Fock exchange scales with α in the SR and with (α +
β) in the LR, and, therefore, the corresponding semilocal density
functional SR and LR contributions are given by (1 − α) and (1
− α − β), respectively. The RSH exchange-correlation (XC)
energy is therefore given by

E E E E

E E

( ) ( ) (1 ) ( )

( ) ( ) (1 ) ( )

XC
RSH

C,DF X,F
SR

X,DF
SR

X,F
LR

X,DF
LR

= + +

+ + +
(2)

where X and C denote exchange and correlation and F and DF
indicate Fock exchange and the semilocal density functional,
respectively.
Importantly, the energies of excited CT electronic states can

be strongly affected by the presence of a polarizable condensed
phase environment. In our approach, PCM is invoked to capture
such condensed phase effects.38−41 However, while RSH
functionals have been shown to achieve high accuracy in
predicting ionization energies and electron affinities in the gas
phase, the orbital gap in RSH-PCM tends to remain close to the
gas phase gap and would therefore be overestimated in the
condensed phase.15 To address this caveat, we employ a
screened RSH (SRSH) framework42,43 to achieve a polarization-
consistent framework.15,16,44,45

To account for the appropriate polarization effects of the
environment, Refaely-Abramson et al. introduced a screening of
the asymptotic potential through the dielectric constant ϵ0, such
that the interelectronic potential, r−1, takes the form (ϵ0 r)−1.
This is achieved by setting α + β = ϵ0−1 [see eq 1]. In addition to
the dielectric screening of LR exchange contributions, environ-
mental polarizing effects are accounted for via PCM. Thus,
dielectric screening is addressed consistently by the self-
consistent reaction field responding to the dielectric constant,
ϵ0, within the PCM and by damping the LR exchange in the
SRSH functional. The combined SRSH-PCM approach has
been shown in previous work to significantly improve RSH-
PCM calculations of fundamental gaps15 and of excited
states7,17−19,45−49 including CT states in organic semiconduc-
tors.16 SRSH-PCM was also recently successfully applied to
interpret the spectral signature of interfacial CT in DBP:C70
blends.7

In this work, we employ the SRSH-PCM framework to obtain
electronically excited donor−acceptor interfacial states. To this
end, DFT and TDDFT calculations were performed on single
DBP and C70 molecules, as well as on the DBP:C70 dyad. As the
primary focus of this work is on the processes occurring in the
DBP:C70 1:8 blend, in all calculations PCM is employed with the
dielectric constant of the C70 thin film (ϵ0 = 3.75) and an optical
dielectric constant of ϵ∞ = 1.67 affecting the TDDFT linear
response equations.
The SRSH-PCM framework is based on the ωPBE-h

functional.50 The range-separation parameter ω was obtained
through optimal tuning according to the J2 scheme.42

Accordingly ω has been set to 0.18 bohr−1 for the C70 single
molecule and 0.11 bohr−1 for the DBP single molecule. The
latter value was also found to yield very low J2 values for the
DBP:C70 dyad and is used in all dyad state calculations. The
functional parameter α has been kept at the widely used value of
0.2.

All equilibrium geometries were obtained using the
dispersion-corrected RSH functional ωB97X-D with the 6-
31G* basis set.51,52 Normal mode frequencies and eigenvectors
were calculated at the same level of theory for the electronic
groundstate at its equilibrium geometry. Orbitals and excited
state properties−i.e. excitation energies {En

x}, oscillator strengths
{Ωn}, and attachment and detachment densities−were calcu-
lated via the SRSH-PCM framework. Charge differences {dQn}
between the DBP and the C70 molecule in the dyad system were
calculated based on Mulliken charges. Atomic Mulliken charges
were used to parametrize the calculation of the electronic
coupling elements {Vmn} between excited dyad states m and n.
To this end, a multistate generalization of the fragment-charge
difference method was used,53 abbreviated below as msFCD.54

This method does not require an arbitrary selection of diabatic
states and instead generates charge-transfer and locally excited
state subspaces based on the eigenvalues of the charge difference
matrix. All electronic structure calculations were performed
using the Q-Chem software package.55

Coupling elements were assumed to be constant within the
Condon approximation and are determined at the dyad’s
optimized ground state geometry, assuming that the normal
modes are the same in the ground and excited states. It should be
noted that non-Condon effects, for example in the form of the
linear Herzberg−Teller coupling, can have a significant effect on
electronic transition rates.56,57 We also note that non-Condon
effects can be accounted for within a Fermi’s Golden Rule
framework.58,59 However, for the system under consideration in
this paper, accounting for non-Condon effects would require
performing geometry optimizations for the 25 diabatic excited
states under consideration, which would be computationally
demanding as well as challenging due to the prevalence of curve
crossings. Similarly, even though accounting for Duschinski
rotations,60 within the FGR framework is possible in
principle,56,61 it would also dramatically increase the computa-
tional cost. Thus, given the complexity of the system and the
consistency of our calculations with experimentally available
data, we believe that starting out with the Condon
approximation and neglecting Duschinski rotations are reason-
able choices, at least until new experimental data emerge for this
system that would justify incorporating such effects into the
model.

Rate Theory. Fermi’s Golden Rule. The high symmetry of
the C70 molecule leads to a high number of excited states within
the optical excitation range. Although many of these states are
dark and therefore cannot be reached via photoexcitation, they
can be occupied transiently via radiationless transitions en route
to the final target CT states. As a result, the rates of populating
and depopulating those intermediate states have a significant
effect on the overall efficiency of the charge separation process
(see below).
Overall, we found that there were 25 excited electronic states

within the experimental optical range (Table 1). The dynamics
of the populations of those 25 states is assumed to be described
by the following master equation:

p t

t
k p t k p t

d ( )

d
( ) ( )n

m n
nm m mn n= [ ]

(3)

where pn(t) is the time-dependent population of the nth
electronic excited state and kmn is the rate constant for a
transition from state n to state m.
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It should be noted that the validity of the populations-only
Markovian master equation with rate constants based on
equilibrium FGR used in this work relies on several assumptions.
More specifically, nonequilibrium, non-Markovian, and coher-
ent effects are assumed to be negligible. Given the complexity of
the system and the consistency of our calculations with
experimentally available data, we believe that the level of theory
as implemented is justified, at least until new experimental data
emerge for this system that would call for extensions of the type
alluded to above (e.g., see refs 62−66).
The 25× (25− 1) = 600 transition rate constants between the

aforementioned 25 excited electronic states were calculated
based on equilibrium FGR rate theory, as well as a hierarchy of
semiclassical approximations that can be derived from it, which
leads to the Marcus theory rate constant as the most
approximate semiclassical variant.12−14 It should be noted that
the equilibrium FGR rate theory used here is based on treating
the electronic coupling as a small perturbation within the
framework of second-order perturbation theory and assuming
that the nuclear degrees of freedom (DOFs) are harmonic and
start out at thermal equilibrium on the initial electronic state’s
potential energy surface.12−14 A similar approach has been
benchmarked and employed by us to model the correlation
between interfacial structure and CT rate in the DBP:C70
system,7,13,67 as well as other closely related systems.67−73

Within the equilibrium FGR rate theory, them ← n transition
rate constant is given by

k
V

t F t td ( )e ( )mn
mn i E t

mn

2

2
/mn=

| |
(4)

where ξ indicates the level of theory within the aforementioned
hierarchy of semiclassical approximations, and F(t) is a Gaussian
time-window, F(t) = exp(−t2/τ2), ensuring numerical con-
vergence. Here F(t) is set with a time constant of τ = 100 fs. This
time-window function can be thought of as accounting for the
effect of the reorganization in the dyad’s environment.13 The
time window employed in this work corresponds to a rather
small outersphere reorganization energy of Er

ex = ℏ2/(kBT τ2) =
1.7 meV, which is consistent with the fact that the solid state
environment in a thin film is rather rigid.
For the fully quantum-mechanical FGR treatment (ξ = FGR),

κmnξ (t) → κmnFGR(t) is given by12−14

t S n

S n n

( ) exp (2 1)

( 1)e e .

mn mn

mn
i t i t

FGR
,

,

l
moo
noo

|
}oo
~oo

= +

+ [ + + ]
(5)

Equation 5 relies on the assumption that the nuclear DOFs are
harmonic and that the harmonic potential energy surfaces that
correspond to different electronic states are given in terms of the
same set of normal mode coordinates and are identical except for
a shift in equilibrium energy and geometry. The summation in
eq 5 is over the normal modes, the frequencies of which are given
by {ωα}. {nα = (exp{ℏ ωα/kBT} − 1)−1} in eq 5 are the normal
modes’ thermal occupancies at temperature T (assumed to be
room temperature, with kB the Boltzmann constant). Vmn in eq 4
is the electronic coupling coefficient between the n-th and m-th
electronic states. ΔEmn in eq 4 is the energy difference between
the equilibrium energies of the initial and final states (which is
also equal to the negative of the reaction energy or driving force):

E E Emn n m
eq eq= (6)

The corresponding difference in equilibrium geometries is given
by the displacement vectors:

D R Rmn n m= (7)

Projecting the displacement vectors onto the normal mode
eigenvectors gives rise to the Huang−Rhys factors (HRFs),
which are defined by (see eq 5)

S e D
2

( )mn mn,
2= ·

(8)

where eα is the normalized displacement of the equilibrium
geometry along the α-th normal mode’s relative to the
groundstate equilibrium geometry R0. Finally, we note that the
reorganization energy for the m ← n transition is given by

E Smn mn
r

,=
(9)

The size of the reorganization energy relative to the absolute
value of the reaction energy determines whether a transition rate
constant falls into the normal region (Emnr ≥ |ΔEmn|) or the
inverted region (Emn

r < |ΔEmn|).74,75 Total affected reorganiza-
tion energy corresponds to both internal and outersphere
contributions: Emn

r + Er
ex.

Limit Cases and Semiclassical Approximation. Starting
with the quantum-mechanically exact equilibrium FGR
expression in eqs 4 and 5, a hierarchy of semiclassical

Table 1. Lowest 25 Dyad Excited States and Their Properties:
Excitation Energy (En

x), Oscillator Strength (Ωn), and
Mulliken Charge Difference between DBP and C70 (dQn)

a

n En
x/eV Ωn dQn/e b/d χn

1 1.473 0.000 2.0 dark CT
2 1.496 0.000 2.0 dark CT
3 1.675 0.001 2.0 dark CT
4 2.051 0.009 2.0 dark CT
5 2.105 0.850 0.2 bright DBP*
6 2.135 0.002 0.1 dark C70*
7 2.153 0.004 0.1 dark C70*
8 2.209 0.001 0.1 dark C70*
9 2.216 0.001 0.1 dark C70*
10 2.272 0.002 0.1 dark C70*
11 2.298 0.006 0.1 dark C70*
12 2.311 0.020 1.8 bright CT
13 2.320 0.004 1.9 dark CT
14 2.378 0.019 0.2 bright C70*
15 2.384 0.001 1.8 dark CT
16 2.404 0.001 1.9 dark CT
17 2.408 0.015 0.6 bright C70*
18 2.415 0.003 0.6 dark C70*
19 2.443 0.023 0.2 bright C70*
20 2.451 0.001 1.4 dark CT
21 2.454 0.022 1.5 bright CT
22 2.481 0.059 0.1 bright C70*
23 2.536 0.002 1.4 dark CT
24 2.587 0.002 1.4 dark CT
25 2.592 0.002 1.2 dark CT

aThe states’ predominant characters χn are assigned by attachment/
detachment density analysis (see Figure 4) and by their oscillator
strengths as bright (Ωn > 0.01) or dark (Ωn < 0.01).
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approximations can be derived, with the most approximate
variant corresponding to Marcus theory.12 The first approx-
imation corresponds to the high-temperature/low-frequency
limit, i.e. kBT ≫ ℏωα, of κmnFGR(t). In this limit, nα ≈ kBT/ℏωα.
Substituting this result in eq 5, we obtain the following high-
temperature limit approximation (labeled ξ = hT1):

t S
k T

S
k T k T

( ) exp
2

1

1 e e .

mn mn

mn
i t i t

hT1
,

B

,
B B

l
mooo
nooo

i
k
jjjjj

y
{
zzzzz

Ä

Ç

ÅÅÅÅÅÅÅÅÅÅ
i
k
jjjjj

y
{
zzzzz

É

Ö

ÑÑÑÑÑÑÑÑÑÑ

|
}ooo
~ooo

= +

+ + +
(10)

Noting that the high-temperature approximation also implies
that kBT/ℏωα ≫ 1, κmnhT1(t) can be further simplified into the
following alternative version of the high temperature limit:
(labeled ξ = hT2):

t S
k T

t i

t

( ) exp
2

(cos( ) 1)

sin

mn mn
hT2

,
B

l
moo
noo

Ä

Ç
ÅÅÅÅÅÅÅÅÅÅ

É

Ö
ÑÑÑÑÑÑÑÑÑÑ
|
}oo
~oo

=

(11)

Another interesting limit is the short-time limit, which
corresponds to the assumption that the correlation function
κmnFGR(t) in eq 5 is short-lived. In this case, a Taylor expansion of
e±i ωαt in eq 5 to second order in ωαt leads to the following short-
time limit (labeled ξ = st):

t S i t n t( ) exp
1
2

(1 2 )mn mn
st

,
2 2

l
moo
noo

Ä
Ç
ÅÅÅÅÅÅÅÅ

É
Ö
ÑÑÑÑÑÑÑÑ
|
}oo
~oo

= +

(12)

Since κmnst (t) is a Gaussian function of time, in this case, the time
integral in eq 4 can be obtained in closed form:

k
V

A
E E

A
exp

( )
4mn

mn

mn

mn mn

mn

st
2

2

r 2

2

l
moo
noo

|
}oo
~oo

= | |
(13)

with A n S(2 1)mn mn
1
2 ,

2= + and Emn
r as defined in eq 9.

Combining the short-time approximation with the hT2
approximation implies that Amn ≈ kBTEmn

r /ℏ2, and reduces eq
13 into the well-known Marcus theory rate constant (ξ = M):

k
V

k TE
E E

k TE
exp

( )
4mn

mn

mn

mn mn

mn

M
2

B
r

r 2

B
r

l
moo
noo

|
}oo
~oo

= | |
(14)

We also note that the activation energy for the m ← n transition
is given by

E
E E

E
( )

4mn
mn mn

mn

A
r 2

r=
(15)

Our choice to include a comparison to the hT and st
approximations was motivated by the fact that they are the
approximations underlying Marcus theory. It should be noted
that other approximations exist that would also be worthwhile to
consider for the system under consideration. Of particular
interest are the stationary phase approximations76,77 that were
reported to be more accurate than the st and hT approximations.
Numerical Simulation. In practice, it was not feasible to

calculate equilibrium FGR rate constants based on eq 4 and its

approximate versions in eqs 10−14 for all 600 electronic
transitions. Instead, those rate constants were calculated based
on single molecule properties following the protocol described
below.
We start out by noting that the rate constants {kmnξ } depend on

the equilibrium energies of the initial and final states, Eneq and Em
eq,

respectively [through ΔEmn, eq 6], and the corresponding
equilibrium geometries, Rn and Rm (through the HRFs, eqs 7
and 8). In practice, geometry optimization of all relevant
electronically excited states was not feasible due to the high
density of states and multiple curve crossings. Instead, reaction
energies, {ΔEmn}, and HRFs, {Sα,mn}, were evaluated based on
calculations performed on a single DBP or C70 molecules. This
amounts to neglecting contributions of intermolecular modes to
the HRFs, which is a reasonable approximation since the
majority of modes are intramolecular and intermolecular
interactions are significantly weaker. We point out that the
reliability of mapping structural displacements to combinations
of monomer contributions was confirmed for cases where dyad
geometries can be readily identified. More specifically, both the
lowest absorbing dyad state, which is localized on the donor, and
the lowest dyad excited state, which is a dark CT state, were
found to give rise to reorganization energies that are reproduced
well by corresponding monomer energies.
Mapping the interfacial states to combination of single-

molecule states is based on attachment/detachment densities
calculated at the ground-state geometries, R0. Here, the
detachment density corresponds to the depletion in the
groundstate electron density due to excitation into state n, and
the attachment density corresponds to the enhancement of the
groundstate electron density due to excitation into state n. A
comparison to single-molecule MOs allows one to assign each
dyad state n a predominant character χn of either a localizedDBP
excitation (DBP*), a localized C70 excitation (C70*), or a
forward charge transfer state (CT), where a DBP MO is
depopulated and a C70 MO is populated (see Table 1). It should
be noted that backward CT states from C70 to DBP are outside
the accessible energy range.
For the purpose of mapping the reorganization energy, we

performed geometry optimizations on the single molecules of
DBP and C70 in their electronic groundstate (R0

DBP and R0
C70,

respectively), their first excited state (R1
DBP and R1

C70,
respectively), and the DBP cationic and C70 anionic states
(R+

DBP and R−
C70, respectively). Each dyad state bears a character,

χn ∈ {DBP*, C70*, and CT} with displacement vectorsDχn that
are calculated with respect to the groundstate geometries:

D R RDBP
1
DBP

0
DBP=*

(16)

D R RC70
1
C70

0
C70=*

(17)

D R R R R( ) ( )CT DBP
0
DBP C70

0
C70= ++ (18)

HRFs, {Sα
χn}, are obtained via projection onto the set of normal

modes {ωα} of the two single molecules:

S e D
2

( )2n n= ·
(19)

so that for each state the reorganization energy is approximated
through its character χn:

E E Sn
r r

n
n=

(20)
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Thus, the reorganization energy of state n, En
r is determined by

the character of state χn, Eχdn

r.
The energetic minimum En

eq of a dyad state nwith character χn
is then approximated by its excitation energy at the groundstate
geometry En

x and its associated reorganization energy En
r as

illustrated in Figure 2a:

E E En n n
eq x r= (21)

Thus, the energy difference, ΔEmn, eq 6, is obtained from dyad
excitation energies and the associated single molecule normal
modes and displacements as shown in Figure 2b. In practice,
only rate constants kmnξ for positive energy differences (downhill
processes), i.e., ΔEmn ≥ 0, are calculated based on eq 4.
Transition rates in the opposite direction are calculated by
invoking a detailed balance:

k k enm mn
E k T/mn B= (22)

Importantly, the HRFs for transitions between excited states,
m ↔ n, {Sα,mn}, are based on the pair of state characters (χm, χn).
Accordingly, process typesXmn ∈ {A,B,C,D,E,F,G} are identified
as illustrated in Figure 3. For these seven process types, {Xmn},
displacement vectors DXmn are approximated by combining
single molecule displacements as follows

D D DA DBP C70= +* * (23)

D D DB DBP C70= ++* (24)

D D DC DBP C70= ++ * (25)

D D DD F C70= = ** (26)

D DE DBP= ** (27)

D D DG DBP C70= +** ** (28)

The different HRF distributions are plotted in the Supporting
Information, Section S2.
The CT processes B and C relate the charged molecules

(R+
DBP/R−

C70) to the excited state geometries (R1
DBP/R1

C70) and
therefore require displacements of the single molecules with
respect to ground state and excited state geometries:

D R RDBP DBP
0
DBP=+

+ (29)

D R RC70 C70
0
C70= (30)

D R RDBP DBP
1
DBP=+*

+ (31)

D R RC70 C70
1
C70=* (32)

In considering higher excited states than the lowest on either
molecule, we address also contributions due to intramolecular
internal conversion within the manifold of excited states relating
higher excited state geometries (R2

DBP/R2
C70) to the lowest

excited state geometries (R1
DBP/R1

C70):

D R RC70
2
C70

1
C70=** (33)

D R RDBP
2
DBP

1
DBP=** (34)

Here, R2
DBP/C70 indicates the optimized geometry of the second

excited state of the DBP and C70 molecule, respectively. Since
the reorganization of processes D and F follows in both cases
predominantly a depopulation of the C70 L + 1 and population of
the L orbital, their displacement is assumed to be the same.
With the molecule displacements DXmn specified for each

transition type Xmn, reorganization energies can be calculated for
the various processes. Among the seven transition types under
consideration, we distinguish between (i) intermolecular
transfer processes
(A) exciton transfer
(B) electron transfer

Figure 2. A schematic view of the approximations underlying the
calculation of the energy difference, ΔEmn, and the displacement, Dmn
(violet color). The excitation energies En/m

x (blue/red) are determined
from dyad state calculations, whereas displacements, Dχn and DXmn,
normal modes, ωα, and thus HRFs, Sα

χn and Sα
Xmn, are taken from single

molecule calculations (green) with the different types introduced in the
main text.

Figure 3. Different transition types, Xmn ∈ {A,B,C,D,E,F,G}, in the
DBP:C70 dyad (see the text for a detailed discussion).
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(C) hole transfer
and (ii) intramolecular transition processes

(D) internal conversion between C70-localized excited states
and

(E−G) between different CT states. The transitions between
CT states are further subdivided into three categories,
depending on whether
(E) only the detachment density differs between the

two states, i.e. the electronic transition is localized
on the DBP cation

(F) only the attachment density differs between the
two states, i.e. the electronic transition is localized
on the C70 anion or

(G) both detachement and attachment densities
undergo significant changes, i.e., the transition is
delocalized across the dyad.

We also note that for the CT ← CT transitions, i.e., Xmn ∈ {E,
F, G}, displacements were approximated by geometries based on
higher excited states of the neutral molecule.

■ RESULTS AND DISCUSSION
Electronic Excited States. The properties of the 25 excited

states of the dyad that fall within the experimentally relevant
spectral range are listed in Table 1. The state character, χn, is
assigned to the corresponding attachment and detachment
densities in the context of the MOs of the single molecules. The
densities are shown for five of those states in Figure 4, and

provided for the full set in Section S1 of the Supporting
Information. The excitation energies of the 25 excited dyad
states at the electronic ground-state equilibrium geometry are
also shown in Figure 5a, where the different state characters are
indicated by different colors.
Importantly, the transition energies generated by our SRSH-

PCMmethodology are consistent with the corresponding peaks
in the experimental absorption spectra. To demonstrate this, we
compare in Table 2 DBP excitation energies calculated using
different density functionals with the corresponding exper-

imental values, which were adopted from ref 7. It should be
noted that the RSH-PCM calculations based on the ωPBE
functional overestimate the energy gaps. In contrast, the SRSH-
PCM methodology appears to reproduce the experimental
transition frequencies and relative peak heights (inferred from
the calculated oscillator strengths) rather well. We also point out
that while the B3LYP-based transition frequencies are in
reasonable agreement with experiment, the corresponding
oscillator strengths are not. We therefore proceed with the
SRSH-PCM-based values. While this work focuses on
simulating the electronic dynamics within a DBP-C70 dyad
model system, a similar computational framework has been
successfully applied recently in ref 7 to interpret experimental
time-resolved spectroscopic measurements in thin-film DBP-
C70 samples and trace them back to the important role both
donor and acceptor excitons play in charge separation.
To assess the validity of the harmonic approximation and the

quality of the calculated HRFs, we considered two states for
which the optimized structure could be calculated: The lowest
state that is a CT dyad state and the locally excited DBP state
present the lowest state with significant oscillator strength. In
both cases the agreement between directly calculating the
reorganization energy to that based on monomer displacements
is within 0.02 eV. The DBP locally excited dyad state is found to
have a reorganization energy of 0.21 eV, while the DBP single
molecule HRFs obtained for the displacement between the
neutral to excited state geometries is 0.23 eV. The first CT dyad
state has a reorganization energy of 0.18 eV, and is reproduced
well using the monomer HRFs with a 0.19 eV. The HRFs are
based on the monomer displacements between the neutral to
cation geometries for DBP, and between the neutral to anion
geometries for C70.

Transition States Kinetics. Transition rate constants were
calculated between all calculated dyad states. A comprehensive
list of all six hundred transition rate constants {kmnξ } is provided
in the Supporting Information, Section S3, where we also list the
corresponding electronic coupling coefficients, {Vmn}, reaction
energies, {ΔEmn}, and reorganization energies, {Emn

r }.
The dynamics of electronic energy and charge transfer was

obtained by numerically solving the master equation, eq 3, with
initial conditions that correspond to starting at different bright
excited states. To this end, a time step of 0.001 fs was used. The
results of the simulations show that the two target CT states
(states n = 1, 2, colored black in Figure 5a) are populated within
∼1 ps, regardless of the initial state. However, the pathways to
those target states were found to be rather sensitive to the choice
of the initial state, with the possibility of multiple pathways for
the same initial state.
To demonstrate this, we consider the pathways that

correspond to starting at four different bright excited states:
State 5, which corresponds to a localized excitation on DBP,
states 17 and 22 which correspond to a localized excitation on
C70, and state 21, which has a significant CT character (see
panels b−e in Figure 5).
Figure 5b shows the kinetics that correspond to starting from

state n = 5 (colored red in Figure 5a). The CT process in this
case is dominated by two pathways that correspond to direct
electron transfer into the final CT states m = 1, 2 (colored black
in Figure 5b), without intermediate steps. The corresponding
transition rate constants are k1,5FGR = 1.0 × 1012 s−1 (inverted
region) and k2,5FGR = 7.0 × 1011 s−1 (normal region). Another
significant, although less efficient, pathway is through an
intermediate uphill transition to C70-localized state 6. However,

Figure 4. Characterization of dyad states based on single molecular
orbitals (MOs). For the full table, see Section S1 of the Supporting
Information.
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the corresponding transition rate constant is k6,5FGR = 1.1 × 1011
s−1, which is an order of magnitude smaller than k1,5FGR and k2,5FGR.
Figure 5c shows the kinetics that correspond to starting from

the C70-localized state n = 17 (colored orange in Figure 5a). An
early rapid increase of the population of the transient DBP-
localizedm = 5 state (colored red in Figure 5c) is notable, which
can be traced back to a highly efficient DBP-to-C70 Förster
resonant energy transfer (k5,17FGR = 1.1 × 1014 s−1). Competing
pathways involve intramolecular relaxation within C70 into lower
dark C70-localized states m = 6, 7, and 8 (colored blue in Figure
5c), with transition rate constants up to k7,17FGR = 1.8 × 1013 s−1. A
subsequent exciton transfer from these dark C70-localized states
to DBP was not observed. This can be traced back to
significantly weaker electronic coupling coefficients V5,n of the
dark C70 states (n = 6, 7, and 8), which are in the range of 1 to 10
meV. The bright states (n = 14, 17, 19, and 22), on the other
hand, show coupling coefficients between 25 and 150 meV,
which rank among the highest electronic coupling values found

in this system (see the full table in Supporting Information,
Section S3).
Figure 5c also shows efficient transitions via hole transfer

between the transiently populated C70 dark states, n = 6, 7, 8
(colored blue in Figure 5a) and the target CT states 1 and 2
(colored black Figure 5c), with the corresponding rate constants
given by k2,6FGR = 1.4 × 1012 s−1, k1,7FGR = 4.4 × 1012 s−1, and k2,8FGR =
1.5 × 1013 s−1. It should be noted that these hole transfer rate
constants (transition between C70-localized states 6,7,8 and the
target CT states) are only slightly faster than the electron transfer
rate constants (transitions for state 5 to states 1 and 2) due to the
relative values of the electronic coupling coefficients that are
quite similar. Yet, hole transfer is more dominant due to the
larger density of states of C70 [i.e., the fact that there are three
parent states (6, 7, 8) for hole transfer vs one parent state for
electron transfer (5)]. Thus, the slightly more efficient hole
transfer pathway is the result of the larger density of states of the
C70 molecule rather than stronger electronic coupling.
Figure 5e shows the kinetics that correspond to starting from

another C70-localized excited state, n = 22 (colored orange in
Figure 5a). In contrast to state n = 17 (panel c), transitions into
multiple dark C70 states (colored blue in Figure 5a),
corresponding to intramolecular relaxation, are significantly
faster in this case than the transfer of the competing exciton to
DBP (colored red in Figure 5a). Starting in either of the two
other bright C70-localized excited states, n = 14, 19, and 19,
respectively, yields a similar behavior (not shown). The
sensitivity of the pathway to the initial state, even when the
initial states are of similar character (for example, the n = 17 and
22 states), suggests that the pathway may be controlled by
selective photoexcitation.
Finally, Figure 5d shows the kinetics that correspond to

starting from the n = 21 excited state (colored bright green in
Figure 5a). This state has a significant oscillator strength (Ω21 =

Figure 5. Panel a. Energy level diagram of the interfacial dyad states shown to scale at the ground state equilibrium geometry. Characters of the states
are indicated by color. Panels b−e. Kinetics starting from states 5, 17, 21, and 22, respectively.

Table 2. Calculated DBP Monomer Excitation Energies (in
eV) of Significant Oscillator Strength in Gas-Phase (g) and
Solvated via PCM (s) Compared against the Energies of the
Measured Spectral Peaks of a DBPThin Film (tf) Taken from
Ref 7a

Method medium 1. peak 2. peak 3. peak

Exp. tf 2.0 3.6 4.0
B3LYP g 2.25 (1.19) 3.86 (1.26) 4.36 (0.4)
B3LYP s 2.17 (1.41) 3.84 (1.22) 4.31 (0.26b)
RSH g 2.43 (1.31) 4.29 (1.46) 4.82 (0.83)
RSH s 2.26 (1.57) 4.19 (1.96) 4.77 (1.16)
SRSH s 2.11 (1.46) 3.84 (1.66) 4.35 (0.74)

aValues in parentheses represent calculated oscillator strengths. bTwo
near degenerate lines of comparable oscillator strengths are found.
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0.022) as well as a significant CT character (dQ21 = 1.5 e), and it
gives rise to several competing pathways. Somewhat surpris-
ingly, the most efficient pathway involves transient charge
recombination by a transition to statem = 5, with a rate constant
of k5,21FGR = 1.9 × 1013 s−1. Other, somewhat less efficient pathways
maintain the CT character of the initial state, n = 21, and involve
transitions to the other bright CT state, m = 12 (colored bright
green in Figure 5a) or dark CT states, m = 4, 13 (colored dark
green in Figure 5a). The transition rate constants to those three
states are relatively fast and rather similar (1012 − 1013 s−1). The
electronic coupling coefficients of all of the aforementioned
transitions are similar. The slightly higher value of k5,21FGR can be
traced back to the fact that this transition is in the inverted
region, and thereby enhanced by quantum tunneling.
Importantly, accounting for this nuance calls for a post-Marcus
approach. Indeed, the correspondingMarcus rate constant, k5,21M ,
is an order of magnitude smaller than the Marcus rate constants
of the competing transitions, km,21M with m = 4, 12, 13 (see full
table of the rate constants in Supporting Information, Section
S3). This case therefore represents an example for a situation
where the pathways predicted by Marcus theory would be
qualitatively wrong.
Another notable, yet less efficient, CT pathway that can be

discerned from Figure 5d is via dark C70-localized state 6 as an
intermediate (colored blue in Figure 5d). Its occurrence
indicates a temporary charge recombination via hole transfer
with a rate constant of k6,21FGR = 2.1 × 1012 s−1. The fact that this
pathway is less efficient implies that charge recombination via
electron back-transfer (discussed in the previous paragraph) is
more efficient than via hole backtransfer. This can be traced back
to the weaker electronic coupling coefficient in the latter case.
Electron backtransfer involves transitions between higher-lying
LUMOs, whereas hole backtransfer involves transitions between
lower-lying HOMOs, see Figure 3. Thus, the lower electronic
coupling is likely due to the more localized nature of the
HOMOs compared to the LUMOs, which results in a lower
orbital overlap.
Population Transfer Kinetics. Next, we consider the

dependence of the CT efficiency on whether one starts with
photoexcitation by DBP (donor) or C70 (acceptor). To this end,
simulations of the kinetics were performed, where the initial
state is either the DBP-localized excited state (n = 5) or a
combination of the bright C70-localized excited states (n = 14,
17, 19, 22), where the initial state occupancies are determined
based on the relative oscillator strengths. For completeness,
starting with the two bright CT excited states is also considered.
For the sake of this analysis, the populations of the target CT
states are grouped together.
The kinetics of the populations of states grouped based on

their character are shown in Figure 6. An effective CT rate
constant kχ

eff, χ ∈ {DBP*, C70* , and CT} was obtained by fitting
the time evolution of the target CT states’ population to the
following functional form (dashed black curve in Figure 6):

F t k t( ) 1 exp( )eff= (35)

To help with the interpretation, the gray vertical lines in Figure 6
indicate the time it takes for half of the total population to
accumulate in the two target CT states.
A close inspection of Figure 6 reveals that even though CT via

electron transfer following the photoexcitation of the donor
(DBP) is a direct process that does not involve intermediates, it
is also the slowest, and thereby least efficient, CT pathway, with

an effective rate constant of kDBP*
eff = 1.9 × 1012 s−1 (Figure 6,

upper panel). In contrast, despite the fact that CT via hole
transfer following the photoexcitation of the bright C70 states is
an indirect process that involves intermediates, it is faster, and
thereby more efficient with an effective rate constant of of kCd70*

eff

= 3.4 × 1012 s−1 (Figure 6, middle panel). Finally, as expected,
the fastest, and thereby most efficient, CT pathway starts out
with photoexcitation of the bright excited CT states, with an
effective CT rate constant of kCTeff = 2.8 × 1012 s−1 (Figure 6,
lower panel). In this case, CT occurs via multiple pathways,
including intermediate CT states (dark green curve), via
electron back-transfer into a donor-localized excited state (red
curve), and via hole back-transfer into an acceptor-localized
excited state (blue curve).

Figure 6. Evolving populations of states grouped by their character. An
effective CT rate constant kχ

eff, χ ∈ {DBP*, C70* , and CT} was obtained
by fitting the time evolution of the target CT states’ population to the
functional form in eq 35 (dashed black curves). The gray vertical lines
indicate the time it takes for half of the total population to accumulate in
the two target CT states.
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Transition Rate Theory. The analysis until this point was
based on rate constants obtained within the fully quantum-
mechanical FGR framework (eq 5). In the next step, we consider
the validity of different approximate versions of the FGR rate
constants (see eqs 10 and 14) and their effect on the CT rates
and pathways.
A comparison between the quantum mechanically exact FGR

rate constant and four approximate versions of it is shown in
Figure 7. Different panels in this figure correspond to the
aforementioned different types of electronic transitions labeled
A−G (see Figure 3). Each panel shows the FGR rate constant
and its approximate versions (normalized with respect to the
maximum of the Marcus theory rate constant) as a function of
ΔE − Er, where ΔE is varied and Er is determined by the
considered character and the relevant HRFs. The solid gray
vertical line in each panel corresponds to ΔE − Er = 0, where the
activation energy is vanishing, EA = 0 (see eq 15). (ΔE − Er = 0
also corresponds to the transition between the normal and
inverted regions.) The two dashed vertical gray lines correspond
the Er, where the activation energy is equal to kBT, EA = kBT (in
the normal and inverted regions).
A close inspection of Figure 7 reveals the following trends:
• First, comparison of the hT1 approximation (cyan curves)

to the exact rate constant (blue curves) reveals broad-
ening and lowering of the former relative to the latter, with
the location of the maximum unaltered. This results in a
slight underestimation for small values of |ΔE − Er| and a
slight overestimation for larger values of |ΔE − Er|.

• Second, comparison of the hT2 approximation (green
curves) to the exact rate constant (blue curves) reveals the
opposite trend, where the former is narrower and larger
relative to the latter, with the location of the maximum
unaltered. It is also noteworthy that both hT1 and hT2
approximations are able to reproduce the structure seen in

the dependence of the exact FGR rate constant on ΔE −
Er (see panels a−d of Figure 7). The peaks in this structure
can be traced back to the frequencies of modes with large
HRFs.

• Third, unlike the exact, hT1, and hT2 rate constants, the
rates based on short time (st) approximation present a
smooth Gaussian shape that appear structureless (orange
curves). While the width and maximum value of the
Gaussian function are comparable to those of the exact
FGR rate constant, the maximum is at ΔE − Er = 0, where
the activation energy EA vanishes.

• Fourth, the Marcus theory approximation is seen to retain
the Gaussian form, but it is narrower and larger than the st
approximation, with the maximum still at ΔE − Er = 0
(red curves). The turning point between overestimated
and underestimated rate constants relative to the exact
result is around EA = kBT in the inverted region, and at EA

< kBT in the normal region. (Panel b presents a slight
exception due to the more pronounced structure caused
by the relatively small number of modes with significant
HRFs in DBP.)

Further insight can be obtained by distinguishing between
rate constants that fall within the normal region (labeled “n”),
ΔEmn ≥ Emn

r , and constants that fall within the inverted region
(labeled “i”), ΔEmn < Emn

r . Among the 300 calculated downhill
transition rate constants, 199 were found to fall within the
normal region and 101 were found to fall within the inverted
region. When it comes to approximations, the hT2 approx-
imation was observed to exhibit nonphysical behavior in some
cases. More specifically, 29 out of the 300 hT2 rate constants, all
in the normal region with low values ofΔEmn, were found to have
negative numerical values, which are clearly nonphysical and
were therefore not taken into account in the following analysis.
Such artifacts do not occur for any of the other approximations.

Figure 7. A comparison between the quantum mechanically exact FGR rate constant and four approximate versions of it. Different panels correspond
to the different types of electronic transitions labeled A−G (see Figure 3). Each panel shows the FGR rate constant and its approximations (normalized
with respect to the maximum of theMarcus theory rate constant) as a function of ΔE − Er. The solid gray vertical line in each panel corresponds to the
value ofΔEwhere the activation energy vanishes, EA = 0. The two dashed vertical gray lines correspond to the values ofΔE, where the activation energy
is equal to kB T, EA = kB T (in the normal and inverted regions).
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A comparison of the 300 exact rate constants with the
corresponding four approximations, ξ ∈ {hT1, hT2, st, and M},
is shown in Figure 8. In the figure, rate constants in the normal
region are shown in blue and those in the inverted region are
shown in red. The left column of Figure 8 shows log−log
correlation plots of the 300 exact vs approximate rate constants
for the four approximations under consideration. The solid
diagonal gray lines indicate 100% agreement between the exact
and approximate rate constants. Points above this line
correspond to the approximate rate constant being over-
estimated, while points below this line correspond to the
approximate rate constant being underestimated. The dashed
diagonal lines mark deviations by a factor of 10 in either
direction. The middle column of Figure 8 shows histograms of
log10(kmnξ /kmnFGR), with the bin size set to 0.01 (in the normal and
inverse regions) and the range corresponding to the area
between the dashed gray lines in the left column.
Inspection of Figure 8 reveals the following trends:
• The deviations of the hT1 approximation from the exact

rate constant are rather small (first row in Figure 8).When
it comes to trends, transition rate constants in the inverted
regime tend to be slightly overestimated by hT1, while
those in the normal regime tend to be slightly under-
estimated.

• The deviations of the hT2 approximation from the exact
rate constant are larger in comparison to the hT1
approximation (second row in Figure 8). The deviations

in the case of hT2 also follow an opposite trend compared
to hT1; namely, transition rate constants in the inverted
regime tend to be underestimated by hT2, while those in
the normal regime tend to be overestimated.

• The deviations of the st approximation from the exact rate
constant are seen to be relatively small (third row in
Figure 8). Transition rate constants in the inverted regime
tend to be overestimated by st, while those in the normal
regime tend to be underestimated.

• The deviations of the Marcus approximation from the
exact rate constant are seen to be significantly larger
(fourth row in Figure 8). Transition rate constants in the
inverted regime tend to be overestimated by the Marcus
approximation, while those in the normal regime tend to
be underestimated. Interestingly, although Marcus theory
corresponds to the combination of the hT2 and st
approximations, the above-mentioned opposite trends
seen for the hT2 and st approximations do not
compensate for each other in this case.

The trends observed in the high temperature limits can be
rationalized by closely inspecting the corresponding rate
expressions in eqs 5, (10), and (11). In the exact expression,
the phonon density nα − which is accompanied by an added
constant−appears within a product with the correspondingHRF
Sα. In the hT1 limit, this product is slightly increased by the
phonon density substitution, whereas it is significantly decreased
(in particular, for larger frequencies) by neglecting the

Figure 8. Left panels: log−log correlation plots of the 300 exact vs approximate rate constants for the four approximations under consideration. Rate
constants for transitions in the normal (inverted) region are shown in blue (red) color. The solid diagonal gray lines indicate 100% agreement between
the exact and approximate rate constants. The dashed diagonal lines mark deviations by a factor of 10 in either direction. Middle panels: Histograms of
log 10(kmnξ /kmnFGR), with the bin size set to 0.01 (in the normal and inverse regions) and the range corresponding to the area between the dashed gray lines
in the left column. Right panels: Correlation plots between log 10(kmnξ /kmnFGR) and the activation energy, Emn

A , eq 15.
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additional constant within the hT2. A very similar, yet not fully
equivalent, outcome for the product would be obtained if the
HRFs in the exact expression would be increased (hT1) or
decreased (hT2), respectively. Thus, the hT1 limit resembles an
energy landscape in which the activation energy is increased in
the normal region and decreased in the inverted region, and vice
versa in the hT2 limit.
The trends found in the st approximation are traced back to

the simplified temporal behavior of the integrand in the
approximated rate expression, eq 12, and the thus effectively
reduced integration time window, which suppresses resonance
and tunneling effects.
Another perspective can be obtained by examining the

correlation plots between log 10(kmnξ /kmnFGR) and the activation
energy, Emn

A , eq 15 (see right column in Figure 8). Here, different
colors are assigned to the seven different types of transitions
defined in Figure 3. Rate constants for the same transition type
share the same set of HRFs, {Sα

Xmn} and therefore give rise to the
same κmnξ (t) (see eq 5). Inspection of the four panels on the right
column of Figure 8 reveals that the log 10(kmnξ /kmnFGR) is correlated
with EA. The correlation between log 10(kmnξ /kmnFGR) and EA is
rather insensitive to the transition type in the inverted region.
However, the sensitivity of the correlation to the type of
transition can be observed in the normal region.
The correlation between log 10(kmnM /kmnFGR) and Emn

A in the
Marcus case is noteworthy. The deviations from the exact rate
constant are significantly larger in the inverted region, with
log 10(kmnM /kmnFGR) linearly and negatively correlated with Emn

A ,
which is attributed to the enhanced role of tunneling with
increasing activation energy in the inverted region. Smaller
deviations are seen in the normal region, which are also observed
to be linearly and negatively correlated with minor deviations
from linearity at larger activation energies.
Another noteworthy trend that can be inferred from the

Marcus case on the right column of Figure 8 is that while most
points satisfy kmnM < kmnFGR, there is a significant number of points
for which kmnM > kmnFGR. The latter instance is seen to be correlated
with small activation energies, and can be traced back to the hT2
approximation in the normal region78 and the st approximation
in the inverted region.

■ SUMMARY
To summarize, in this paper, we presented a comprehensive
computational analysis of the electronic transition rates and
pathways that underlie charge separation in the DBP:C70
interfacial dyad following photoexcitation. Our analysis was
based on a computational framework that combines FGR rate
theory with polarization-consistent DFT inputs obtained via our
SRSH-PCMmethod, which is meant to account for the effect of
the solid state environment and generate reliable electronic
energy levels.
Multiple charge separation pathways that involve various

combinations of electron and hole transfer and backtransfer,
exciton transfer, and internal relaxation steps have been
identified. Most notably, we have found that multistep transition
pathways via intermediate states (including dark states) often
outcompete direct transfer pathways and that intermolecular
charge and energy transfer can be significantly faster than the
intramolecular internal conversion relaxation process. Our
analysis is consistent with the experimental observation7,8 that
photoexciting the acceptor (C70) can be somewhat more
effective at triggering charge separation (via a hole transfer) than
photoexciting the donor (DBP, via electron transfer). Our

analysis also points to the larger density of states of C70,
compared to that of DBP, as the origin for the slightly larger
efficiency of the hole transfer mechanism.
We also presented a detailed analysis of the validity of various

high-temperature and short-time approximations of the FGR
rate constant with Marcus theory (i.e., the combination of the
high-temperature and short-time approximations) correspond-
ing to the most approximate version. While those approximate
versions were found to reproduce most transition rate constants
rather well, notable deviations have been observed for a
significant number of them, particularly in the case of Marcus
theory. More specifically, a significant number of Marcus theory
rate constants were seen to either underestimate (due to their
inability to account for tunneling) or overestimate (in the case of
transitions with a low activation energy) the fully quantum-
mechanical FGR transition rate constants. This observation
suggests that caution is called for when assuming that the
Marcus rate theory is generally valid for all electronic transitions.
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