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Abstract—In this article, we provide vulnerability as-
sessments for a multistage rolling mill system under var-
ious sensor integrity attacks in response to the increas-
ing cyber-attack threats in manufacturing systems. We first
present detailed modeling of the whole system. Then, five
typical integrity attacks are designed to simulate the pos-
sible cyber threats to the thickness sensor, speed sensor,
and looper angle sensor. To comprehensively evaluate the
impact, we propose a vulnerability assessment framework
that includes 1) five device-level evaluation metrics to as-
sess the manufacturing quality, operation safety and milling
productivity, and 2) system-level indices to reflect the com-
prehensive impact on the multistage system. To verify the
effectiveness of the proposed evaluation methods, simu-
lations of different sensor attack scenarios in a five-stage
rolling mill system are conducted in MATLAB/Simulink. The
proposed metrics successfully assess the impact caused
by different attack cases and show the possibility of apply-
ing the proposed indices for attack detection and mitigation
in the future.

Index Terms—Manufacturing cyber-physical security,
sensor integrity attacks, vulnerability assessment.

I. INTRODUCTION

A. Motivation and Incitement

H
OT/COLD rolling mill in metallurgical has played and

is still playing a vital role in the industrial fields due to

a huge quantity of metal production each year, such as steel

plate, cold-drawn bars, seamless pipes, rails, etc [1]. To produce

high-quality products, improve production efficiency, and main-

tain secure manufacturing, advanced communication and net-

working technologies are introduced in the rolling and milling

process. A simplified layout of a multistage rolling mill system

is shown in Fig. 1. Typically, the finishing rolling mill system
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Fig. 1. Simplified layout of multistage rolling mill system.

cascades with five to seven stages. The thickness of the raw

material is reduced progressively after the plate is extruded from

one stage by another with the cooperation of three subsystems,

namely, the hydraulic milling system, the looper tension control

system, and the motor drive system. Therefore, the multistage

rolling mill system is an assembly of sensors, physical actuators,

controllers, and monitor/alarm systems [1], [2].

Apparently, the adoption of the Internet of Things (IoT) in the

cyber-physical system facilitates control and monitoring, how-

ever, it also makes the system more vulnerable to cyber-attacks.

The first publicly known case in the steel manufacturing system

was in December 2014, a German steel mill was accessed by

a spear phishing email, which led to cyber attacks on multiple

components of the system and eventually caused massive phys-

ical damage to the integrated steel mill [2]. Take the rolling mill

system as an example. The crackdown of components like the

measuring sensors in the system can possibly lead to the failure

of thickness reduction of the metal plate. Then, as a cascaded

system, the resulting fault signals can be passed to the stages

next to the damaged one and cause a series of consequences

such as poor manufacturing productivity or even disasters that

impact human life. In addition to the manufacturing system,
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growing cyber attack cases are also reported in industrial con-

trol systems equipped with IoTs such as power systems, smart

buildings, electric vehicles, etc. [3], [4], [5], [6], [7], [8], [9].

Cyber-physical security issues have raised concerns widely in

the industry world.

Therefore, there exists a strong motivation for us to do at-

tack prewarning/monitoring, cyber-physical attack detection,

and attack-resilient control against cyber-physical attacks. As

the first step, we start with the vulnerability assessment of the

multistage rolling mill system. The purpose of “vulnerability

assessment” is to 1) understand the consequences of cyber-

physical attacks, 2) quantify the impact caused by the attack, and

3) provide insights into other security countermeasures such as

detection and resilient control.

B. Literature Review

To address the cyber-attacks issues in manufacturing systems,

state-of-art research put much effort into cyber-physical attack

detection, vulnerability assessment, and resilient control. The

threat models in the previous studies are categorized as jamming

attacks, replay attacks, Denial-of-service (DoS) attacks, and

integrity attacks [10], [11], [12]. The former three attacks usually

target the packet transmission in order to disrupt the network

in the cyber domain [10], while the integrity attacks target the

data transmission of the sensors or the controllers [12], which

to some extent are the attacks on the node side in the physical

system. As the focus of this article, sensor integrity attacks, also

referred to as Man-In-The-Middle (MITM) attacks in [10], are

the attacks launched to the measuring sensors with the purpose

of modifying the data, which is feasible given the fact the sensors

are usually not encrypted. In [3] and [12], the sensor integrity

attacks are modeled as scaling attacks, min–max attacks, and

additive attacks, which is similar to the fault modeling in the

rolling mill system, where the fault is modeled as a multiplicative

or an additive number of the actual signal [13], [14], [15], [16].

Although there is extensive literature on fault detection and

diagnosis [13], [14], [15], [16], [17], [18], cyber-physical se-

curity of the rolling mill system under sensor integrity attacks

has not yet been well studied. Relevant literature regarding the

vulnerability assessment in the manufacturing system is given

as follows.

Hutchins et al. [19] explored the vulnerability assessment for

manufacturing systems from the perspective of data risk man-

agement in the cyber system. The article establishes a framework

to identify generic and manufacturing-specific vulnerabilities by

using the data flowing between enterprise nodes in the supply

chain. The work targets risks in the cyber domain from the risk

management perspective rather than evaluating cyber-physical

securities. Therefore, the method cannot be transplanted for vul-

nerability assessment under sensor integrity attacks as it solely

focuses on data flowing between nodes in the cyber domain.

Later, DeSmit et al. [20], [21] provided a systematic vul-

nerability assessment that uses decision trees to identify cyber-

physical vulnerabilities in manufacturing systems. The authors

first establish intersection mappings of different entities from

both the cyber domain and physical domain, whereas the

intersections as they expect are the most vulnerable through the

production process. Then five evaluation metrics are proposed to

determine the vulnerability impact of each intersectional node.

However, the evaluation metrics proposed failed to provide

quantitative assessment for other components in the system

but solely the intersectional nodes. The proposed evaluation

indices are also not sufficient to comprehensively assess a

complicated cyber-physical system. Therefore, the proposed

assessment framework is not suitable for a rolling mill system.

In addition, Guibing et al. [22], [23] provided quantitative

vulnerability assessment in a complex networked manufacturing

system by defining the manufacturing system with node, edge,

local world, and growing network. With the definitions, the arti-

cle proposes vulnerability indices including structural vulnera-

bility indices and functional vulnerability indices by calculating

the connectivity, cohesion degree, average path length in the

network (see the definition in the paper). Therefore, the article

focus more on data transferring between nodes in the cyber

domain. The nodes in the network are greatly simplified in order

to assess the connectivity and the proposed indices only focus on

the structural vulnerability indices and functional vulnerability.

For these two reasons, the vulnerability assessment method in

this article is not suitable for the rolling mill system.

In light of the previous vulnerability assessment work on

the cyber-physical issues in the manufacturing system, there

are some key issues as follows: 1) the assessment methods

focus more on the data transferring in the cyber domain; 2) the

proposed evaluation indices are not sufficient to provide a

comprehensive assessment; 3) the proposed framework is not

suitable for a cyber-physical system that requires both device-

level and system-level assessment. Most importantly, to our

best knowledge, there is no cyber-physical-security assessment

framework available for a multistage rolling mill system. A com-

prehensive vulnerability assessment of the rolling mill system

should consider 1) a useful assessment framework to present

the manufacturing system, 2) device-level evaluation metrics

for each subsystem to understand the consequences of attacks,

and 3) an overall system-level metric to provide qualitative and

quantitative assessments.

C. Contribution and Article Organization

Inspired by the analysis above, in this article, we present a

systematic methodology to assess the vulnerability of the mul-

tistage rolling mill system due to sensor data integrity attacks.

The main contributions are as follows.

1) A novel vulnerability assessment framework for the

multi-stage rolling mill system is proposed.

2) Novel device-level evaluation metrics for the looper and

tension control system, the motor drive system, the thick-

ness control system in each stage are proposed.

3) A system-level impact index for the multistage rolling

mill system is established.

4) By using innovative evaluation metrics, qualitative and

quantitative impact analysis under a series of sensor in-

tegrity attacks are presented, revealing the coupling and

interactions among stages when the attack happens. The
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Fig. 2. Deformation process of the ith mill stage.

conclusion can be further used as guidelines for attack

detection and mitigation.

The rest of this article is organized as follows. In Section II,

the modeling of three physical parts in the each mill stage

are described. Then, Sections III and IV provide the attack

modeling and evaluation metrics. In Section IV, the simulation

and vulnerabilities assessment are presented. Finally, Section V

concludes this article.

II. MODELING OF MULTISTAGE ROLLING MILL SYSTEM

In this article, the vulnerability assessment work is based

on a five-stage rolling mill system. Each finishing stage is

identical and includes subsystems, such as the hydraulic milling

system, motor drive system, and looper tension control system.

Therefore, in this section, the modeling of the multistage system

is divided into three categories, the deformation process that

achieves vertical movement by the thickness control system,

the rolling process that realizes the horizontal movement by the

induction machine drive system, and the strip tension formation

between stages achieved by a looper and tension control sys-

tem. The following sections will show how each subsystem is

conducted and how each stage interacts with each other with

modeling details.

A. Modeling of the Deformation Process

The deformation process in each stage realizes the thickness

reduction for the metal strip as shown in Fig. 2. In the front view

of the roll-bite area in Stage i, the strip is being extruded by the

top and bottom work rolls with the thickness plastically reduced

from Hi to hi. The averaged flow stress (engineering stress) σc

of the roll-bite area is approximated as [24]

σc = Ks
εn

1 + n
, ε = ln

Hi

hi
(1)

where ε is the strain in the roll-bite area; Ks is the coefficient of

material strength in MPa; and n is the strain hardening exponent

of the material.

With the averaged flow stress, the averaged compressive force

can be derived as

Fave = σcWLc (2)

where W represents the strip width; Lc is the contact length in

radians and can be approximated to
√

R0(Hi − hi) as the roll

bite angle γ is a small number. Therefore, the load torque exerted

on each work roll is approximated by

Tload = 0.5Lc × Fave. (3)

Consequently, the miling stand and the work rolls are elasti-

cally deformed under the compressive force and the following

equation holds [25]:

hi = S + Fave/K (4)

where S is the unloaded work roll gap and K is the equivalent

mill stand stiffness.

Note that the roll-bite area is a bridge that connects the vertical

movement and horizontal movement through the conservation

of mass. Assume the width of the plate remains unchanged, the

plate entry speed Vi can be obtained as

Vi = vi
hi

Hi
. (5)

The exit speed vi is determined by the rotational work rolls with

a slip s and is given as

vi = ωmR0(1 + s) (6)

where R0 and ωm are the radius and the angular speed of the

work roll, respectively.

In addition, two delays exist throughout the thickness prop-

agation, i.e., transport delay and measuring delay. The former

refers to the time period that takes for a piece of strip to travel

between two adjacent exit points, the latter is caused by the

distance between the thickness gauge and its corresponding exit

point. The transport delay τi and measuring delay δi can be

approximated by

τi =
D

Vi
, δi =

d

vi
(7)

where D represents the interstage distance and d is the distance

that the thickness gauge is away from the exit point. Consider the

case that the plate is being transported from Stage 3 to Stage 4 as

an example. It takes a measuring delay δ3 for the thickness sensor

being placed in Stage 3 to obtain the actual output thickness of

Stage 3 h3. Thus, the relation of the measured thickness output

hmea
3 and the actual thicknessh3 is given ash3(t) = hmea

3 (t− δ3).
Meanwhile, it takes a transport delay of τ4 for the plate with

thicknessh3 to arrive at Stage 4. Therefore, the input thickness of

Stage 4 H4 is obtained as h3(t+ τ4). In this way, with measured

thickness output hmea
i , we can derive the actual thickness output

hi of Stage i and the input thickness Hi+1 of Stage i+ 1.

B. Modeling of the Rolling System

The rolling system plays the role of driving the work roll

rotating at a target speed. As shown in Fig. 3, an induction
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Fig. 3. Rolling system of the ith mill stage.

machine and its drive interact with the work roll through a

gearbox and transmission shafts.

The speed dynamic of the machine can be derived as

Jd
np

NG
dωm

dt
= Td −

Tload

NG
. (8)

where np and ωm are the number of pole pairs and the angular

speed of the IM, respectively; Jd is the total inertia of the motor

and its transmission parts; NG is the ratio of the gear reducer;

and Td is the electromagnetic torque generated by IM.

The derivation of Td starts with the three-phase voltage and

flux linkage equations shown as follows:

U = Ri+
dΦ

dt
,Φ = Lini (9)

with

Lin =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

LAA LAB LAC LAa LAb LAc

LBA LBB LBC LBa LBb LBc

LCA LCB LCC LCa LCb LCc

LaA LaB LaC Laa Lab Lac

LbA LbB LbC Lba Lbb Lbc

LcA LcB LcC Lca Lcb Lcc

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

where capital letters in the subscript denote stator variables

and small letters for rotor variables; variables U , i, R, Φ

are terminal voltage, phase currents, winding resistance, and

fluxlinkage, respectively, and specified as R = diag[Rs, Rs,
Rs, Rr, Rr, Rr]; Φ = [ΦA,ΦB ,ΦC ,Φa,Φb,Φc]

T , U = [UA,
UB , UC , Ua, Ub, Uc]

T , i = [iA, iB , iC , ia, ib, ic]
T ; Lin is the

inductance matrix including self inductance of the stator and

rotor, mutual inductance in the stator winding and rotors, and

the mutual inductance of the stator and rotor.

To simplify the analysis and facilitate the controller design,

the IM model (9) is represented in a static two-phase reference

frame using Clarke transformation. With necessary derivation

and combing (8), the dynamics of the IM are given as follows:

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

dwm

dt =
np

JdNG

(

Td −
Tload

NG

)

dφsα

dt = −Rsisα + usα
dφsβ

dt = −Rsisβ + usβ
disα
dt = φsα

σLsTr
+

ωφsβ

σLr
−Rtisα − ωisβ + usα

σLs

disβ
dt =

φsβ

σLsTr
− ωφsα

σLs
−Rtisβ + ωisα +

usβ

σLs

(10)

Fig. 4. Looper system between ith and i+ 1th stage.

where Rt =
RsLr+RrLs

σLsLr
, σ = 1 − L2

m/(LsLr), Tr = Lr/Rr;

φsα and φsβ , isα and isβ , usα and usβ are the stator flux linkage,

stage currents, and stator voltage in αβ reference frame, respec-

tively; Ls, Lr, Lm are the stator inductance, rotor inductance,

and mutual inductance in αβ reference frame, respectively.

Then, the electromagnetic torque can be obtained as

Td = np(isβφsα − isαφsβ) (11)

C. Modeling of the Looper System

The looper system between the mill stages aims to form the

interstage strip tension by adjusting the looper arm’s height. As

shown in Fig. 4, the looper system between ith and (i+ 1)th
mill stage includes a looper arm, a looper roll, and a mechanism

to provide a moment of force on the arm. The dynamics of the

looper angular speed is described as

J
dωl

dt
= Mlooper −Mload (12)

where J is the total inertia of the looper mechanism; ωl repre-

sents the angular speed of the looper arm; Mlooper and Mlooper

are the target moment and the load moment of the looper arm,

respectively.

The load moment includes the moment generated by the

weight of the looper roll, looper arm, and strip between stages,

the bending force of the strip and strip’s tension. The derivation

of the load moment can be found in [26], which is a nonlinear

function of the strip tension and looper angle θ denoted as

f(θ, σi).
The tensile stress σi on the strip can be derived based on

Hooke’s Law as

σi = E
L− L0

L0

. (13)

L0, known as free strip length, is the total strip length between

stages when the looper does not apply a force on the strip. It

is only determined by the entry and exit velocity of the strip

expressed as

dL0

dt
= vi − Vi+1. (14)

When the looper applies a moment of force on the strip and

thus leads to a tensile deformation of the strip. The total length

of the stored strip between stages now becomes L. The dynamic
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Fig. 5. Control diagram of a single-stage rolling mill system.

of the total length L is derived as

dL

dt
=

dL

dθ

dθ

dt
. (15)

Combining (13), (14), and (15), the dynamics of the strip

tension can be derived as

dσi

dt
= E

d(L/L0)

dt
≈

E

L

(

dL

dθ

dθ

dt
− vi + Vi+1

)

. (16)

Therefore, the looper system can be modeled as
⎧

⎪

⎨

⎪

⎩

dθ
dt = wl
dwl

dt = 1
J (Mlooper − f(θ, σi))

dσi

dt = E
L (

dL
dθ

dθ
dt − vi + Vi+1).

(17)

D. Controllers in the Multistage Rolling Mill System

The control diagram of a single-stage rolling mill system

is shown in Fig. 5. The thickness control loop marked with

red arrows regulates the displacement of the hydraulic valve

at the vertical level by the automatic gauge regulator (AGR).

The looper and tension control loop marked with blue arrows

adjusts the strip tension using the looper height regulator (LHR)

and looper moment calculation. The inner speed control loop

marked with green arrows realizes the horizontal movement of

the strip by the ASR. All the controllers adopt the traditional

proportional–integral (PI) controllers. Afterward, a multistage

system can be created by applying the transport delays and

measuring delays to the exit thickness of each single stage.

III. ATTACK MODELING

In this article, we analyze the data integrity attacks launched

at the speed sensor, looper angle sensor and thickness sensor

in a multistage rolling mill system. Based on previous studies

on the MITM attack model in [10], integrity attack model

in [27], and fault models in [13], [14], [15], [16], [17], [18],

the sensor integrity attack models in this article are designed as

multiplicative attacks and additive attacks.

As the name suggests, the multiplicative attack in a system is

to change the sensor’s signal proportionally by

yatk(t) =

{

αy(t) t0 < t < t0 + Tatk

y(t) else
(18)

where yatk and y are the modified sensor signal and actual sensor

signal, respectively; t0 is the attack start time; Tatk is the time

period under attacks;α is the multiplicative factor. Differentiated

by factor α, three types of multiplicative attacks are proposed in

this article, they are

1) Type I: enlarging the signal with α > 1;

2) Type II: minifying the signal with 0 < α < 1;

3) Type III: modifying the signal with a time-varying factor

α = 1 +N(0, σ2), where N(0, σ2) is a zero-mean nor-

mal distribution signal with a standard deviation σ.

The additive attack is designed to change the sensor’s feed-

back by adding an extra signal to it described as

yatk(t) =

{

y(t) + β t0 < t < t0 + Tatk

y(t) else
(19)

where β is modeled as an oscillating decaying signal in Type IV,

and a pulse signal in Type V. Specifically, they are

1) Type IV: β = Ae−t/τ sin(2πft), an oscillating decaying

signal vibrating at frequency f with an amplitude of A
and a decaying constant τ ;

2) Type V: β = F(t), a pulse signal of a certain frequency

f , duty cycle D and amplitude A.

IV. EVALUATION METRICS

In this section, the device-level and system-level evaluation

metrics are proposed for a multistage rolling mill system. In

each stage, we focus on the milling quality, operation safety,

and milling productivity by evaluating the transient performance
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TABLE I
PART OF THE PARAMETERS IN SIMULATION

using device-level metrics K1–K5. Then, we define the index

Si
imp to evaluate the vulnerability of the ith stage and Soverall

to include the impact on all stages caused by the attack. The

definition of K1 to K5 within a sliding window (denoted as Tsw)

is given as follows, wherein the lower case letter i represents the

stage number and x for the metric number.

A. Manufacturing Quality
Traditionally, the crown and the flatness are two important

quality parameters for the metal strip [28]. The crown is defined

as the thickness difference between the center and the edge of

the strip along the axial direction (Z-axis in Fig. 3) [29]. In

this article, we simplify the deformation process by treating the

thickness of the strip along the axial direction as the same thus

the crown is zero. Instead, we focus on the thickness tracking

performance of each stage to reflect the manufacturing quality.

The thickness tracking metric is defined as

Ki
1(t) = (href

i (t)− h̄i(t))/h
ref
i (t) (20)

where h̄i and href
i are the averaged exit thickness and target

thickness of the ith stage within the sidling windo, respectivelyw.

The flatness refers to the degree to which the strip is planar

without being exerted by an external force. Usually, it is rep-

resented by the ratio of the wave height and wave pitch on the

strip. In the article, we use the ripple of the forward tensile force

of the strip to approach the bad flatness [28], [30]. The tensile

force is obtained by Fi = σi(t)h(t)W , thus K2 is given as

Ki
2(t) = (Fmax

i − Fmin
i )/F ave

i . (21)

where Fmax
i , Fmin

i , and F ave
i are the maximum, minimum, and

averaged tensile force of the strip.

B. Operation Safety

The operation safety in the rolling mill system is evaluated by

the induction machine’s torque ripples and speed ripples in each

stage. The metric K3 for torque ripple and K4 for speed ripple

are defined as

Ki
3(t) = (Tmax

i (t)− Tmin
i (t))/T avae

i (t) (22)

Ki
4(t) = (ωmax

m−i(t)− ωmin
m−i(t))/ω

ave
m−i(t). (23)

where in the sliding window Tmax
i , Tmin

i , and T ave
i are the

maximum, minimum torque, and averaged torque; ωmax
m−i, ω

min
m−i

and ωave
m−i are the maximum, minimum and averaged speed,

respectively.

The reason for choosing the two terms is their bridging of more

than two control systems and fast-changing features. Measured

in the inner loop of the tension control loop, the metric K4 has

the advantage of indicating possible attacks occurred in both

rolling system and looper system. Meanwhile, the metricK3 can

reflect the hydraulic valve’s piston displacement in the thickness

control system.

C. Milling Productivity

The milling productivity of the multistage rolling mill system

is reflected by a Boolean value that describes if the thickness

of the strip at the exit stage meets the demand after each sensor

integrity attack. The metric is given as

K5 =

{

0 (1 − γ)href
exit < hexit(t) < (1 + γ)href

exit

1 else
(24)

where γ is the thickness tolerance and it is set as 3% in this

article.

D. Overall Impact

As presented above, K1 to K5 are used to capture the perfor-

mance of the subsystems in each rolling mill stage. In addition,

we propose an index Sx
imp to evaluate the overall system perfor-

mance in Stage i by

Si
imp = a(IKi

1
+ IKi

2
) + b(IKi

3
+ IKi

4
) + cKi

5 (25)

where a, b, and c are the weight factors for the milling quality,

operation safety, and milling productivity, respectively; IKi
x

is

the summation of impact caused by each integrity attack by

IKi
x
=

∑

(

1 − e
−
∣

∣

∣
I
Ki
atk +I

Ki
beyond−atk−2I

Ki
normal

∣

∣

∣
/Γ
)

where

IKi

atk =

√

1

Tsw

∫ t0+Tsw

t0

(Ki
x(t))

2dt

IKi

beyond−atk =

√

1

Tsw

∫ t0+2Tsw

t0+Tsw

(Ki
x(t))

2dt

IKi

normal =

√

1

Tsw

∫ t0

t0−Tsw

(Ki
x(t))

2dt

Γ is set as 0.25/5 for each stage assuming the maximum ripple

during attack period is 50%.

The comprehensive impact index Scomp for the multistage

system then is obtained by summing up the impact in each stage

with

Scomp =
∑

Si
imp. (26)

V. SIMULATION RESULTS AND IMPACT ANALYSIS

To evaluate the system performance and effectiveness of the

proposed metrics, we build a five-stage rolling mill system
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TABLE II
THICKNESS SENSOR ATTACK MODELING AND CASE DEFINITION

in MATLAB/Simulink. The five-stage rolling mill system is

expanded from a three-stage rolling mill benchmark in [31] after

adapting the mathematical models, adding disturbance to the

thickness, and adding the proposed sensor attacks. The five-stage

rolling mill system is designed to realize thickness reduction for

the strip from 10 to 5 mm. The first stage, numbered Stage 1 in

this article, is the stage that the raw plate is inserted into, while

the last stage, numbered Stage 5, is the stage, where the plate

is about to be reduced to the thinnest according to the thickness

reduction goal. The sampling period is set to 0.001 s. Some key

parameters used in the simulation are listed in Table I.

Sections V-A, V-B, and V-C will first present the device-level

impact analysis with metrics K1 to K5 under single sensor at-

tack. Based on that, the system-level impact analysis is presented

in Section V-D to assess the vulnerability of the whole system

under a single sensor attack. Then Section V-E explores the vul-

nerability assessment under combined sensor attacks. Finally,

the main achievements and contributions are summarized in

Section V-F.

A. Thickness Sensor Attack

To study how the attacked thickness gauge impacts the rolling

and milling process as a whole, we simulate a thickness sensor

attack that targets the thickness gauge in Stage 3. The attack

models and case definitions are specified in Table II. In each case,

the time period under thickness sensor attack remains 0.25 s.

Based on the proposed evaluation metrics in Section IV,

the device-level and system-level indices for cases F1–F5 are

obtained by applying (20)–(26). Fig. 6(a) depicts the system

response when the thickness gauge signal in Stage 3 is enlarged

by 1.3 times. As described by K1, the strip thickness in Stage 3

causes an overshoot during the attack period because of the mali-

ciously increased thickness feedback. In response to the enlarged

feedback signal, the AGR in Stage 3 decreases the control input.

Therefore, an undershoot of actual thickness tracking is observed

when the attack ends. The plate with decreased thickness then

travels to Stage 4 after a certain interstage transport delay, thus

leading to an increased regulated thickness set point for Stage

4. Due to the transport delay τ4, the thickness tracking in stage

4 first presents an undershoot and then an overshoot as shown

in the figure. With another transport delay, the abnormal plate

arrives at Stage 5 and repeats similar thickness reduction process

as in Stage 4. As for the upstream stages with regard to Stage 3,

the thickness reduction process in Stage 1 and Stage 2 are not

impacted because of the thickness propagation order.

Based on the thickness performance described by metric

K1, we can predict the compressive force performance, which

Fig. 6. Evaluation results for the thickness sensor in Stage 3 under
integrity attacks. (a) Type I attack, yatk(t) = 1.3y(t), t ∈ [t0, t0 + Tatk].
(b) Radar representation of the proposed indices.

is directly influenced by the valve’s piston displacement. The

enlarged thickness feedback during the attack period will lead to

a higher demand on the compressive force while the decreased

thickness feedback gives rise to lower compressive force de-

mands. Therefore, the load torque generated by the compressive

force in each stage will be increased or decreased proportionally,

which matches the result of metric K3 where significant torque

ripples of the IM in Stage 3 are captured during the attack period

and minor torque ripples of the IMs in Stages 4 and 5 appear

beyond the attack period.

The thickness performance also directly influences the roll

speed through mass conservation stated in Section II. As in-

dicated by the metric K4 in Fig. 6(a), the thickness-tracking-

compromised stage witnesses significant speed ripples in its

own stage and also in the rest stages at the same time. This

is because the required-entry speed of one stage is also the exit

speed of its upstream stage. In this way, speed ripples K4 in

each stage occur synchronously when the thickness tracking

performance is compromised. In addition, the tensile force on

the strip is impacted by the exit speed and entry speed between

stages. Therefore, the metric K2 for tensile force ripples has a

similar pattern as the metricK4. It should be noted that the speed

performance of the last stage and the tensile force between the

last stage and the coiler are different from the upstream stages

because Stage 5 is bridged to a coiler which is controlled by

a constant rotational speed of 1 m/s. This explains why K2

between Stage 5 and the coiler, and K4 for the last stage remain

unchanged with nearly zero fluctuations.

For the purpose of conciseness, the detailed representation

like in Fig. 6(a) for the cases F2–F5 is not provided here. Because
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TABLE III
SPEED SENSOR ATTACK MODELING AND CASE DEFINITION

Fig. 6(a) is sufficient as an example to validate the effectiveness

of presenting the consequences of thickness sensor attacks and

quantifying the impact caused by the thickness sensor attack

using metrics K1 to K5. Instead, we use the radar plots in

Fig. 6(b) to visualize the statistical results of indices under attack

scenarios F1–F5. The calculated indices IK1
to IK4

andK5 range

from 0 to 1, with 0 indicating zero impact and 1 for severe

impact under single sensor attack. Equivalently, the covered area

of the five indices symbolizes the impact intensity caused by

the thickness sensor attack. From Fig. 6(b), we can draw the

conclusions as follows.

1) Except for the Type IV attack (the oscillating decaying

signal), the other four specifically designed types of at-

tacks listed in Table II can cause a failure in thickness

reduction while keeping the multistage system stable.

2) The attacked stage is being impacted the most; down-

stream stages rather than upstream stages with regard to

the attacked stage tend to be impacted more; the closer to

the attacked stage, the more significant impact in terms

of torque ripples, speed ripples, tensile force ripples, and

the thickness tracking performance.

B. Speed Sensor Attack

To evaluate the impact of the proposed attacks, we launch

integrity attacks on the speed sensor in Stage 3 as defined in

Table III. In each case, the time period under speed sensor attack

is set as 0.25 s. The evaluation results of cases F6–F10 based on

the proposed indices are presented in Fig. 7.

As shown in Fig. 7(a), the multistage system is under the

Type II speed sensor attack. The metric K4 indicates that the

IM in Stage 3 achieves significant speed ripples of around 50%,

and IMs in the upstream stages, i.e., Stage 2 and Stage 1, have

minor speed ripples, while motors of the downstream stages are

not impacted when the speed feedback in Stage 3 is minified

by 70%. The metric K2 shows that the strip between Stage 3

and 4 has the greatest tensile force ripples, followed by the strip

between Stage 2 and Stage 3, then the strip between Stage 1 and

Stage 2. As for the metric K3, only in Stage 3 are the significant

torque ripples observed. The thickness tracking is not impacted

under the speed sensor attack by looking at the metric K1.

The scenario can be explained with the help of the control

diagram shown in Fig. 5. When the speed feedback in Stage 3

decreases during the attack period, the control input of the ASR

in Stage 3 will be increased correspondingly and then leads to

a sudden change in three-phase currents of the IM in Stage 3.

Therefore, we observe a surge both in K4 and K3 of Stage 3.

Followed by the increased exit speed of Stage 3, the strip length

Fig. 7. Evaluation results for the speed sensor in Stage 3 under
integrity attacks. (a) Type II attack, yatk(t) = 0.7y(t), t ∈ [t0, t0 + Tatk].
(b) Radar representation of the proposed indices.

accumulated between Stage 3 and 4 is increased and thus the

strip tension between the two stages experiences fluctuations,

which is reflected by the metric K2 of Stage 3. Moreover, the

speed references for the IMs in the upstream stages are adjusted

with the adjusted strip length accumulation based on the mass

conservation, therefore, only speed ripples but no torque ripples

exist in the upstream stages. While for the downstream stages,

the exit speeds are not impacted so that the strip accumulations

are not impacted. As a result, there are no adjustments in the

ASRs and LHRs of the downstream stages during the steady

state and thus no speed ripples or torque ripples. As for the

thickness tracking, it is apparent that the thickness of the strip

can only be impacted unless the variables at the vertical level,

such as the thickness feedback, the compressive force, and the

mill stand stiffness are impacted.

Besides the evaluation results presented above, we also adopt

the radar charts to visualize the statistical results of the calculated

indices IK1
to IK4

and K5 under speed sensor attack cases F6–

F10. Conclusions can be drawn from Fig. 7(b) as follows.

1) The radar representation for indices under speed sensor

attack has distinctive features compared to that under

thickness sensor attack.

2) The speed sensor attacks do not impact thickness tracking

at any stage.

3) The attacked stage is being impacted the most; upstream

stages rather than downstream stages with regard to the

attack stage are impacted; the closer to the attacked stage

from the upstream stage, the more significant impact in

terms of torque ripples, speed ripples, and tensile force

ripples.
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TABLE IV
LOOPER ANGLE SENSOR ATTACK MODELING AND CASE DEFINITION

Fig. 8. Evaluation results for the looper angle sensor between stage
3 and stage 4 under integrity attacks. (a) Type I attack, yatk(t) =
1.00025y(t), t ∈ [t0, t0 + Tatk]. (b) Radar representation of the proposed
indices.

C. Looper Angle Sensor Attack

Similar to the process of evaluating the impact under thickness

sensor attack and speed sensor attack, in this section, we present

the evaluation results using proposed indices under looper angle

attacks defined in Table IV. The attacked looper angle sensor is

in Stage 3 in cases F11–F15. In each case, the time period under

the looper angle sensor attack is set as 0.25 s.

By comparing Tables IV to III and Table II, it can be found

that the allowed attack strength of the looper angle sensor that

causes impacts while keeping the system stable is relatively

weak compared to that of the speed sensor and thickness gauge.

This is because as the outer loop of the speed control loop, the

looper and tension control loop is more sensitive and stringent

to the looper angle attacks.

Moreover, the impacted looper angle signal will impact the

inner speed control loop, thus generating a similar system re-

sponse compared to the cases under speed sensor attack. This

is why the system response shown in Fig. 8(a) is similar to the

results in Fig. 7(a). Therefore, for the sake of conciseness, the

illustration of how the indices K1 - K5 reflect the impacts is

neglected in the section.

Fig. 9. Vulnerability assessment of one sensor being attacked in
stage 3. (a) Thickness sensor attack. (b) Speed sensor attack.
(c) Looper angle sensor attack.

The radar chart that presents the calculated indices in attack

cases F11–F15 is shown in Fig. 8(b). The conclusions drawn

from Fig. 8(b) are almost the same as those under speed sensor

attacks except that the torque ripples in all upstream stages with

regard to the attacked stage are impacted under looper angle

sensor attack.

D. System-Level Assessment Under Single Sensor
Attack

In addition to the device-level analysis for sensor integrity

attack scenarios in Stage 3 shown above, we also assess the

vulnerability of the multistage system under sensor attack from

the system-level perspective. In this section, only one sensor in

Stage 3 is attacked in each case in order to derive the general

conclusion for system-level vulnerability assessment.

In order to value the mill productivityK5 more and distinguish

the thickness sensor attack from the speed sensor and looper

angle sensor, the weight factors in (25) are set as a = 0.15, b =
0.15, c = 0.4. In this way, the minimum comprehensive impact

index Scomp exceeds 2 if one thickness tracking failure occurs

at the exit stage under thickness sensor attacks, thus the attack

is categorized as causing major impacts on the overall system.

While for the cases where the thickness tracking at the exit stage

meets the demands and Scomp exceeds 0.1, we categorize the

attacks as causing minor impacts.

Using evaluation metrics proposed in Section IV and designed

weights, the quantitative vulnerability assessment results under

the multiplicative attack and additive attack of different attack

strengths launched in Stage 3 are shown in Fig. 9. From Fig. 9, we

observe that 1) only under thickness sensor attacks of relatively

strong strength can the attack cause major impacts on the overall

system; 2) multiplicative thickness sensor attacks cause more

significant impact compared to additive thickness sensor attacks;

3) attacks launched to the speed sensor attack and looper angle

have little impact on the milling productivity but more impact

on the operation safety and manufacturing quality.

The above observations match the analysis from the perspec-

tive of control theory. As known to all, the PI controller in each

subsystem has the capability of correcting the tracking error

caused by the disturbance from sensor feedback. Within certain

boundaries, the system remains stable and is able to recover

from deviations caused by the sensor attack. For this reason,
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Fig. 10. Overall impact of one sensor being attacked at different
stages. (a) Thickness sensor. (b) Speed sensor. (c) Looper angle sen-
sor.

observation 1) holds and the conclusion also applies to the speed

sensor attack scenarios and looper angle sensor attack scenarios.

As for observation 2), this happens because the integral term

in the feedforward path of the control loop can eliminate the

steady-state error when there is an external disturbance like an

additive attack after the PI controller. The steady-state error

elimination effect is especially significant when attacking the

speed sensor in the rolling mill system with additive attacks as

the speed control loop is the inner control loop of the looper

angle regulation loop. This is why the maximum attack strength

for the speed sensor is much larger than that for the looper

angle sensor as shown in Fig. 9. For observation 3), this is

true because of the thickness propagation between stages. The

attacked thickness control loop not only affects the speed control

loop and the looper angle control loop that is coupling within

the stage, but also impacts the three subsystems next to it as

long as there is thickness propagation. Therefore, the proposed

system-level indices are effective in understanding and reflecting

the interactions of subsystems in the multistage rolling mill

system, and quantifying the impacts caused by each sensor

integrity attack.

In addition to the sensor attacks launched in Stage 3, Fig. 10

replenishes the Scomp data with the attacks of the same strength

launched in other stages for each sensor. The attack strength

settings adopt the parameters in Tables II–IV. It can be seen

from Fig. 10 that

1) for the thickness sensor suffering from relatively strong

attack strength (Type I, II, and III), the further it is away

from the exit stage, the more severe the overall impact the

attack can cause;

2) for the thickness sensor under Type IV and V attack

(additive attacks), it may not lead to milling productivity

failure if it is located further enough from the exit stage;

3) for the speed sensor and looper angle sensor in each stage,

the integrity attacks do not impact the milling productiv-

ity. The two sensors under different attack types have

close comprehensive impacts when targeting different

stages.

Apparently, the above impact analysis based on the quan-

titative evaluation results further demonstrates the conclusion

drawn from Fig. 9 and shows the effectiveness of the proposed

vulnerability assessment framework and metric index.

Fig. 11. Overall impact of combined sensor attack with one sensor
assigned as the thickness sensor of Stage 3, and the other sensor
assigned as (a) thickness sensor, (b) speed sensor, (c) looper angle
sensor

E. System-Level Assessment Under Combined Sensor
Attack

To further validate the proposed assessment method, more

complicated scenarios such as the combined sensor integrity

attacks are considered in this section. Without losing generosity,

two sensors are attacked simultaneously in the five-stage rolling

mill. To narrow down the scope of possible combinations, one of

the attacked sensors is assigned as the thickness sensor of Stage

3, then the other sensor can be chosen as the thickness sensor,

speed sensor, and looper angle sensor from one of the five stages.

The integrity attack type for the two sensors in the combined

sensor attack case is the same and adopts the parameters listed

in Tables II, III, and IV. Weight factors are the same as the

settings in Section V-D.

The system-level metrics obtained by the proposed method

under the combined sensor integrity attacks are presented in

Fig. 11. It is notable that the overall impactScomp exceeds 4 when

two thickness sensor attacks (Type I, Type II, Type III, and Type

IV attack) are launched at different stages simultaneously as

shown in Fig. 11(a). For the sensor integrity attack combination

like a thickness sensor combined with a speed sensor or a

thickness sensor combined with a looper angle sensor, the overall

impact index Scomp exceeds 2 under Type I, Type II, Type III,

and Type IV integrity attacks because the impact caused by

the thickness sensor attack of Stage 3 is dominant compared

to that caused by the speed sensor attack and looper angle

attack. Therefore, the proposed vulnerability assessment method

is still effective for the combined sensor attack cases in terms of

distinguishing the thickness sensor attack from the speed sensor

attack and the looper angle sensor attack; and indicating if there

is more than one thickness sensor attack launched at the system.

F. Main Achievements of the Proposed Methodology

Based on the analysis presented in the previous sections, the

effectiveness of the proposed vulnerability assessment method

is validated through simulations and calculations. First of all,

the vulnerability assessment work focusing on manufacturing

quality, operation safety, and milling productivity is verified as

a useful framework for manufacturers to monitor and assess the
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multistage rolling mill system. Then, the device-level metrics

K1 - K5, the calculated indices IK1
to IK4

and K5 serve as

great tools for the manufacturers and researchers to understand

how each subsystem interacts with each other and responds

when sensor integrity attack occurs. Those device-level indices

together with the system-level indices Si
imp and Scomp provide

quantitative impact analysis for the integrated rolling mill system

under different attacks.

VI. CONCLUSION

This article has presented the vulnerability assessment of a

multistage on rolling mill system under thickness sensor attacks,

speed sensor attacks, and looper angle sensor attacks. The vul-

nerability assessment in this article, including the multistage sys-

tem modeling, attack modeling, and innovative evaluation met-

rics establishment provides general guidance for cyber-attack

impact analysis using the device-level indices and system-level

indices. The proposed device-level metrics K1 to K5 are ef-

fective in assessing working conditions in each subsystem in

each stage in terms of the manufacturing quality, the operation

safety, and the milling productivity; and the system-level index

Scomp is effective in evaluating the comprehensive impact caused

by the sensor attacks. The proposed metrics also distinguish

the thickness sensor attack and nonthickness sensor attacks by

using well-designed weight factors on the device-level indices.

Therefore, the proposed evaluation methods show promise for

attack detection and attack-oriented controller design in future

work.
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