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We perform the first global quantum chromodynamics (QCD) analysis of dihadron production for a

comprehensive set of data in electron-positron annihilation, semi-inclusive deep-inelastic scattering, and

proton-proton collisions, from which we extract simultaneously the transversity distributions of the nucleon

and πþπ− dihadron fragmentation functions. We incorporate in our fits known theoretical constraints on

transversity, namely, its small-x asymptotic behavior and the Soffer bound. We furthermore show that

lattice-QCD results for the tensor charges can be successfully included in the analysis. This resolves the

previously reported incompatibility between the tensor charges extracted from dihadron production data

and lattice QCD. We also find agreement with results for the transversity and tensor charges obtained from

measurements on single-hadron production. Overall, our work demonstrates for the first time the universal

nature of all available information for the transversity distributions and the tensor charges of the nucleon.
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Introduction.—Protons and neutrons (nucleons) have

several fundamental charges that govern basic nuclear

processes. For example, the beta decay rate of a free neutron

depends on the ratio of axial-vector and vector charges. The

ability tomeasure certain beyond the standardmodel (BSM)

couplings in this reaction (see, e.g., Refs. [1–6]) relies on

knowledge of another fundamental charge of the nucleon:

the isovector tensor charge gT , which is given by the up and
down quark tensor charges, δu and δd, through

gT ¼ δu − δd. The quark tensor charges themselves are

ingredients for BSM physics in computing the nucleon

electric dipole moment from those of the quarks (see, e.g.,

Refs. [2,7–9]). Therefore, it is crucial to have precise values

for δu, δd, and gT and compatibility between different

techniques used for their determination.

The main approaches to obtaining the tensor charges

within QCD are phenomenological analyses of experimen-

tal data [10–23], ab initio calculations in lattice QCD

(LQCD) [24–35], and model calculations [36–47]. For the

former, parton distribution functions (PDFs) are essential,

as they describe the one-dimensional momentum-space

structure of nucleons in terms of the longitudinal momen-

tum fraction x of the parton (quark or gluon). At leading

twist, the nucleon is characterized by the spin-averaged

PDF f1, the helicity PDF g1, and the transversity PDF h1.
The transversity PDF [48] is of particular interest here due

to its relation to the tensor charges:

δu ¼
Z

1

0

dx h
uv
1 ðx; μÞ; δd ¼

Z

1

0

dx h
dv
1 ðx; μÞ; ð1Þ

where h
qv
1 ≡ h

q
1 − h

q̄
1 are the valence distributions, and μ is

the renormalization scale.

The transversity PDF quantifies the degree of transverse

polarization of quarks within a transversely polarized

nucleon. The chiral-odd nature of transversity makes it

difficult to extract (relative to the spin-averaged and

helicity PDFs) since it must couple to another chiral-

odd function. This can be achieved through single-hadron

production, either by exploiting transverse momentum

dependent (TMD) factorization using, e.g., the Collins

effect [49,50] in semi-inclusive deep-inelastic scat-

tering (SIDIS) [10,11,13,15,17,18,21–23], or colli-

near subleading-twist (twist-3) factorization in hadronic
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collisions [22,23,51–53]. Alternatively, one can consider

dihadron production in leading-twist collinear factoriza-

tion, where the transversity PDF couples to dihadron

fragmentation functions (DiFFs) [12,16,19,20,54–61], in

particular to the so-called interference fragmentation

function (IFF) H∢
1 . The DiFF D1 is also a necessary part

of the relevant experimental observables [62]. There is

noted tension between the results for δu and gT from the

DiFF approach [19,20] and recent extractions using the

TMD and collinear twist-3 method (JAM3D) [22,23], as

well as the tensor charges computed in LQCD.

The resolution of this issue is of utmost importance.

Toward this goal, we perform the first simultaneous global

QCD analysis (JAMDiFF) of the πþπ− DiFFs and trans-

versity PDFs from electron-positron (eþe−) annihilation,
SIDIS, and proton-proton (pp) data. We include, for the

first time, the Belle cross section [63], the latest measure-

ments from STAR [64], and all kinematic variable binnings

for the relevant processes under consideration, making this

the most comprehensive study of dihadron observables to

date. We implement theoretical constraints at small x [65]

and large x [66] where experimental data is absent. This

allows us to meaningfully calculate the integrals in Eq. (1)

and include LQCD data into the fit, similar to what has been

done in Refs. [18,23]. We then examine the compatibility

between phenomenological results based on the dihadron

approach, those in the TMD and collinear twist-3 frame-

work, and LQCD computations. A companion paper

providing further details on certain aspects of this analysis

can be found in Ref. [67].

Theoretical framework and methodology.—Our theoreti-

cal framework is based on leading-twist collinear factoriza-

tion, at leading-order (LO) in the strong coupling constantαs,

for high-energy πþπ− production from eþe− annihilation,

SIDIS, and pp collisions. The DiFFs under consideration

depend upon the fractional momentum of the dihadron pair z
and its invariant mass Mh [68]. We utilize the cross section

from eþe− → ðπþπ−ÞX, the Artru-Collins asymmetry [69]

from eþe− → ðπþπ−Þðπþπ−ÞX, and asymmetries from the

SIDIS processlN↑
→ l

0ðπþπ−ÞX andpp collisionsp↑p →
ðπþπ−ÞX to constrain the DiFFs/IFF and transversity PDFs

simultaneously. Details and formulas regarding the observ-

ables can be found in the Supplemental Material [70]. We

note that the formulas use a new definition of the DiFFs that

has a number density interpretation [67,71]. Such a change

does not affect our ability to make quantitative comparisons

of the extracted transversity PDFs to those of other groups

(see Figs. 1 and 2).

Our extraction is based on Bayesian inference, with the

posterior distribution P ∝ Lπ [where L ¼ expð−χ2=2Þ is

the likelihood function and π is the prior—see Ref. [67] for

details), using the Monte Carlo techniques developed in

previous JAM analyses [22,23,73–80]. We choose to

parametrize the PDFs h
uv
1 , h

dv
1 , and hū1 ¼ −hd̄1 at the input

scale μ0 ¼ 1 GeV using the template function

Tðx; μ0Þ ¼
Nxαð1 − xÞβð1þ γ

ffiffiffi

x
p þ δxÞ

R

1
0
dx xαð1 − xÞβð1þ γ

ffiffiffi

x
p þ δxÞ ; ð2Þ

where N, α, β, γ, and δ are fit parameters. The template is

normalized to the first moment in order to largely

decorrelate the normalization and shape parameters. The

relation between the antiquarks is based on large-Nc

predictions [81]. We utilize it since there are only three

unique observables to constrain the transversity PDFs

(SIDIS on proton and deuteron and pp collisions),

restricting us to extracting three independent functions.

(Hypothetically, evolution could disentangle more flavors,

but that is not feasible here due to the relatively slow

evolution of the transversity PDFs and the large errors and

restricted kinematic coverage of the experimental data.) In

contrast to the previous DiFF extractions in Refs. [16,60]

that used a considerably more complicated functional

form, we use the template Eq. (2), with x → z, to para-

metrize the z dependence of D1ðz;MhÞ and H∢
1 ðz;MhÞ.

This is repeated on a grid of Mh and interpolated to obtain

the DiFFs at any value of Mh. We evolve the transversity

PDFs [82–85] and DiFFs/IFF [71] using the Dokshitzer-

Gribov-Lipatov-Altarelli-Parisi evolution equations with

LO splitting functions. Further details about the phenom-

enological methodology, especially regarding the DiFF

analysis, can be found in Ref. [67]. There we also discuss

tests of parametrization bias but caution here that with

those tests we do not exhaust all possible functional forms

one could choose for the transversity PDFs and DiFFs/IFF.

We include theoretical constraints at small x and large x
where experimental measurements are not available. We

impose the Soffer bound jhq1ðxÞj ≤ 1
2
½fq1ðxÞ þ g

q
1ðxÞ� [66],

with f
q
1 and g

q
1 taken from Ref. [73] (with positivity

enforced), which is primarily relevant in the unmeasured

x≳ 0.3 region. We enforce the Soffer bound on each

Monte Carlo replica by using a Bayesian prior that in effect

penalizes the χ2 function [86] when it is violated at the input

scale, which is justified since the Soffer bound holds under

evolution [87–89]. We also limit the small-x behavior of our
parametrization, governed by the α parameter in Eq. (2).

Theoretical calculations have placed limits on this parameter

as x → 0 (ignoring saturation effects) [65]:

α⟶
x→0

1 − 2

ffiffiffiffiffiffiffiffiffiffi

αsNc

2π

r

; ð3Þ

whereNc ¼ 3 is thenumber of quark colors. Therefore, at the

input scale we demand α ¼ 0.17 with a 50% uncertainty

(allowing 0.085 < α < 0.255), due to unaccounted for 1=Nc

and next-to-leading order (NLO) corrections [90,91], for

both the valence quarks and antiquarks. Ultimately, we find

that the average values for α lie near the center of this range

with no strong saturation at the bounds.

The unmeasured regions (small x and large x) are

important when including LQCD results for the tensor
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charge, as the experimental data is primarily sensitive to

the range 0.005 ≲ x≲ 0.3. When including LQCD data

into the fits, the aforementioned restrictions at small x
[Eq. (3)] and large x (the Soffer bound) guarantee

reasonable physical behavior of the transversity PDFs.

In the absence of these constraints, the PDFs in the

unmeasured regions are subject to extrapolation errors

which are entirely dependent upon the choice of para-

metrization, causing extremely large uncertainties for the

tensor charges and making agreement with LQCD trivial.

With these constraints, an analysis including both exper-

imental and LQCD data is a stringent test of their agree-

ment. That is, the conclusion that experimental data and

LQCD are compatible is robust under changes in our

assumptions at small x and large x given the currently

available measurements.

Data and quality of fit.—To constrain the DiFFs, we use

data from Belle on the eþe− dihadron cross section [63]

and Artru-Collins asymmetry [92]. In order to achieve

flavor separation for D1, we supplement the measurements

of Ref. [63] with data from the event generator PYTHIA

[93] used as a Bayesian prior. We use the tunes studied in

Ref. [63] to generate systematic errors as well as different

center-of-mass energies
ffiffiffi

s
p

to constrainD
g
1 through scaling

violations. Further details are presented in Ref. [67].

The transversity PDFs are constrained by SIDIS and

pp data. The SIDIS data is from HERMES [94] and

COMPASS [95], and we use all three binnings (x, z, Mh).

The pp data is from STAR, at both
ffiffiffi

s
p ¼ 200 GeV [96] and

ffiffiffi

s
p ¼ 500 GeV [64]. The

ffiffiffi

s
p ¼ 200 GeV data is provided

with three different upper cuts (0.2, 0.3, 0.4) on the opening

angle R of the pion pair, with 0.3 treated as the default. This

cut is used to filter out pion pairs that do not originate from a

single parton. We use the data corresponding toR < 0.3 and

have verified that using the data with different cuts causes

negligible changes to the extracted functions by insteadusing

data from the other cuts are negligible compared to the

statistical uncertainties of the functions themselves. The
ffiffiffi

s
p ¼ 500 GeV data have a larger opening angle cut of

R < 0.7. However, the increased energy means that gluon

radiation is occurring at wider angles, allowing the dihadron

pair to still be considered as originating from a single parton

even with a largerR-cut value. Thepp data is binned inPhT ,

Mh, and η, with the results (often) provided for both η > 0

and η < 0 when binned in PhT or Mh, and we include all

binnings.

We also consider the inclusion of LQCD data as a

Bayesian prior in the analysis. We restrict ourselves to

results at the physical pion mass with 2þ 1þ 1 flavors,

where calculations are available from ETMC [28] and

PNDME [25] on δu, δd, and gT . We choose to include δu
and δd rather than gT in order to provide flavor separation.

Below we will discuss the results without and with these

LQCD calculations, referred to as JAMDiFF (no LQCD)

and JAMDiFF (with LQCD), respectively.

The reduced χ2 (χ2red), calculated using the mean theory

value, for the two scenarios are shown in Table I. We

reemphasize that we have performed a simultaneous global

analysis of DiFFs and transversity PDFs, where, unlike

previous work [12,16,19,20], the parameters for the DiFFs

are not fixed (from a fit of only eþe− annihilation) but

allowed to be free along with the transversity PDF

parameters. We have also studied an exhaustive set of

available data on dihadron observables, which includes,

for the first time, the Belle cross section [63], the
ffiffiffi

s
p ¼

500 GeVmeasurements from STAR [64], and all kinematic

variable binnings for the relevant processes under consid-

eration, amassing 1471 experimental data points. Both with

and without LQCD we are able to describe all of the

experimental data very well. We will discuss the χ2red for the

LQCD fit below in conjunction with the tensor charge

results.

Transversity PDFs.—The following results for the no

LQCD and with LQCD fits are produced from over 900

replicas each. In Fig. 1 we compare our results with and

without LQCD for the transversity valence distributions to

those from Radici, Bacchetta [19] (RB18) (whose analysis

did not consider the inclusion of lattice data) and a version

of JAM3D that has been slightly updated from Ref. [23]

(see the footnote [72]) that we will refer to as JAM3D�. For
the no LQCD results we agree with RB18 within errors, but

with a larger h
uv
1 in the region 0.04≲ x≲ 0.3.

Comparing to JAM3D� without LQCD, we find that our

distributions agree, except h
uv
1 from JAM3D� has a pref-

erence to be slightly larger at higher x. When including

LQCD, the results for h
dv
1 remain in agreement, while our

result for h
uv
1 is slightly larger than JAM3D� in the x≳ 0.3

valence region and slightly smaller for 0.01≲ x≲ 0.1.

While the inclusion of the LQCD data fixes the moments

of the valence transversity PDFs, it is nontrivial to find that

TABLE I. Summary of χ2red values for the fits with and without

LQCD data.

χ2red

Experiment Ndat With LQCD No LQCD

Belle (cross section) [63] 1094 1.01 1.01

Belle (Artru-Collins) [92] 183 0.74 0.73

HERMES [94] 12 1.13 1.10

COMPASS (p) [95] 26 1.24 0.75

COMPASS (D) [95] 26 0.78 0.76

STAR (2015) [96] 24 1.47 1.67

STAR (2018) [64] 106 1.20 1.04

ETMC δu [28] 1 0.71 � � �
ETMC δd [28] 1 1.02 � � �
PNDME δu [25] 1 8.68 � � �
PNDME δd [25] 1 0.04 � � �
Total χ2red (Ndat) 1.01 (1475) 0.98 (1471)
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the x dependence of the JAMDiFF and JAM3D� distribu-

tions also largely match. (A comparison with LQCD results

for the x dependence of transversity [97,98] can be found in
Ref. [23].) Our extracted transversity PDFs (and DiFFs)

can be found in a github library [99] and a google

colab notebook [100].

Tensor charges.—In Fig. 2 we show the tensor charges

extracted without and with LQCD and compare to other

phenomenological analyses and LQCD calculations. Note

that, as discussed above, we use theoretical constraints that

limit the PDFs at small x≲ 0.005 [Eq. (3)] and high x≳ 0.5

(the Soffer bound) so that our results for the full moments

are not subject to uncontrolled extrapolation errors.

Without LQCD, we find that JAMDiFF, JAM3D�, and

RB18 all agree within errors, with our analysis and

JAM3D� preferring a larger δu to the RB18 value.

Comparing to LQCD for δu, we find a 3.2σ (3.9σ)

discrepancy with ETMC (PNDME), while for δd we

find 1.4σ (1.4σ). For gT we find agreement with all

other phenomenological results due to large error bars

on most extractions, but a 3.5σ (3.9σ) discrepancy with

ETMC (PNDME).

For the results with LQCD included in the fit, shown in

the inset of Fig. 2, our analysis has no issue in accom-

modating the lattice result for δd (0.8σ difference with

ETMC and 0.2σ with PNDME). Our result for δu agrees

with that of ETMC (0.6σ difference), but remains smaller

than the PNDME data point (2.3σ difference). For gT
(which is not directly included in this analysis) we find a

result that is in agreement with ETMC (0.8σ difference) but

again smaller than PNDME (1.9σ difference). Our tensor

charges are summarized in Table II.

Although our no LQCD result for δu is much smaller

than the values from ETMC and PNDME, we find that the

fit is able to accommodate that lattice data without

deteriorating in its description of the experimental mea-

surements. The noticeable (∼3σ) shift in δu when including

LQCD in the analysis seems surprising at first. However,

while the experimental data has a preference for the size of

h
uv
1 at large x≳ 0.3, this is a mild preference that is easily

changed by the inclusion of the LQCD data, as seen in

Fig. 1. If additional (precise) experimental data were

available at large x, it would provide further insight on

the behavior of h
uv
1 in that region.

Clearly the inclusion of the precise LQCD δu data

creates a preference for a larger h
uv
1 (along with the

2015 STAR data, as demonstrated by its χ2red improving

with the inclusion of LQCD) than the experimental data

alone. In such a situation where there are competing

preferences, and we compare analyses containing different

subsets of the data, the choice of likelihood function L and

prior π do not guarantee that the fits overlap within

statistical uncertainties (see, e.g., Ref. [101]). Before

drawing a conclusion about the compatibility between

LQCD tensor charges and experimental data, one needs

first to include both in the analysis. One should only be

concerned if the description of the lattice data remains poor

even after its inclusion and/or if the description of the

experimental data suffers significantly. We refer the reader

to Ref. [67] for a more extended discussion about the

compatibility between LQCD and experimental measure-

ments based on our results.

TABLE II. Tensor charges with 1σ errors at μ2 ¼ 4 GeV2.

Fit δu δd gT

With LQCD 0.71(2) −0.200ð6Þ 0.91(2)

No LQCD 0.50(7) −0.02ð13Þ 0.52(12)

FIG. 1. Transversity PDFs xh
uv
1 (top row) and xh

dv
1 (bottom

row) plotted as a function of x at the scale μ2 ¼ 4 GeV2. Our

results (JAMDiFF) are shown at 1σ both without (red) and with

(blue) LQCD included in the fit and are compared to those from

JAM3D� [23,72] at 1σ without (green) and with (cyan) LQCD as

well as RB18 [19] (gold, 90% confidence level). The Soffer

bound is indicated by the dashed black lines.

FIG. 2. The tensor charges δu, δd, and gT . Our results

(JAMDiFF) are shown at 1σ with (blue) and without (red)

LQCD. They are compared to the JAM3D� [23,72] results

at 1σ with (cyan) and without (green) LQCD, the result of

RB18 [19] (gold square, 90% confidence level), LQCD compu-

tations [24,25,28] (magenta points), and other phenomenological

extractions [13,16,17,20,21] (black circles). The inset shows a

closeup of the LQCD data and the results from the JAMDiFF and

JAM3D� (both with LQCD) fits. All results are at the scale

μ2 ¼ 4 GeV2, except for Anselmino et al. (2.4 GeV2), Kang

et al. (10 GeV2), and Benel et al. (5 GeV2).
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We stress that both the present analysis and JAM3D�

find independently that the LQCD results are consistent

with the experimental data. Furthermore, as is seen from

Fig. 1, the x dependence of the transversity PDFs between

this analysis and JAM3D� are in reasonable agreement.

Overall, this shows that both the DiFF and TMD and

collinear twist-3 phenomenological approaches are com-

patible with LQCD, the Soffer bound, and the small-x
asymptotics of transversity, and thus that there is a universal

nature of all available information for the transversity PDFs

and the tensor charges of the nucleon.

Conclusions.—Wehave presented results of the first QCD

global analysis of eþe− annihilation, SIDIS, and pp
dihadron measurements where both DiFFs and transversity

PDFs are extracted simultaneously. For the first time, we

have studied the Belle cross section [63] (utilizing an

improved parametrization for the D1 DiFF), the latest

measurements from STAR [64], and all kinematic variable

binnings for the relevant processes under consideration. We

have incorporated theory constraints on transversity at small

x and large x. Upon including the LQCD results for δu and

δd from ETMC [28] and PNDME [25], we find compati-

bility with this data while maintaining a very good descrip-

tion of the experimental measurements. Furthermore, our

results match those from the single-hadron TMD and

collinear twist-3 analysis of JAM3D. (In the future, when

the theoretical calculations are available, an next-to-leading

order analysis is needed to definitively confirm these

findings.) We have thus demonstrated, for the first time,

the universal nature of all available information on the

transversity PDFs and tensor charges of the nucleon.
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