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Abstract

River networks play a crucial role in the global carbon cycle, as relevant sources of carbon dioxide (CO,) to
the atmosphere. Advancements in high-frequency monitoring in aquatic environments have enabled measurement
of dissolved CO, concentration at temporal resolutions essential for studying carbon variability and evasion from
these dynamic ecosystems. Here, we describe the adaptation, deployment, and validation of an open-source and
relatively low-cost in situ pCO, sensor system for lotic ecosystems, the lotic-SIPCO2. We tested the lotic-SIPCO2 in
10 streams that spanned a range of land cover and basin size. Key system adaptations for lotic environments
included prevention of biofouling, configuration for variable stage height, and reduction of headspace equilibration
time. We then examined which input parameters contribute the most to uncertainty in estimating CO, emission
rates and found scaling factors related to the gas exchange velocity were the most influential when CO, concentra-
tion was significantly above saturation. Near saturation, sensor measurement of pCO, contributed most to uncer-
tainty in estimating CO, emissions. We also found high-frequency measurements of pCO, were not necessary to
accurately estimate median emission rates given the CO, regimes of our streams, but daily to weekly sampling was
sufficient. High-frequency measurements of pCO, remain valuable for exploring in-stream metabolic variability,
source partitioning, and storm event dynamics. Our adaptations to the SIPCO2 offer a relatively affordable and
robust means of monitoring dissolved CO, in lotic ecosystems. Our findings demonstrate priorities and related
considerations in the design of monitoring projects of dissolved CO, and CO, evasion dynamics more broadly.

River networks contribute significantly to global carbon
budgets (Cole et al. 2007; Drake et al. 2018), and are important
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regional sources of carbon dioxide (CO,) to the atmosphere
(Battin et al. 2009; Butman and Raymond 2011; Raymond
et al. 2013). Although recent investigations have begun to incor-
porate streams and rivers (i.e., lotic ecosystems) into continental
CO, budgets (Butman et al. 2018), uncertainties in our under-
standing of the temporal dynamics of lotic CO, concentration
and emissions limit robust scaling across time (van Geldern
et al. 2015). Until roughly the last decade, measurement of CO,,
concentration in aquatic systems was restricted to grab sampling
(Koschorreck et al. 2021) or estimation through alkalinity titration
(Butman and Raymond 2011). However, sensors capable of
measuring CO, in situ are now available and allow high-
frequency data collection at timescales relevant to hydrologi-
cally and biogeochemically dynamic lotic ecosystems (Emery
and Greenville 2015; Rode et al. 2016). Still, the usefulness of
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high-frequency dissolved CO, measurements in estimating
longer-term seasonal or annual emissions from streams
remains unclear, as do uncertainties and accuracy of sensor
methods in general.

Lotic CO, varies at temporal scales ranging from minutes to
years. The causes of this variation include discharge variability
(Natchimuthu et al. 2017), in-stream metabolism (Rocher-Ros
et al. 2020), anthropogenic disturbance (Marescaux et al. 2018),
and climate variability (Sawakuchi et al. 2017). On daily time-
scales, patterns of in-stream photosynthesis and respiration are
often important in driving CO, maxima during the night
(Rocher-Ros et al. 2020; Gémez-Gener et al. 2021). This diel
variation is not wuniversal across streams (Crawford
et al. 2017) and can be interrupted by disturbances such as
storm events (Peter et al. 2014). However, changes in discharge
also do not affect CO, concentrations uniformly across streams
(Liu and Raymond 2018). Still, discharge variability can cause
large changes in pCO, on hourly to seasonal timescales, for
example from less than 10 uM CO, to more than 800 uM CO,
within a single day during a storm event (Wallin et al. 2020).

The development and proliferation of accurate, affordable,
lotic pCO, sensors offers novel approaches to understand
mechanisms controlling such CO, dynamics. For example,
pairing aquatic CO, and oxygen sensors has provided quanti-
tative insights into stream metabolism (Rocher-Ros
et al. 2020), aquatic-terrestrial linkages (Marzolf et al. 2022),
and in large river systems (Haque et al. 2022). Tracking diel
patterns of these gasses allows for the partitioning of aquatic
and terrestrial sources of CO, to a stream, highlighting the
potential loss of terrestrially derived carbon through
the aquatic network. Similarly, examination of high-frequency
aquatic CO, data with spectral analyses has shown the impor-
tance of aquatic biological processes in regulating CO,
concentration and emissions from sub-daily to seasonal time-
scales (Riml et al. 2019). Concentration-discharge dynamics
explored using high-frequency CO, sensors have also provided
insights into temporally variable sources of CO, to streams
and how these change during storm events (Dinsmore and
Billett 2008; Dinsmore et al. 2013). These scientific advances
afforded by high-frequency measurements highlight the util-
ity of using sensors to fully contextualize CO, dynamics in
streams and rivers. Still, the necessity of high-frequency measure-
ments in accurately capturing average seasonal emission rates
remains understudied, as do the sources and magnitude of uncer-
tainties associated with different sampling frequencies.

In lotic ecosystems, CO, sensors have typically either
been land- or boat-based instrumentation that relies on
headspace equilibrium in dry conditions (e.g., Peter
et al. 2014; Sawakuchi et al. 2017) or submergible sensors
fitted with gas permeable membranes (e.g., Johnson
et al. 2010; Rocher-Ros et al. 2020; Reed et al. 2021). The
infrastructure necessary for land- or boat-based instrumentation
is typically limiting for long term deployments, and energy
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demands are typically much higher than for submergible sensors
(Yoon et al. 2016). Submergible sensors include the GMT220 sen-
sor (Vaisala, Finland), the eosGP CO, concentration probe
(Eosense, Dartmouth, Canada), the CO2-Pro sensor (ProOceanus
Systems Inc., Nova Scotia, Canada), and low-cost, user-
constructed models (Blackstock et al. 2019), all of which rely on
diffusion of CO, across a gas permeable membrane (Johnson
et al. 2010). However, the equilibration time of membrane
enclosed sensors (> 30 min in low flow conditions) is typically
longer than that of headspace equilibrium methods (< 10 min
and independent of flow conditions), which reduces the
temporal resolution of membrane enclosed sensors when
CO, variation is less than the equilibration time (Yoon
et al. 2016). In addition, submergible sensors often rely on
calibration in dry laboratory conditions, giving some uncer-
tainty to sensor measurement effects from pressure, temper-
ature, and humidity (Welles and McDermitt 2005) and
potential condensation from internal electronics within the
headspace (Blackstock et al. 2019).

The limitations of each of these methods suggest that there
is an opportunity to improve CO, sensor capabilities in lotic
environments which balance the relative affordability and
adaptability of submergible sensors with the responsiveness of
headspace equilibrium methods. The objective of this study
was to examine CO, emissions from lotic environments using
the novel, low-cost SIPCO2 method which has previously only
been applied in estuarine ecosystems (Hunt et al. 2017). We
first describe the adaptation of the SIPCO2 to lotic environ-
ments, and then analyze the uncertainty in estimating CO,
emissions using these sensors. Because numerous studies have
explored the accuracy of similarly designed aquatic pCO, sen-
sors in detail (Yoon et al. 2016; Hunt et al. 2017; Blackstock
et al. 2019; Lee et al. 2022), we instead explore the effective-
ness of this headspace sensor systems in estimating CO, emis-
sions from several lotic systems spanning a range of
streamflow and land use conditions, biofouling potential, and
other environmental factors. While some high-frequency dis-
solved CO, datasets have been published from lotic ecosys-
tems, no study that we are aware of has analyzed the utility
and uncertainty of using sensors to estimate CO, emissions
from streams and rivers over longer time scales. As such,
validation of a low-cost in situ sensor system relying on head-
space equilibrium has the potential to greatly expand high-
frequency measurements of CO, in aquatic systems broadly.

Methods

We adapted a relatively inexpensive (~ 500 USD) and user-
built headspace equilibrium-based pCO, sensor for deploy-
ment in lotic ecosystems, the lotic-SIPCO2. The original
SIPCO2 design (Hunt et al. 2017) and published adaptations
(Lee et al. 2022) are specified for marine and estuarine deploy-
ments, thus moving into lotic ecosystems necessitated adapta-
tion for variable flow and stream stage. Using these sensors,
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the concentration of dissolved CO, was measured at 15-min
intervals and validated against grab samples in 10 streams and
rivers ranging in watershed size from 0.4 to 476.7 km? over
the course of 1-6 yr (2015-2020) during ice-free months
(approximately May to October). Combined with measure-
ments of water temperature, estimates of discharge, hydraulic
geometry, gas exchange estimates, and either the measured or
estimated concentration of CO, in the air, we estimated CO,
emissions from each stream or river reach over the course of
each record. We then evaluated the sensitivity of the esti-
mated CO, emission estimates in relation to uncertainty in
each of these input parameters. Finally, given this calculated
uncertainty, we examine the sampling frequency necessary to
accurately represent seasonal estimates of CO, emissions.

Site description

Ten streams and rivers in New Hampshire and Massachu-
setts were studied (Fig. 1), ranging from small headwater
streams draining various land covers to two larger, main stem
river sites (Table 1). Five sites were part of the New Hampshire
EPSCoR High-Intensity Aquatic Network (Koenig 2017): Para-
dise Brook, the outlet to the reference Watershed 3 at Hubbard
Brook Experimental Forest (HB), Wednesday Hill Brook
(WHB), Trout Pond Brook (TPB), Dowst Cate Forest (DCF)
stream, and the Lamprey River (LMP) at the outflow of the
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Fig. 1. Map of 10 monitoring locations in streams and rivers of Massa-
chusetts and New Hampshire, USA.
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Lamprey River Reservoir. Three sites are part of the Plum
Island Ecosystems Long-Term Ecological Research program
(Morse and Wollheim 2014): Cart Creek (CC), Sawmill Brook
(SB), and the Ipswich River (IR) above the reservoir created by
the South Middleton dam. The remaining two sites are part of
long-term monitoring projects of the Oyster River watershed
near Durham, NH (Wollheim et al. 2017): College Cook
(CB) and Dube Brook (DB). Eight of the 10 sites are 1% or 2"
order streams, with watersheds ranging from 0.4 km? at HB to
7.0km? at DCF. A 4M.order river, IR drains approximately
115 km?, and LMP is a 6"-order system draining 477 km?. Land
use varies from nearly complete forest cover (> 99%) at HB, to
large wetland influence (> 55%) at DB, CC, and IR, to suburban
watersheds at CB, SB, and IR (< 20% impervious surfaces). The
slope of the sites is generally shallow (0.040 km km™" or less),
apart from the montane HB (0.141 km km ™).

Sensor system and adaptation for lotic ecosystems

Dissolved CO, was measured at each site with the SIPCO2
method (Hunt et al. 2017). The SIPCO2 (Fig. 2) is a relatively
inexpensive, in situ pCO, sensor in which a non-dispersive
infrared (NDIR) detector (SenseAir K30, ASCII model, Delsbo,
Sweden) in an enclosed housing is paired with a continuously
operating air pump (Brushless pump, MPU3671-NMP0OS, KNF
Neuberger) to produce air-water equilibration in an enclosed
headspace (Fig. 2a). Briefly, headspace air is re-circulated below
the water surface by the pump. The bubbles equilibrate with
the surrounding water as they rise, including dissolved gases
such as CO,. As the bubbles break into the sensor system
housing, the released air rises through the pipe toward the
NDIR detector. The sensor housing and tube constitute
the headspace volume, which is reduced by the materials con-
tained in this space. The cost of construction of a single sensor
was approximately 500 USD as of 2018, and takes approxi-
mately 3 d to construct once trained, including the drying
time of the silicone sealant. Sensors were powered by 12.6 V
batteries outfitted with 10 or 25 W solar panels.

Sensors are controlled with an Arduino Nano microcontroller
(Arduino) or CR1000 dataloggers (Campbell Scientific). The
manufacturer-specified range of the K30 1% detectors is O to
10,000 ppmv CO,, with an accuracy of + 30 ppmv CO, and
=+ 3% of the measured concentration. The detector is calibrated
with 0 and 400 ppmv CO, standard gases using a vendor-
supplied software control program (Gaslab, Gaslab.com). Possi-
ble drift in sensor measurement was assessed at the end of the
monitoring season beginning in 2018. Sensor measurements
were made using four standard gases with 0, 394, 838, and 1990
ppmv CO,, assuming full calibration at the beginning of the
season. The accuracy of these measurements was measured by
simple linear regression, with significant sensor drift indicated
by a slope different from 1 or an intercept different from O.

We make three major modifications to the original con-
struction and design described by Hunt et al. (2017). First,
equilibration time of the SIPCO?2 is inherently dependent on
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Table 1. Watershed and stream characteristics of monitoring sites, obtained from the National Hydrography Dataset (Wieczorek

et al. 2018).
Watershed NHD stream Stream Length of CO,

Site area (km?) order % Forest % Wetland % Impervious slope (km km ™) record (yr)
HB 0.4 1 99.3 0.0 0.0 0.141 5
WHB 1.0 1 58.1 6.8 5.6 0.040 6

CB 2.3 1 20.8 0.7 28.4 0.038 3

DB 3.3 1 59.4 17.3 4.8 0.028 3

CcC 3.9 1 55.3 18.6 8.2 0.021 3

SB 4.1 2 13.7 4.3 24.6 0.034 3

TPB 4.1 1 88.6 6.1 0.0 0.010 5

DCF 7.0 2 71.9 11.7 0.4 0.037 6

IR 106.7 4 31.5 20.5 20.7 0.010 1

LMP 476.7 6 67.4 12.4 1.8 0.009 2
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Fig. 2. (a) Lotic-SIPCO2 sensor design, adapted from Hunt et al. (2017). (b) Example deployment of lotic-SIPCO2 sensor with novel float design.
(c) Image of the submerged portion of a lotic-SIPCO2 sensor with copper tape coating to minimize biofouling.

the volume of the headspace. Reduction of this volume by
shortening of the polyvinyl chloride (PVC) tube to roughly
50cm reduced equilibration to approximately 15 min
(Supporting Information Fig. S1). As such, measurement of
pCO, at 15-min intervals was possible, matching commonly
used intervals for many hydrologic and water quality moni-
toring variables. At each 15-min interval, the K30 sensor
made 30 individual measurements over 1 min (i.e., at 2-s
intervals), and the mean and standard deviation of these
values were recorded.

Second, the SIPCO2 sensors must be anchored in place in
lotic ecosystems to counteract downstream transport. One solu-
tion to this was to anchor the sensors to trees adjacent to the
stream, with the tubing submerged in the water. This was done
at HB, WHB, TPB, DCF, and LMP, with adjustments of the verti-
cal placement of the sensor to account for seasonal changes in

stream stage. At CB, DB, CC, SB, and IR, a metal stake was
anchored in the stream channel and the sensors were attached
(Fig. 2b). To account for changes in stage during storm events, a
float system was developed in which the sensor system could
move up and down the metal stake while maintaining rela-
tively stable buoyancy and headspace volume.

Finally, biofouling on the submerged portions of the sen-
sors affected accurate measurement of pCO,. Two methods
were adopted to limit biofouling following other submergible
sensor applications (e.g., Wallin et al. 2020). First, at WHB and
LMP, the PVC pipe was replaced with a copper pipe. Second, at
CB, DB, CC, SB, and IR, copper tape was applied to the inside
and outside of the submerged PVC portion (Fig. 2c). Both appli-
cations of copper appeared to prevent or greatly reduce biofoul-
ing. Biofouling was limited or absent at HB, DCF, and TBP. Prior
to these solutions, or for the sites with minimal biofouling, the

ASUAOIT SUOWI0)) dANEa1)) d[qearjdde oYy £q pouIdA0S a1k SO[ONIE V() AsN JO SI[NI 10j AIRIQIT AUI[UQ AS[IA\ UO (SUONIPUOI-PUE-SULID} W00 AS[IM ATeIqI[out[uo//:sd)y) SUonIpuo)) pue SWLId I, oY) 9S “[$70Z/£0/€0] U0 Areiqry auruQ A3[IA\ ‘00901 €WO[/Z00T 0 1/10p/woo Adfim Areiqijaurjuosqndoyse;/:sdiy woxj papeo[umo( ‘0 ‘985 THS 1



Robison et al.

inside and outside of the submerged PVC pipe was cleaned regu-
larly during site visits with a brush. Periods of record affected by
biofouling were removed from analysis.

Dissolved CO; sampling

Surface water samples were collected regularly (weekly
to monthly) at each site for measurement of pCO, using
acid-washed 60-mL polypropylene syringes fitted with three-
way stopcocks with luer lock fittings. Syringes were filled with
stream water, and then cleared of air bubbles by inverting and
expelling the bubbles and water (Magen et al. 2014). The
syringes were then expelled to retain 30 mL of stream water
and sealed. Samples were preserved on ice in the dark and
returned to the laboratory within 8 h of collection. The labil-
ity of organic carbon from these locations has previously
been determined to be low (uptake velocity = 14 myr';
Wollheim et al. 2015), thus we assume minimal respiration
within the syringe. Comparison of field and laboratory equil-
ibrated samples indicates no bias in methodology, suggesting
stability of our samples prior to equilibration (Supporting
Information Fig. S2). In the laboratory, 30 mL of helium was
added to each syringe to achieve a 1 : 1 ratio of sample water
to air, and syringes were shaken for 3 min to equilibrate gases
between the headspace and water (Mulholland et al. 2004).
The resulting headspace gas was then injected into evacuated
glass vials sealed with a rubber septum until analyzed.

Samples were analyzed for CO, concentration using a ther-
mal conductivity detector on a Shimadzu GC-2014 gas chro-
matograph (Shimadzu). Standards of 400, 838, 1990, and
6000 ppmv CO,, as well as helium as a O ppmv gas, were used
for the calibration curve. The concentration of CO, in the
sample headspace (ppmv) was converted to dissolved gas con-
centration in the water sample (uM) using Henry’s law
constant, temperature, and atmospheric pressure (Herreid
et al. 2020). The accuracy of the lotic-SIPCO2 was evaluated
by comparing measurements to grab samples of dissolved CO,
using simple linear regression with an intercept of zero. The
slope of the regression was evaluated for its difference from
one, and the coefficient of determination from simple linear
regression () and the normalized root mean squared error
(NRMSE) were used to compare sensor measurements to grab
samples. The NRMSE is the root mean squared error normal-
ized by the range of observed data, with values close to 0 being
indicative of better fit (Pontius et al. 2008; Ranatunga
et al. 2017). Here, we use the range of sensor measured values
at a site because of the larger coverage compared to the grab
samples. We report the NRMSE as a percentage.

Estimation of CO, emissions

The flux of CO, to the atmosphere (Fco,, g CO,-C m~?
d~!) was calculated as,

FCOZ = kCOz X (COZ,water - COZ&Q) (1)

Lotic-SIPCOZ2 sensor system

where kco, (m d™Y), the gas transfer velocity for CO,, is multi-
plied by the difference in measured CO, concentration
(COzwaterr 8 m~3%) and the equilibrium concentration (CO3 ¢q,
g m>). The equilibrium concentration of CO, is the product
of atmospheric CO, concentration (COg ,;;, gatm) and Henry's
Law constant (Ky co,, mol L™"atm™1),

CO2,eq = CO2 i X Ky co, (2)

The constant Ky co, is calculated as,

o 1 1
KH,COz = kl—l exp (lel (T - m) ) ’ (3)

where ky; (0.035) is Henry’s law constant for solubility of CO,

in water at 298.15K, kﬂ (2400) is the temperature dependence
constant for CO,, and T is the water temperature (K).

At four of the sites (HB, WHB, TPB, and DCF), a K30 CO,
analyzer was deployed near the stream and measured the con-
centration of CO; in the air (COg ;). These sensors were cali-
brated in the same manner as described previously. Where
these data were not available, or where there were missing
data, the median of all COj,, 422 ppmv, was used
(Supporting Information Fig. S3). Sensor measurements were
converted to molar concentration using Henry’s law to
account for atmospheric pressure and water temperature.

The gas exchange rate for CO,, kco, (m d~') was calcu-
lated as,

sC 172
kco, :( 6&?) /Ke00 (4)

where SCco, is the Schmidt number for CO, at a given water
temperature and ke is the gas transfer velocity (m d ') stan-
dardized for a Schmidt number of 600 (Raymond et al. 2012).
We estimated kgpo (M d’l) for each reach based on an empiri-
cal relationship following Raymond et al. (2012):

k600 = (ZSbVC (5)

where S is the channel slope (unitless), V is the water velocity
(ms™), and a (1162+192), b (0.77 +0.028), and
¢ (0.85 £ 0.045) are constants. This formula was selected as it
had the strongest correlation with measurements of gas
exchange in the streams of Strahler order one and two in previ-
ous studies (Koenig 2017; Robison et al. 2022). The slope of each
stream reach was found using high-resolution digital elevation
models. Predictive relationships for changes in velocity at a site
(V, m s—') were made using the equations for scaling of stream
geometry at a site (Knighton 1998),

V=mQ" (6)
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where Q is discharge (m®s~!) and the exponent n is 0.4. The
coefficient m is derived for each site using the mean discharge
(Qmean) and mean flow velocity (Viean), wWhere Viean is
derived from the relationship across streams and rivers of vari-
ous sizes (Raymond et al. 2012),

Vimean = €Xp(0.285In(Q pean) — 1.64) (7)

The resulting coefficients, m, ranged from 0.32 at the
smallest sites to 0.18 at the largest sites.

Discharge was available from long-term monitoring pro-
jects for HB, WHB, TPB, and DCF (Koenig et al. 2017), CB and
DB (Wollheim et al. 2017), and CC and SB (Morse and
Wollheim 2014). Site-specific stage-discharge rating curves
were developed for each site, where continuous stage loggers
(HOBO Water Level U20L-04, Onset) are related to discharge
measurements. Discharge measurements were made using a
combination of cross-sectional velocity measurements using
handheld acoustic Doppler velocimeters (FlowTracker2,
SonTek) with the mid-section method (Pelletier 1988) and
dilution gaging of salt slug injections (Richardson et al. 2017).
While discharge measurements were made across a variety of
flow conditions, larger flows associated with storms at times
exceeded the maximum level of discharge measurement
(< 1.5% of data record across all sites). For IR and LMP, our
sampling locations are located less than 1 km upstream of
USGS gages 01101500 and 01073500, respectively. Watershed
area increases minimally between the sampling location and
USGS gage (< 0.5%), thus we use the discharge data from these
two USGS stations without adjustment.

All data analysis and statistical methods were performed
in MATLAB and Statistics Toolbox Release 2022a
(The MathWorks, Inc.). Median pCO, and Fcpp, were com-
pared to land cover categories using simple linear regression,
with the coefficient of determination () used to measure
goodness-of-fit. Some direct measurements of the gas transfer
velocity at the 1% and 2"%-order systems were measured using
argon as a conservative gas tracer (Hall and Madinger 2018).
We use these direct measurements as a means of examining
the general accuracy of the estimated gas transfer velocity
from Egs. 5-7 (Supporting Information Fig. S4).

Sensitivity and uncertainty analyses

Estimation of Fco, from the streams relied on measure-
ments and equations with known and unknown levels of
uncertainty. Thus, the propagation of this uncertainty was
critical to understanding both the accuracy of the resulting
Fcoo estimates as well as the sensitivity of Fco, to input
parameters. For example, sources of observation uncertainty
included sensor accuracy. The K30 CO, sensor has a manufac-
turer’s accuracy of + 30 ppm and 3% of the measured value.
Similarly, the parameters of the k¢oo equation each have asso-
ciated uncertainty (Raymond et al. 2012).

Lotic-SIPCOZ2 sensor system

To understand the influence of each input parameter on
the calculation of Fco,, we implemented a Monte Carlo simu-
lation with 1000 iterations and defined uncertainty ranges
around each input parameter. For each of these parameters
and at each stream, the theoretical value was set as the median
during the period 01 June 2019 through 01 September 2019.
This period was selected because sensor adaptations were
applied at this time, and the data record is complete for 9 of
the 10 streams. A normal distribution was then generated for
each input variable using either a known standard deviation
or by conservatively assigning a percent uncertainty (Table 2).
For variables without defined uncertainty, we set the standard
deviation to 10% based on the relative confidence in the mea-
surement of these variables (discharge, temperature, slope;
Yanai et al. 2015), and 20% for all others (scaling parameters
in Eq. 6) where confidence is not well defined. The standard
deviation from the Monte Carlo simulations was used to deter-
mine the uncertainty of Fco,. A larger standard deviation thus
indicated greater uncertainty at a given stream. In addition,
the sensitivity of Fco, to each input parameter was evaluated
by correlation analysis using the Pearson correlation coeffi-
cient (r) at each stream. High values of r indicate greater sensi-
tivity of Fco, to an input parameter.

This sensitivity analysis is not an exhaustive examination of
uncertainty within our study system. Instead, it is a rough
assessment of which parameters are likely to contribute the
most to stream Fco, uncertainty in studies using high-fre-
quency sensors and under which conditions these parameters
are influential. For example, we do not attempt to determine
an exact uncertainty by comparing measurements of dissolved
CO, concentration with sensor measurements. The use of

Table 2. Variables used in the estimation of Fco, uncertainty.
The mean value for each variable was either measured directly by
sensors, estimated by equations and ratings curves described in
the text, or set as coefficients and exponents in equations of gas
exchange and hydraulic geometry. The variables m and n are the
coefficient and exponent of Eq. 6, respectively. The variables a, b,
and ¢, are the coefficient, 1% exponent, and 2nd exponent from
Eq. 5, respectively, with uncertainty defined in Raymond et al.
(2012).

Variable Mean SD (%)
CO2,water (PPM) Measured +30% + 3%
COy,.ir (PPM) Measured +30% + 3%
Discharge (Ls™") Estimated 10%
Temperature (°C) Measured 10%

Slope Estimated 10%

m Estimated 20%

n 0.4 20%

a 1162 192

b 0.77 0.028

c 0.85 0.045
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pre-defined and generalized quantities, such as the manufac-
turer’s specifications, provide a more impartial approach to assess
general patterns across sites. This could be viewed as a conserva-
tive estimate of uncertainty, given the SIPCO2 design has been
shown to be more accurate than manufacturer’s specifications
(Hunt et al. 2017; Lee et al. 2022). The resulting sensitivities pro-
vide a framework to potentially differentiate which parameters
contribute to uncertainty and under which conditions, such as
in smaller and larger streams or under high or low CO, satura-
tion conditions. As such, the exact uncertainty of each input
parameter is not critically important, but rather provides the nec-
essary structure on which to assess the sensitivity.

We also examined the impact of sampling frequency on
estimating median Fco, by randomly sampling the sensor
time series at frequencies ranging from twice daily to once
monthly. We first established the median F-o, for each site as
that calculated using the full sensor-based Fco, dataset for
the period 01 June 2019 through 01 September 2019
(Fcoz,theoretical)- Then, a random value Fco, was selected from
the 15 min time series at the corresponding interval, for exam-
ple, two random sample points per day. A median Fco, value
was then re-calculated from the respective subsampled time
series (Fcoz,simulated)- This process was repeated 1000 times
for each sampling frequency to create a distribution of possi-
ble estimates. The distribution of Fcoz simulatea fOT €ach respec-
tive subsample was then compared to Fcoz theoreticar tO
determine what fraction of simulations fall within the 90%
confidence bounds as determined by the uncertainty analysis
described previously. While this uncertainty in Fcog theoretical
also applies to each Fcozsimulatea; W€ do not incorporate
Fcoz,simulated UNcertainty into this analysis of sampling frequency.
Instead, we only consider the uncertainty in Fcog teoretica 1
determining what fraction of Fcoz simulatea 1€ accurate.

We then examined the impact of nighttime sampling on
estimating accurate median Fco,. Following Gomez-Gener
et al. (2021), we calculated the median Fc-o, from each site
between the hours of 12:00 and 17 : 00 for daytime values,
and between 00 : 00 and 05 :00 for nighttime samples. We
then replicated the random sampling regime above using only
samples between the hours of 12:00 and 17 : 00 again. We
again define an accurate Fcog simulatea @S ONe that falls within
the 90% confidence interval of Fcoz, theoretical-

Results

Sensor performance

During deployment, sensors functioned approximately
70-100% of the time across sites and seasons. The most com-
mon reason for malfunction was low battery power, caused
primarily by the power demand of the continuously operating
pumps. This issue was resolved in the short term by replacing
the battery regularly, and in the longer term by increasing the
size of attached solar panels. Occasionally, lotic-SIPCO2 sen-
sors were damaged or unmoored during high-flow events,

Lotic-SIPCO2 sensor system

resulting in either sensor failure or loss of connection with the
stream. Recorded data were removed for what was deemed to
be likely inaccurate measurements due to high biofouling dur-
ing years of measurements prior to copper tubing and taping
applications. In addition, in 2020, a severe drought affecting
the area also caused cessation of flow in some streams
(e.g., DB and SB). When flows are low enough, the sensors
cannot be adequately submerged and thus are not sealed to
the stream water environment.

Dissolved CO, measurements made by lotic-SIPCO2
exhibited relative consistency with grab measurements
(median r? =0.69); however, error metrics were mixed
(median NRMSE = 12.2%; Fig. 3). Correlation (*) between
sensor measurements and grab samples among sites ranged
from 0.27 to 0.93, with * > 0.5 at eight sites. The slope of
these correlations was not significantly different than 1 at 8 of
10 sites. The correlation and slope comparison generally suffer
when many grab samples were available (e.g., at WHB
and DCF). The NRMSE ranged from 3.2% at SB to 19.7% at
LMP, with four locations exhibiting an NRMSE below 10%,
and nine below 15%.

Drift analysis in 2018 indicated seven of nine sensors did not
drift with respect to their slope, and eight of nine with respect to
their intercept (Supporting Information Table S1). That is, sensor
accuracy was fully maintained throughout the 2018 monitoring
season for seven of nine sensors. At the two sites where drift was
detected, TPB and LMP, corrections were made by applying the
altered relationship linearly over the course of the monitoring
period. Drift corrections, following these same methods, were
made at three sites in 2019 and one in 2020.

CO; concentration, emissions, and uncertainty

The median dissolved CO, concentration measured with
lotic-SIPCO2 sensors across all sites and time was
64.6 £ 2.9 yM CO, (Table 3; Fig. 4a). Uncertainty here is
defined by the manufacturer’s specification. The median per-
cent saturation at all sites was above 100%, indicating streams
were typically oversaturated with respect to CO,. At four sites
(WHB, CC, SB, and IR), CO, was always supersaturated during
the monitoring period; at five sites (CB, DB, TPB, DCF, and
LMP), CO, was supersaturated during at least 95% of monitor-
ing period; and at HB, CO, was supersaturated approximately
70% of the time. On average, the 2nd-order, suburban stream,
SB, had the highest median CO, concentration (136 £+ 5.9 yM
COy3), whereas a steep, forested headwater stream, HB, had the
lowest (26.6 + 1.1 uM CO5). The highest instantaneous mea-
surement of pCO, was 311 £ 13 uM CO, at CC, and the low-
est was 11.1 + 2.3 uM CO, at LMP, which is at the outflow of
a reservoir. Watershed percent forest cover most strongly cor-
related with median CO, concentration (%= 0.61), with
higher forest cover corresponding to lower median CO, con-
centration. Combining watershed percent wetland and imper-
vious cover explained more variance (* = 0.80), and exhibited
positive correlation.
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Fig. 3. Comparison of dissolved CO, measurements by lotic-SIPCO2 compared to by grab sampling and analysis on a gas chromatograph. The dashed
red line displays the 1:1 relationship. Site names marked with asterisk symbols are significant correlations (p < 0.05). NRMSE is the normalized root

mean square error, shown as a percentage.

The range of predicted gas exchange rates, kcoz, was gener-
ally greater within a single site than when comparing the
median values across sites (Table 3; Fig. 4b). The largest
median kco, was 15.9 + 6.4 m d~! at the montane HB; and
the lowest median kcop was 4.4 = 1.7 md ' at CC, a relatively
small stream with a shallow slope. Uncertainty in the gas
exchange rate is defined by ranges in the scaling of velocity with
discharge and the gas exchange rate from velocity and slope. The
smallest range of predicted kepo was 12.9 +52m d ' at TPB
(1.8-14.7 m d~') where the stream drains the outlet of a lake
and extended up to 93.4 + 37.8 m d™' at the comparably steep
HB (3.5969m d!). Measured kg from previous studies
(Koenig 2017; Robison et al. 2022) and modeled rates in this
study were significantly correlated (* = 0.43; p < 0.01), but this
comparison includes only a small portion (1-12m d™') of the
total modeled range (Supporting Information Fig. S4).

Emissions of CO, (Fco2) were predominantly positive, that
is, the streams were net sources of CO, to the atmosphere
(Fig. 4c). The median Fcp, across all sites was 3.3 +1.4g C
m~2d!. The highest median Fco, at an individual site across
the entire monitoring period was at IR (10.2+4.3g C m 2
d™1), and the lowest was at HB (0.8 + 0.4 g C m 2 d ). Uncer-
tainty is defined by the Monte Carlo simulation described pre-
viously. The highest instantaneous Fco, estimated was
716+299gCm >d 'atSBand 64.1 £25.7gCm 2d !at
CB, both of which occurred during storms in these suburban
streams. The median Fco, across each monitoring year was
positive at all sites across years. The lowest single annual
median rate of emission was 0.1 £0.3g C m > d ' at HB in
2019. Periods of CO, uptake (negative F-o,) were predicted to
occur at 6 of the 10 streams, when the streams were undersat-
urated with respect to CO,. Estimated emissions during these
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Table 3. Summary statistics of dissolved CO, as measured by lotic-SIPCO2, the gas exchange velocity for CO, (kcoz), and the
estimated rate of CO, emission (Fco2). Median values are listed with the interquartile range in parenthesis. Sites are listed in order of

watershed area, from smallest to largest.

Dissolved CO,

Site uM % Saturation % Time below saturation kcoz (md™") Fco2 (@Cm2d™
HB 26.6 (21.4) 164 (122) 326 15.9 (9.8) 0.8 (2.3)
WHB 62.8 (15.5) 288 (78) 0.0 7.8 (3.1) 3.3(1.9)
cB 85.2 (50.3) 506 (319) 1.4 6.7 (2.7) 57@3.1)
DB 86.4 (88.2) 571 (515) 03 5.9 (3.2) 43(3.8)
cc 136 (50.8) 734 (316) 0.0 5.6 (3.6) 5.8 (4.2)
SB 136 (47.2) 812 (345) 0.0 8.1 (3.6) 9.0 (4.6)
TPB 50.6 (38.4) 280 (203) 4.0 4.4(2.2) 1.6(1.1)
DCF 65.5 (24.2) 338 (155) 0.7 11.6 (5.8) 4.6 (2.8)
IR 132 (79.3) 797 (559) 0.0 9.6 (4.3) 10.2 (3.6)
LMP 80.7 (32.5) 417 (232) 1.8 11.0 (6.7) 5.1 (3.6)
Al 64.6 (36.7) 307 (223) 49 7.7 (6.0) 3.3(3.6)
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Fig. 4. Time series from 01 April 2019 to 01 November 2019 of (a) dissolved CO, concentration as measured by lotic-SIPCO2 sensors, (b) the calculated
gas exchange rate for CO,, kcoz, on a log scale, and (c) the estimated rate of CO, emissions for all sites across the entire monitoring period. The example
of (d) dissolved CO, concentration, (e) kcoz, and (f) the estimated rate CO, emission at DCF for the period 01 May 2019 to 01 July 2019.

periods were as low as —3.8+2.0g C m > d”! at HB and
—3.1+1.6g Cm ?d ! at CB. Forest cover correlated nega-
tively with Fcop as the best single predictor land cover type
(* =0.73). Combined wetland and impervious cover
explained more variability (©* =0.85), and correlated posi-
tively with Feop.

Sensitivity and uncertainty analyses

Sensitivity analysis suggests the equations for stream veloc-
ity and the gas exchange rate (Eqgs. 5, 6) are most influential in
the estimation of Fcoy (Fig. 5). The coefficient in the calcula-
tion of kepo (EQ. 5) was the single most influential input vari-
able (|r| = 0.66), and the other exponents and coefficients in
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Fig. 5. Monte Carlo simulation of the sensitivity of estimating CO, emissions from all input variables, with results from one stream, TPB, displayed. The
closer the correlation coefficient (r) is to 0, the weaker the sensitivity of the emission estimate to the selected input variable. Variables (a-d) are measured
by sensors, slope (e) refers to the reach slope, and variables in (f) and (g) refer to Eq. 6, and (h-j) refer to Eq. 5.

the scaling of flow velocity and kego are all relatively influen-
tial as well (|r] = 0.33-0.37). Variables measured (water temper-
ature, air CO,, and water CO;) or estimated (discharge) by
sensor data were relatively weak influences on estimates of
Fcoz generally (|r] < 0.15). The exception to this occurs when
the dissolved concentration of CO, approaches equilibrium
with the atmosphere, for example, at HB across 2019. Here,
estimation of Fco, was most sensitive to the measurement of
CO, concentration of air (r= —0.50) and water (r = 0.49).
Propagating the uncertainty from these simulations, the 90%
confidence interval was approximately 40% of the median
Fcop (e, 33+1.4g C m 2 d'). Site-specific uncertainty
ranged from 30% of the median Fco, at LMP to 58% at HB.
Across all sites, accurate estimation of the median Fco, was
achieved during 100% of simulations at sampling frequencies
of every 2 d or more frequent (Fig. 6). Under these sampling
regimes, all estimates of F-o, were within the 90% confidence
interval of the theoretical rate determined using the lotic-
SIPCO2 and uncertainty defined above. Sampling at a weekly
interval resulted in accurate estimates in more than 95% of sim-
ulations across all sites, and at a monthly interval in approxi-
mately 77% of simulations (Supporting Information Table S2).
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Limiting sampling to only the daytime reduces the
accuracy of these simulations. Accuracy during 100% of simu-
lations is only achieved with daily or more frequent sampling,
and at daytime monthly intervals accuracy is reduced to 64%
on average. Emissions of CO, were on average 18% greater
during nighttime compared to daytime across all sites. The dif-
ference between nighttime and daytime estimates ranging
from approximately 25% higher at IR to essentially no differ-
ence at TPB and LMP. Larger differences between mean day
and night emissions at a site generally led to larger uncertainty
in randomly sampling daytime samples as well.

Discussion

Lotic-SIPCO2 performance

The lotic-SIPCO2 measured pCO, at 15-min frequency
across the wide range of streams and rivers in this study, cap-
turing patterns in CO, concentration, including diel cycles
and interruptions to this cycle after storm events (Fig. 4).
These measurements allowed for estimation and uncertainty
analysis of median Fco, across the sampling periods, and the
effect of sampling frequency on that estimation. The design
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Fig. 6. The difference between simulations of the median annual rate of CO, emissions based on various sampling frequencies (Fcoz simulated) and the calculated
median annual rate of CO, emissions based on lotic-SIPCO2 measurements (Fco2,theoretical) fOr DB. Sampling frequency increases left to right, from one sampling
every 30 d (1/30) to two samplings per day (2). The shaded area represents the uncertainty in Fcoy theoretical Dased on analysis in this study.

combines the relatively rapid response time of headspace equi-
librium methods with the increased affordability of submerg-
ible sensors (Yoon et al. 2016). The lotic-SIPCO2 equilibration
time, and thus the integration time, is fast enough to reflect
changes at 15-min intervals independent of flow conditions.
It is theoretically possible to reduce this time even more, by
reducing the tubing length further or limiting the volume of
the sensor housing (e.g., adding packing material to occupy
space). In addition, the lotic-SIPCO2 method benefits from the
ability to calibrate the sensors in the same conditions as the mea-
surement occurs, that is, in dry conditions because of the use of
equilibrated headspace. The affordability and relatively minimal
deployment requirements of the lotic-SIPCO2 raises the possibil-
ity of multiple sensor installations, therefore expanding the
range of research questions that can be addressed. Given the pri-
mary source of uncertainty in calculating Fco, was the estima-
tion of gas exchange, similar to previous studies (e.g., Zappa
et al. 2007), the lotic-SIPCO2 provided a robust means of pCO,
measurement in these lotic ecosystems.

The performance of the original SIPCO2 (Hunt et al. 2017)
has been favorably compared to other aquatic CO, sensors,
suggesting the accuracy of measurement using the design pres-
ented in this study is similar (Lee et al. 2022). Indeed, the
lotic-SIPCO2 measurements compared relatively well to grab
samples across the streams in this study (NRMSE < 20%;
Fig. 3), comparable to other evaluations of aquatic pCO, sen-
sors (Yoon et al. 2016). Given the challenges with grab sample
measurements of dissolved gases generally and the delayed
equilibration methods in this study specifically (Jiang
et al. 2014; Koschorreck et al. 2021), we expect there is some
measurement error associated with our grab sample concentra-
tions. However, we expect this source of measurement error to
be relatively small given that we took preservative precautions
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to maximize the comparability with the sensor-derived mea-
surements. Future evaluations of CO, sensors would further
benefit from the development of standard methods for dis-
solved gas collection and analysis, as exists in the oceano-
graphic literature (Dickson et al. 2007), especially given that
regular monitoring programs are often not solely focused on
dissolved gases and must balance multiple objectives. Drift
was also a relatively minor, but important aspect of sensor per-
formance, where a small minority of sensors experienced sig-
nificant drift over the monitoring season. As with sensors
generally, these drift determinations are a critical check on
sensor accuracy over deployment periods.

Altogether, we believe the lotic-SIPCO2 provides an open-
source and relatively affordable option for remote measure-
ment of pCO, in lotic ecosystems. The design adaptations we
describe are necessary for deployment of the lotic-SIPCO2 in
streams and rivers, and address some issues potentially present
in other aquatic ecosystems (i.e., biofouling). Additional varia-
tions of the SIPCO2 method were described recently which
integrate wireless communication capability and alternative
gas-water equilibrators (Lee et al. 2022). Combined, these
adaptations offer unique and relatively affordable means of
increasing CO, measurements across lotic ecosystems without
conceding accuracy.

Some limitations are still present with the lotic-SIPCO2 and
should be considered before use. First, the submerged portion
of the sensor requires approximately 10 cm of water to func-
tion, limiting the ability of the lotic-SIPCO2 to function in
extremely shallow environments or during particularly dry
periods. This requirement is not different from submersible
sensors generally. Further system modifications could be made
to function in shallower systems. For example, shortening the
submerged portion of the apparatus or using a horizontal pipe
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as the submersible portion could offer functionality at
shallower minimum depths. By selectively choosing deeper
positions within the stream or river, this issue can be avoided,
but does bias site selection. Placing the lotic-SIPCO2 in suffi-
ciently deep areas also allows greater compensation depths
(Colt and Bouck 1984; Aitchison et al. 2007), that is, the
length over which the pumped bubble can equilibrate with
the water. Some balance between the minimum depth which
maintains function and the compensation depth should be
considered when designing the specific application of the
lotic-SIPCO2 system.

Highly turbulent streams may also require additional adap-
tations to the SIPCO2 to ensure a seal of the submerged por-
tion of the sensor with the water column, which allows for
headspace equilibrium to occur without interruption. Highly
turbulent environments, like those of high mountain areas
(Ulseth et al. 2019), could limit the effectiveness or stability of
this seal by introducing bubbles or varying depth quickly.
Also, the high energy nature of these streams may threaten
the sensor anchoring as currently designed. For example, at
the relatively urban SB, it appears a debris impact broke the
anchor during one storm event in 2019 resulting in the loss of
the sensor for the remainder of the monitoring season. Further
modifications to the deployment setup could improve the
durability, such as inserting the sensor into a well-mixed
stilling well where turbulence is reduced and stability in the
channel is improved.

Maintaining power supply remains a concern in heavily
forested areas with dense canopies, where the continuous
operation of the pump draws considerable power. The
recharging of the battery with a 25 W solar panel did not suf-
fice in some sites over monthly periods (e.g., the forested CC),
and battery replacements were necessary to resume sensor func-
tion. In less-shaded areas, solar recharging was sufficient over the
entire measurement season without battery replacement. The
power demand from the pump appears greater than other sub-
mergible sensors (Blackstock et al. 2019), but is still less than
land- or boat-based options (Yoon et al. 2016). Again, selective
deployment in less-shaded areas or placement of solar panels in
more advantageous positions could help overcome this limita-
tion, as would regular battery replacements.

While greater light exposure increases the risk of biofoul-
ing, the lotic-SIPCO2 design appeared robust in limiting or
preventing biofouling in the streams of this study. After
implementation of the copper adaptations, biofouling did not
appear to affect sensor measurement of pCO, at these eight
locations. Cleaning procedures were maintained, whereby the
tubing was brushed during roughly monthly visits, yet no visi-
ble biofilms were present. Both approaches thus appear effec-
tive, yet the application of copper tape to the inside of PVC
pipes was not a trivial process. Future users should balance
facilities, cost, ease, and necessity in selecting whether to use
these copper adaptations and which one.
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Finally, the pump mechanism of the headspace equilibra-
tion prevents the lotic-SIPCO2 from functioning in freezing
environments. Freezing of the tubing through which the
pump recirculates headspace air prevents circulation and can
cause the pump to fail. Mechanisms of heating the sensor
housing and tubing would likely increase power usage
even more and could affect local biological processes and
CO, concentration. However, a balance between intermittent
heating and dissolved CO, measurement at reduced frequen-
cies (e.g., twice per day) could be found to accurately estimate
median Fco, and limit power consumption. Because we did
not implement any warming mechanisms, our study was lim-
ited to the non-freezing season.

CO, concentration and emissions

The streams in this study were predominantly sources of
CO, to the atmosphere, following dominant patterns in
streams and rivers globally (Lauerwald et al. 2015). The
median estimated Fco, (3.3 £1.4g C m2dYis comparable
to those published in local (1.0g C m 2 d~'; Schade
et al. 2016), continental (6.5g C m~2 d~!; Butman and
Raymond 2011), and global estimates of stream and river
emissions (7.9 g C m~2 d~'; Raymond et al. 2013). Moreover,
the median CO, concentration (64.6 + 36.7 uM CO,) and gas
exchange rate (kgoo = 8.2 m d™!) fall within the measured and
predicted values for this region of 170 + 76 uM CO, (Herreid
et al. 2020) and ke from approximately 5-15m d~*
(Raymond et al. 2012).

The relationships between land cover and median CO, con-
centration and emission rates also follow previous studies
(Borges et al. 2018), where the importance of certain sources
of CO, to streams and the production of CO, within the
stream are influenced by land cover (Marescaux et al. 2018).
For example, wetlands can provide a large supply of CO, to
lotic ecosystems (Abril et al. 2014; Kirk and Cohen 2023),
where CO, produced in wetlands is transported to streams
and emitted there. Similarly, urbanization has been shown to
increase riverine CO, emissions (Gu et al. 2021; Zhang
et al. 2021), where increased inputs of nutrients and organic
matter fuel in-stream production of CO,. The stronger rela-
tionship with forest cover as a single variable may thus be
more indicative of what other land covers are omitted when
forest cover is high, that is, when forest cover is higher, wet-
land and impervious cover is lower. Further constraining the
influence of land cover on stream CO, dynamics is important
to be able to scale estimates of lotic CO, emissions spatially
(Lauerwald et al. 2015), and data collected by high-frequency
sensors systems such as the lotic-SIPCO2 can greatly aid this
process through source partitioning (Marzolf et al. 2022).

Contrary to predictions (e.g., Hotchkiss et al. 2015), we do
not observe a clear decrease in total Fco, from smaller to larger
streams. There was not a clear relationship between stream
size and median Fco, for the streams studied here. It may be
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that land cover is a stronger influence, and thus confounding
variables such as nutrients, light, and wetland cover
(Bernhardt et al. 2018) almost certainly provide more com-
plexity to predicting stream CO, dynamics than simply water-
shed size (Hutchins et al. 2020; Martinsen et al. 2020). Indeed,
IR directly drains an extensive fluvial wetland, which likely
explains why this stream had the highest emission rates in
this study. Exploration of the influence of stream and water-
shed size on CO, emissions across a network of more uniform
land cover should be aided by the affordability of the lotic-
SIPCO2.

Observation of CO, undersaturation in general follow pre-
dictable seasonal patterns of primary productivity in streams
and rivers of various sizes (Koenig et al. 2019; Savoy
et al. 2019). For example, in smaller streams (e.g., CB, DB,
TPB), these periods generally occurred in the spring and fall
when canopy cover is minimal while solar irradiance is rela-
tively high (Roberts et al. 2007). At the largest river (LMP),
undersaturation was typically observed in the middle of sum-
mer, where canopy cover does not inhibit incident light, GPP
can reach a maximum in summer (Uehlinger 2006).

The undersaturation observed at HB could be a result of
sensor uncertainty. Approximately, half of measured CO, con-
centrations at HB below saturation are within the manufac-
turer’s error of the saturation concentration. As such, the
certainty of whether HB is a sink or source of CO, during low
concentration periods is limited. The relatively high rates of
turbulent gas exchange help maintain CO, concentration near
saturation, highlighting the unique aspects of mountain
streams that may alter priorities in CO, monitoring strategies.
Assuming this undersaturation is real, it is unlikely that in-
stream photosynthesis is sufficient to result in net uptake of
CO, given the small, steep, and shaded nature of this forested
watershed and the observation of undersaturation during
periods of full canopy cover (Bernhardt et al. 2022). Another
potential sink of CO, in catchments is mineral weathering
(Hilton and West 2020), whereby CO, is geochemically con-
sumed in the breakdown of carbonates and silicates While we
do not assess the likelihood of this mechanism here, the
potential for mineral weathering to act as a consequential sink
of CO; in HB suggests a need for closer examination of water-
shed CO, sources and sinks in montane environments.

Uncertainty and sampling frequency

Uncertainty in estimating CO, emissions from streams and
rivers is generally more sensitive to the estimation of gas
exchange rather than the measurement CO, concentration
(Fig. 5). Therefore, accurately quantifying the gas exchange
rate across flow conditions will most significantly reduce
uncertainty in CO, emission estimates. The relatively large
influence of how channel geometry and velocity is scaled with
discharge has been demonstrated in modeling of river pro-
cesses previously (Wollheim et al. 2006, 2022), emphasizing
the importance of constraining these relationships in river
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network studies (Bertuzzo et al. 2017; Helton et al. 2017;
Koenig et al. 2019). For gas exchange, it should be possible to
reduce this uncertainty with direct measurements of gas
exchange across flow conditions (Hall and Ulseth 2020).

The exception to this pattern occurs when the concentra-
tion of pCO, approaches equilibrium with the atmosphere. In
this case, the uncertainty in the measurements of pCO, and
CO; ,ir become more important as relatively small differences
in measured concentration result in large percentage differ-
ences in Fcpp, potentially including the difference between
over- or undersaturation. For example, at HB where gas
exchange rates are relatively high and CO, concentrations are
frequently near equilibrium, the estimated Fco, was most sen-
sitive to measurements of dissolved and atmospheric CO,. In
streams like this, confidence in the CO, emission estimate is
most improved by higher accuracy sensor systems. This could
include the lotic-SIPCO2 as designed (Hunt et al. 2017; Lee
et al. 2022), or additional calibration protocols, which include
pressure, temperature, and humidity effects on the NDIR mea-
surement (Martin et al. 2017) could be used during calibration
and yield greater accuracy. Regardless, because the absolute
Fcoo at these sites is frequently small, the implications for
regional or continental scale carbon emission budgets are
comparatively negligible.

Based on our analysis of sampling frequency, high-
frequency measurements of pCO, are not necessary for accu-
rate estimation of the median seasonal or annual rate of Fcos.
In other words, for the streams in this study, temporal varia-
tion in pCO, is relatively accurately captured at sampling fre-
quencies of every 2 d. This may indicate that many studies of
stream and river CO, emissions which rely on relatively infre-
quent grab sampling (Herreid et al. 2020; Gu et al. 2021) may
provide a more accurate estimate of annual Fco, than previ-
ously thought. However, sampling a stream every 2 d is not
feasible in many circumstances. Depending on stream-specific
pCO, diel characteristics, consideration of nighttime sampling
may also be more important than sampling at a daily fre-
quency (Gomez-Gener et al. 2021). Sites with lower median
Fcoo generally exhibit the highest relative error in these
sampling-frequency analyses, where small differences in the
magnitude of emissions are a larger percentage of the mean.
Thus, given a stream or river where CO, concentrations are
near equilibrium with the atmosphere, more frequent mea-
surements or measurement with high accuracy may be more
advantageous depending on the objectives of the study, for
example, to accurately estimate the mean annual Fco, and
downstream fluxes relative to the net carbon exchange of the
catchment.

Conclusion

High-frequency monitoring of CO, in streams and rivers
offers an unprecedented, high-temporal resolution perspective
on CO, concentration and emission dynamics. Lotic-SIPCO2
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sensors provide robust measurements of dissolved CO, con-
centration in streams at timescales necessary to delineate fine
scale variability needed for a mechanistic understanding of
ecosystem processes. The benefits of this sensor system
include relatively fast equilibration times, affordability, ease of
calibration, and limited deployment infrastructure. Effective
use of the lotic-SIPCO2 method still should consider the mini-
mum depth of the monitored stream, the available power sup-
ply, potential for biofouling, and the necessary anchoring
system for the flow regime. Although high-frequency data are
useful for revealing diel and storm event patterns of CO, con-
centration and emissions, they do not appear to be always
necessary to accurately estimate average emission rates from
streams and rivers, as observed for those in this study. If future
studies find similar results in watersheds across hydroclimatic
and biogeochemical regimes, then estimates of annual CO,
emission rates which rely on daily or weekly sampling may be
more confidently included in regional and global carbon bud-
gets. Nonetheless, visiting streams to sample at daily or even
weekly intervals can be difficult, therefore sensors may also be
valuable for capturing these middle timescales and offer more
resilience toward estimating seasonal or annual emissions. We
add the lotic-SIPCO2 method as an option in this endeavor,
with novel advantages for deployment in appropriate
conditions.
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