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Pulsar timing arrays (PTAs) detect gravitational waves (GWs) via the correlations they induce in the
arrival times of pulses from different pulsars. We assume that the GWs are described by a Gaussian
ensemble, which models the confusion noise produced by expected PTA sources. The mean correlation
h*u,(y) as a function of the angle y between the directions to two pulsars was predicted by Hellings and
Downs in 1983. The variance 62, (y) in this correlation was recently calculated [B. Allen, Variance of the
Hellings-Downs correlation, Phys. Rev. D 107, 043018 (2023)] for a single noise-free pulsar pair at
angle y, which shows that after averaging over many pairs, the variance reduces to an intrinsic cosmic
variance 62 (y). Here, we extend this to an arbitrary set of pulsars at specific sky locations, with pulsar
pairs binned by y. We derive the linear combination of pulsar-pair correlations which is the optimal
estimator of the Hellings and Downs correlation for each bin, illustrating our methods with plots of the
expected range of variation away from the Hellings and Downs curve, for the sets of pulsars monitored by
three active PTA collaborations. We compute the variance of and the covariance between these binned
estimates, and show that these reduce to the cosmic variance and covariance s(y, ') respectively, in the
many-pulsar limit. The likely fluctuations away from the Hellings and Downs curve p,(y) are strongly
correlated/anticorrelated in the three angular regions where yu,(y) is successively positive, negative, and
positive. We also construct the optimal estimator of the squared strain 4> from pulsar-pair correlation data.
Remarkably, when there are very many pulsar pairs, this determines h*> with arbitrary precision because (in
contrast to LIGO-like GW detectors) PTAs probe an infinite set of GW modes. To assess if observed
deviations away from the Hellings and Downs curve are consistent with predictions, we propose and
characterize several y> goodness-of-fit statistics. While our main focus is ideal noise-free data, we also
show how pulsar noise and measurement noise can be included. Our methods can also be applied to future
PTAs, where the improved telescopes will provide larger pulsar populations and higher-precision timing.
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I. INTRODUCTION

A pulsar timing array (PTA) is a galactic-scale
gravitational-wave (GW) detector. It searches for low-
frequency (nanohertz) GWs by precisely monitoring the
arrival times of pulses from a set of pulsars [1].
Gravitational waves (e.g., from inspiraling supermassive
black-hole binaries in the centers of merging galaxies)
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influence the pulse arrival times in a way that is correlated
between different pulsars. The mean correlation between a
pair of pulsars depends upon the angular separation y
between the lines of sight to each member of the pair, as
seen from Earth [2].

The mean correlation was calculated by Hellings and
Downs [3] for a unit amplitude, isotropic and unpolarized
GW background. It has the simple analytic form [4]

1 1 /1-cosy 1 —cosy, [1—cosy
i) =3¢ (L5 )+ (15,
(1.1)

where y is the angular separation between a pair of pulsars,
and “u” means “unpolarized.” Observation of a correlation
proportional to this Hellings and Downs curve is the

“smoking gun” signature that a PTA has detected GWs [5].
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Several groups are searching for such correlations.
These groups report strong statistical evidence for fluc-
tuations in the individual pulsar arrival times that share
the same “red” spectrum [6-9] that a GW background is
expected to produce [10]. However, there is currently little
evidence for the Hellings and Downs angular dependence,
which makes it difficult to claim that a GW background is
responsible.

Could the lack of evidence for the Hellings and Downs
angular dependence be a statistical fluctuation? To answer
this, it is important to understand what variations away
from the Hellings and Downs predicted mean might be
expected. The size of such fluctuations is quantified by the
variance of the Hellings and Downs correlation.

A. Total variance, pulsar variance, and cosmic variance

Recent work [11] calculates this variance for several
GW source models, neglecting all sources of noise.
The most important model contains N unpolarized point
sources, uniformly distributed (statistically) in space,
radiating GWs at the same frequency but with indepen-
dent random phases. For large numbers of sources, this
creates stationary “confusion noise.” It is a Gaussian
stochastic process [12—14] provided that the amplitude of
the individual sources vanishes as N — oo.

The (total) variance 62, computed in [11] is a sum of
“pulsar variance” and “cosmic variance” 62,,. Both types of
variance have been observed in simulations based on
synthetic catalogs of sources [15]. Pulsar variance arises
because different pairs of pulsars separated by the same
angle y have correlations that differ from the average, in a
way that depends (unpredictably) upon their sky positions.
Reference [11] computes the total variance (there denoted
by 6? without a subscript) for a single randomly selected
pulsar pair separated by angle y. In contrast, the cosmic
variance is the variance of the correlation after the
correlation has been averaged over all possible locations/
orientations of the pair. This corresponds to employing an
infinite number of pulsar pairs separated by angle y,
uniformly distributed about the sky, and is called pulsar
averaging.

In the confusion-noise model (Sec. III A in [11]), cosmic
variance arises because, even after pulsar averaging, the
correlation depends upon the relative phases of the GW
sources. Each realization of the Universe has different
phases, and thus exhibits different pulsar-averaged corre-
lations. The cosmic variance is the amount by which
the pulsar-averaged correlation curve is expected to differ
from the Hellings and Downs prediction in an ideal world
containing an infinite number of noise-free pulsars. Unlike
the pulsar variance, it cannot be reduced: the cosmic
variance is a fundamental limit to the precision with which
the Hellings and Downs predicted mean might be observed
at a particular angle y.
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FIG. 1. The mean Hellings and Downs correlation u, as a

function of the angular separation y between a pair of pulsars.
Also plotted are u, + 6y, and pu, % 6., Where o2, is the total
variance for a single pulsar pair and 62 is the cosmic variance.
(For this plot, we have set 4*/h* = 1/2 and h*> = 1; see text for
details of the GW source model.) Note that although the correct
term is “standard deviation,” we sometimes call ¢ the “variance”.

Figure 1 illustrates the total and cosmic variance, as
offsets away from the mean y, of the Hellings and Downs
correlation. The total variance at angle y is the uncertainty
associated with the determination of the Hellings and
Downs correlation when a single (randomly selected)
pulsar pair at angle y is used to estimate that correlation.
The cosmic variance at angle y is the uncertainty that
remains when an infinite number of uniformly distributed
pulsar pairs at angle y are used to do the estimation. In this
paper, we study the transition between these two limits,
when a finite set of pulsars at specific sky locations are
used to estimate the correlation. This reflects observational
reality because PTA pulsars are nonuniformly distributed
on the sky, so the pairs formed from them have no
separation angles in common.

The plots in Fig. 1 assume that the GWs arise from the
incoherent sum of many weak sources, giving rise, via the
central-limit theorem, to a Gaussian ensemble [12—14]. For
such sources, the scaling relation between the (squared)
mean and the variance is described in Appendix B; these
plots take %*/h* = 1/2 and h*> = 1. This corresponds to
the large source-number limit of the “narrow-band” discrete
confusion-noise model (Sec. III A in [11]), where the
source frequency is assumed to be commensurate with
the inverse observation time.

B. Variance of the Hellings and Downs correlation
for an arbitrary set of pulsars

We assume that the reader is familiar with Ref. [11], and
extend that analysis in five ways:

(1) First, we define the Hellings and Downs correlation
[3] for many pulsar pairs. We have found only one sensible
way to generalize the standard “single-pulsar-pair” defi-
nition. We partition the angular range y € [0, 180°] into
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nonoverlapping intervals called bins. Then, we define the
correlation associated with a bin [yjoy. 7hien] to be an
average of the Hellings and Downs correlations p,, for
the np,r pulsar pairs that have yioy < 7ap < Yhigh» Where
the subscripts a and b label pulsars, and y,, is their angular
separation on the sky. We say that these pulsar pairs “fall
in” or “lie in” or “are in” the bin. If there is only a single
pulsar pair in the bin, then our definition reduces to the
standard Hellings and Downs definition.

What type of average should we employ? As shown in
Fig. 2, a uniform average, where the correlation of each
pulsar pair gets the same weight, 1/n,,;, is not the best
choice. We define the Hellings and Downs correlation for a
given bin to be the weighted sum of the pulsar-pair
correlations p,, in that bin which is (1) unbiased and
(2) minimizes the expected variance.

In this paper, that weighted average (for a particular bin)
is called the “optimal estimator.” In several places, we also
consider a special case, which we call the “narrow-bin
limit.” This is the (mathematical) limit in which the width
(in y) of an angular-separation bin vanishes, while the
number of pulsar pairs in that bin remains constant
Or Zrows.

Conditions (1) and (2) lead immediately to a simple
formula for the weights. The weights depend upon the sky
directions to all of the pulsars which contribute to a
particular bin, and are easily computed for any specific
set of directions. In the limit of low pulsar noise, the
resulting optimal estimator tells an observer (in a universe
described by the Gaussian ensemble) the best way to
combine measured pulsar-pair correlations to estimate
the Hellings and Downs correlation in a particular bin.

As a byproduct, we also obtain simple formulas for
(a) the variance of the optimal estimator for a given angular

FIG. 2. The bin at angular separation y contains 71, = 3 pulsar
pairs with y ® y1» ® y33 ® y47. The naive correlation estimator
Praive = (P12 + p3g + pa7)/3 weights them uniformly, but is sub-
optimal. The optimal estimator po, = 0.3p15 + 0.3p35 + 0.4py;
gives more weight to the correlation p4;. This is because the 12 and
38 pairs are close on the sky, so p;, and psg give nearly redundant
estimates. The optimal estimator defines the Hellings and Downs
correlation of that bin. Note: for large numbers of pairs uniformly
distributed about the sky, rotational symmetry implies that all pairs
have the same weight.

separation bin, and (b) the covariance of the optimal
estimators for any pair of bins. By definition these are
the variance and covariance of the Hellings and Downs
correlation. In particular, the variance, which by condition
(2) is as small as possible, quantifies the uncertainty in the
Hellings and Downs correlation for any particular bin.
The variance depends upon the sky directions to all of the
pulsars that contribute to that bin.

To illustrate this, Fig. 3 shows the variance obtained by
using the 88 pulsars currently employed by three active
PTAs, after dividing the 88 x 87/2 = 3828 possible dis-
tinct pulsar pairs among 30 evenly spaced 6° bins. If the
Gaussian ensemble is a good description of the GWs in our
Universe and the correlation measurements are noise-free,
then this shows the expected deviations away from the
Hellings and Downs mean. Thus, it is an upper limit on the
ability to which that set of 88 pulsars could be expected to
recover the Hellings and Downs curve. Similar plots for the
three individual PTAs (employing only “their” pulsars) are
given in Sec. V B.

(i1) Second, we extend [11] by showing how the variance
and covariance of the expected Hellings and Downs
correlation decrease as pulsar pairs are added. For example,
the variance of the optimal estimator for narrow bins drops
from the total variance 62, (y) for a single pulsar pair to the
cosmic variance 62,(y) for an infinite number of pairs
(distributed uniformly on the sky). This transition is
illustrated later in Fig. 6.

Our approach to deriving the cosmic variance is different
than that given in Sec. IV of [11], and provides a useful
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FIG. 3. The dots (lines are to guide the eye) show the predicted
GW-induced variance agpt for the current set of 88 IPTA pulsars
(assumed free of noise) after optimally combining timing-
residual correlations in 30 x 6° angular-separation bins. This
reduces the variance far below the single pulsar pair (total)
variance o%,, bringing it close to the cosmic variance 62.
The dots indicate the scale of the expected fluctuations away
from the Hellings and Downs curve, for a Gaussian ensemble
GW background with the binary-inspiral spectrum described in
Appendix B. This plot has the same scale and assumptions as
the IPTA plot in Fig. 9, i.e., a =1 for timing residuals and
%% ~0.5622. See Sec. VB and Appendix H for more details.
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alternative interpretation. Because different pulsar-pair
correlations are correlated with one another, as pulsar pairs
are added to a bin, the variance does not approach zero. The
reason is straightforward: once there are a sufficient
number of pulsar pairs in the bin, adding more pairs to
that bin provides negligible additional information about
the GW-induced correlations. (Section III E demonstrates
this behavior with a simple example.)

We also derive an elegant analytic expression for the
covariance of the optimal estimators in narrow angular
separation bins labeled by j and k, in the limit where each
contains an infinite number of pulsar pairs. This “cosmic
covariance matrix” is not given in [11], nor have we found
it elsewhere in the literature. We give it both in “position-
space” form and in harmonic space, where it is a diagonal
sum of products of Legendre polynomials, dominated by
the quadrupole plus a few additional multipoles. The
cosmic covariance has a surprisingly simple structure,
showing that the expected fluctuations away from the
Hellings and Downs mean correlation are strongly corre-
lated/anticorrelated in the three y-angle regions where
the Hellings and Downs curve is successively positive,
negative, and positive.

(iii) Third, we address the question: “What is the strength
of the GW stochastic background in the PTA band?” For
simplicity, we assume that the frequency-dependent shape
of the GW spectrum is known (e.g.,  |f|~7/3 for binary-
inspiral sources). The goal is then to estimate the overall
scale, which is the squared GW strain h?.

We construct optimal estimators of 4> that are unbiased
and have minimum variance. These estimators are linear
combinations of the measured pulsar-pair correlations p,,.
We consider three different possible choices of the corre-
lation set: (a) auto+cross: use all possible pairs of pulsars;
(b) cross only: use all pulsar pairs where the two pulsars
differ; and (c) auto only: use all pulsar pairs where the two
pulsars are the same. We then derive the variance (squared
uncertainty) in these estimators of h>. As the number of
pulsars increases, these uncertainties get smaller. Their
scaling behavior, as a function of the number of pulsars,
depends upon which correlation set is used.

We show that if cross-correlations are included in the
squared-strain estimator, then the variance tends to zero as
Ny — 0. Initially, we were surprised by this: in the same
limit, the Hellings and Downs correlation has a nonzero
cosmic variance, as do local estimates of the squared strain,
such as h,, h**. We show that this remarkable behavior
arises because a pulsar’s response to GWs allows a PTA to
probe infinitely many modes of the GW field.

(iv) Fourth, to enable straightforward tests for consis-
tency with the predictions of the Gaussian ensemble, we
construct a set of y> goodness-of-fit statistics. These can
be used to assess if observational measurements of the
Hellings and Downs correlation are consistent with the
expected deviations away from h2u,(y), based on our

predictions of the variance and covariance for the
Gaussian ensemble. In defining these y? statistics, there
are three possible choices for which pulsar-pair correlations
to employ (as explained above in the context of estimating
h?) and two possible choices for how the overall scale of the
GW strain is determined. By taking all possible combina-
tions, we arrive at six different statistics.

To set the scale of the GW strain, there are two options:
(1) assume that 4% has been obtained via other methods/
data, or (2) obtain 42 from the goodness-of-fit statistic, via a
process we call “projection,” which minimizes y2. The
justification for this choice of name, and the six different
options, are discussed in detail in Sec. VIII. Note that the
projection process leads to the same h® estimators as
discussed in item (iii) above.

The y? statistics are a “sum of squares”’; we denote them
with the same symbol as used for the traditional x> test,
whose distribution describes the sum of squares of normal
Gaussian variables. However, the distributions of our y?
statistics and the standard y? statistics differ in an important
way: the random variables whose squares are summed
are not Gaussian, even though we assume that the GW
stochastic background is described by the Gaussian ensem-
ble. The y? statistics that we define have the same mean
values as the standard distribution, but they have much
larger variances because the GW background creates non-
Gaussian fluctuations in the pulsar-pair correlations.

(v) Our final extension to [11], which assumes noise-free
data, is to also consider the effects of pulsar and meas-
urement noise. While most of our paper considers ideal
data, noise is easily included. We do this starting in Sec. IX,
assuming that the noise is uncorrelated between different
pulsars. The noise modifies the pulsar-pair correlations and
thus adds additional terms to the pulsar-pair expectation
value, covariance matrix, and higher-order moments. This
means that our entire approach and methodology can still
be used in the presence of noise.

The noise contributions to the pulsar-pair correlations are
fundamentally different than those which are induced by
the GWs. For the GW-induced correlations, as the number
of pulsar pairs increases, the variance in the Hellings and
Downs correlation approaches the (nonzero) cosmic vari-
ance. In contrast, since we assume that the different pulsars
have independent noise, the contribution of their noise to
the variance of the Hellings and Downs correlation van-
ishes as the number of pulsar pairs increases. Thus, there
are reasons to hope that during the coming decades, as
PTAs add additional pulsars and improve their measure-
ments, the limit of the cosmic variance can be achieved in
practice.

C. Outline

Here, we give a brief outline of the paper, and introduce
the most important notation. Note that our methods and
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results apply both to pulsar redshifts (set @ = 0) and to
pulsar timing residuals (set a = 1). See Appendix A for
details.

We begin in Sec. II by defining the time-averaged
correlation p,, between the redshifts of two pulsars a
and b, where the subscript denotes the pulsar pair ab. For
the Gaussian ensemble, in Sec. II A we calculate the first
moment (p,;,) of the correlation. For two distinct pulsars
(meaning a # b) this is proportional to the Hellings and
Downs curve i, (y,;,) given in (1.1), where y,,;, denotes the
angle between the directions to the two pulsars. To
gracefully accommodate the case a = b, for which the
“pulsar term” doubles the correlation, we also define
the closely related quantity p,;,, cf. (2.4). In Sec. II B,
we use this to compute the “second moment” (p,,0cq)-
From the moments, we construct the covariance matrix
Cab.cd = <pabpcd> - <pab><pcd>’ where cd denotes a sec-
ond pulsar pair constructed from pulsars ¢ and d. Third
and fourth moments of p,;, are computed in Sec. II C and
Appendix F.

In this paper, angle brackets (Q) denote the average of a
function or functional Q. This average is always normal-
ized so that (1) = 1. If not explicitly stated otherwise, then
this is an average over the Gaussian ensemble of GW
realizations [12-14]. However, in some places we (state
that we) use it differently. For example, in (9.2) it denotes
an average over a Gaussian ensemble of noise sources and
GW sources. In (4.4) it denotes an average over pulsar
pairs at fixed separation angles (indicated by the subscript
cd € y; on the rightmost angle bracket).

The covariance matrix C is the most important quantity
in our analysis, and is used throughout. It is a square, real,
positive-definite symmetric matrix. We denote it by C when
referring to the matrix as a whole, and use indices C,;, ., to
indicate a particular entry of the matrix. In Sec. II D, we
derive two identities satisfied by the entries C,, .4, Which
are used later to obtain the cosmic variance limit.

The way that C is laid out, i.e., the indexing of its rows
and columns, is discussed in Sec. II E. Ordering pulsar pairs
ab by their angular separation y,, puts the covariance
matrix C into “block-matrix form”, cf. (2.14). The different
blocks correspond to different angular bins, which we label
with integers j and k. The submatrix Cj; (we use the term
“block™ or “matrix block™) of the covariance matrix has
rows (columns) corresponding to all pulsar pairs ab (cd)
that lie in the jth (kth) angular bin.

Pulsar pairs ab and cd that both lie in the same angular-
separation bin j have particular importance. The covariance
between such pairs is described by blocks which lie along
the diagonal of C. To simplify the formulas and calcu-
lations for these, we often drop the indices, denoting that
matrix (block) by C = Cj;.

In Sec. III, we turn our attention to defining the
Hellings and Downs correlation for an arbitrary collection
of pulsars. This is defined as the optimal estimator of the

correlation in a particular angular-separation bin, which is a
weighted average of pulsar-pair correlations in that bin:
Popt = Db WanPap- In Sec. TII A, we derive the weights
wy,, by requiring that the estimator be unbiased and have
the minimum possible variance. In Sec. III B, we calculate
the covariance Bj; between the optimal estimates in two
angular separation bins j and k. (Later, this plays an
important role in Sec. VIII, where we define y*> goodness-
of-fit tests. These tests assess observed correlations, to see if
they are consistent with the likely fluctuations away from the
Hellings and Down mean.) In Sec. IIIC and IID, we
examine the narrow-bin limit of the optimal estimator, and
show how the variance of the optimal estimator simplifies if
the vector 1 containing all ones is an eigenvector of the
corresponding block C of the full covariance matrix C. We
conclude this section with a simple pedagogical example:
Sec. Il E shows how an infinite collection of measurements
can have a nonzero variance.

Using this framework, Sec. IV investigates the behavior
of the binned variance and covariance matrix Bj, as the
number of pulsar pairs grows. In [11], the variances at the
two extremes are called the “total variance” (one pair) and
the “cosmic variance” (many pairs). We begin in Sec. IVA
by averaging the entries C,, ., of C over a large number of
pulsar pairs ab and cd lying in narrow angular-separation
bins j and k, respectively. In the limit of an infinite number
of pairs distributed uniformly on the sky, we obtain, in
Sec. IV B, an analytic expression, (4.11), for the cosmic
covariance matrix sj.. In Sec. IV C, we show that s is
diagonal when expressed in terms of products of Legendre
polynomials, (4.15), and calculate its inverse, s]Tkl. This

inverse is used later on, in Sec. VII C, where we character-
ize the (fractional) variance of cross-correlation estimators
? of the squared GW strain, (7.1). Finally, in Sec. IV D, we
obtain the cosmic variance computed in [11] by simply
setting the bins’ indices, j and k, of the cosmic covariance
matrix equal to one another. In this many-pulsar-pair,
narrow-bin limit, 1 becomes an eigenvector of the diagonal
block Cj; of the covariance matrix C, corresponding to
the (narrow) angular-separation bin at y;. Its eigenvalue is
simply related to the average value s;; of the entries of that
block. In Sec. IV E, we numerically examine the narrow-
bin limit, demonstrating that as pulsar pairs are added, the
variance of the optimal estimator decreases smoothly from
the (single-pair) total variance to the (infinite-pair) cosmic
variance. This approach to deriving the cosmic variance
differs from that given in [11], but the results are in exact
agreement.

Current PTAs do not have enough pulsar pairs to be well
described by the narrow-bin limit. In Sec. V, we study the
variance for this case. Since the bins have nonzero width
in y, some angular resolution is lost. But in Sec. VA we
show that there is a compensating benefit: the variance
of the optimal estimator can be smaller than the cosmic
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variance. In Sec. V B, we apply our formalism to the sets
of pulsars currently monitored by three active PTAs. With
plots, we show how these sets reduce pulsar variance,
illustrating (for the ideal noiseless case) how closely the
variance approaches the cosmic variance.

In Sec. VI, for pedagogic purposes, we introduce
hypothetical “non-PTA” detectors, whose response to
GWs differ from that of PTAs. (Among the infinite set
of possible detector responses, standard PTAs are simply a
particular special case.) This is helpful in understanding
the statistical properties of estimators of the squared GW
strain k2 (discussed in Sec. VII). Non-PTA detectors
include, for example, hypothetical “one-arm LIGO-like”
detectors, whose response to an isotropic GW background
is described in Sec. VI A. Expressing the correlation matrix
for these hypothetical detectors in terms of its eigenvectors
and eigenvalues (Sec VIB) allows us to construct its
inverse or pseudoinverse (Sec. VIC), from which we
can calculate quantities of interest.

In Sec. VII, we study the statistical properties of
estimators A% of the squared GW strain h%>. We assume
that the shape of the GW spectrum H(f) is known, but that
the overall scale 4> must be estimated from the observed
pulsar-pair correlation data. The estimators are defined to
be weighted sums of the observed correlations that are
unbiased and have minimum variance. We consider three
different correlation sets for constructing these estimators:
cross-correlations only, auto-correlations only, or auto- and
cross-correlations (which we denote “auto+cross”).

In all cases, the variance 6%2 of these estimators
decreases as the number of pulsars N, increases. But,
as shown in Fig. 10, the rate of falloff depends upon
which types of correlation measurements are included in
the squared strain estimator. Section VII A presents the
(mathematically) simplest case, where both auto- and cross-
correlations are included in the estimator. A direct calcu-
lation shows that as the number of pulsars grows, the
variance vanishes as 1/N,,. In Sec. VII B, we examine the
variance estimator formed by using only auto-correlations,
showing that it has a nonzero limit as N,;; — oo. Finally, in
Sec. VIIC, we examine the estimator formed from only
pulsar-pair cross-correlations. For this case, as shown in
Fig. 13, the variance vanishes as N;ull/ %

Since the Hellings and Downs correlation of the
Gaussian ensemble has nonzero cosmic variance, we found
it surprising that (if pulsar-pair cross-correlations are
employed) there is no cosmic variance for the 4> estimator.
To verify this, in Sec. VII C, we prove that 0%2 — 0 for an

infinite number of pulsars distributed uniformly on the sky,
using the analytic expression of the inverse sjfkl of the
cosmic covariance matrix s derived in Sec. IV C. Then,
we show that this limiting behavior of o-%ﬂ has a good
physical explanation. It is a consequence of the way that

pulsar redshifts and timing residuals respond to a GW
background, which [as shown by (6.4)] has contributions
from an infinite number of (harmonic decomposition)
modes. This contrasts with conventional detectors, such
as the LIGO interferometers. Because the arms of LIGO-
like detectors are small compared to the GW wavelength
[16] they only respond to the five [ = 2 quadrupole modes
[see the discussion in Sec. VI following (6.4)].

In Sec. VIID, we calculate the fractional uncertainty
o2/ (h?) in the squared-strain estimator for the sets of
pulsars currently monitored by three active PTA collabo-
rations. These “best-case” lower limits (pulsar noise is
neglected) are given in Table I. We also demonstrate a
graphical method for constructing a “self-consistent inter-
val” for 42, based on the observed value of the estimator .
Some care is required, because the variance o—%z depends

upon /%, whose true value we are trying to estimate. We
illustrate this for a 1o interval, but the construction may be
carried out at any desired level of confidence.

In Sec. VIII, we turn our attention to y> goodness-of-fit
tests. To interpret observational claims, the scientific
community must assess if observed deviations away from
the expected Hellings and Downs curve are consistent
with expectations. Assuming that the correlation data have
been binned and optimally combined, we propose several
x* tests to carry out that assessment. The y? statistics,
described in detail in Secs. VIII A and VIII B, can either use
“external” estimates of the squared GW strain 4? (e.g., from
other analysis or other PTAs), or they can construct their
own estimates of this scale, by minimizing y?. The latter
leads to the same estimators A’ that we derived and
characterized in Sec. VIL.

The y° tests are meant to replace “chi by eye” for
comparing observational results with theoretical expect-
ations. Those observational results are typically pre-
sented as Hellings and Downs curves with a small
number of angular bins, so our tests are designed for
those binned correlations. However, the most stringent y?
tests are the ones with the largest possible number of
(nonempty) angular bins. These are obtained by putting
each pulsar pair into its own angular separation bin so
that Ny, = NpairS‘

In Sec. VIIIC, we investigate the variance of the y?
statistics for this extreme choice (Nyjns = Npyirs) Of binning.
We consider the three possible correlation sets (auto+
cross correlations, auto-only, and cross-only) described in
Sec. VII. The variance ajz depends upon the fourth-order

moment of the measured correlations p,,, which is
evaluated in Appendix F. In all cases, the variance is
dominated by a non-Gaussian term [E, which is given
by (F8) in the noise-free case. This term arises because,
even though the GW background is Gaussian, the
correlations p,;, are not Gaussian.
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For the auto + cross and cross-correlations-only cases,
analytic calculations (Sec. VIII C 1) and numerical inves-
tigations (Sec. VIIIC3) show that as Ny, — oo, the

fractional uncertainty ,./(y*) tends to zero « N ;Lé“.
(Note: this is slower than the o« NV, ghléz behavior that would

arise if the correlations p,;, were Gaussian.) In contrast, for
auto-correlations only (Sec. VIIIC2) it appears that the
limit is positive, meaning that there is a (nonzero) cosmic
variance for 2. While we have not been able to prove this,
some partial results may be found in Appendix G.

In Sec. VIII C 4, we evaluate the (best-case, noise-free)
fractional uncertainty in y> for the collections of pulsars
currently monitored by three active PTA collaborations.
Table II gives o,2/(y*) for the unprojected statistics; the
fractional uncertainties for the projected y? statistics are
very similar. We also present a graphical method for
constructing “self-consistent one-sigma y> acceptance
regions” for the projected y* statistics, starting from
observed pulsar-pair correlations. Again, some care is
required, because the projected y* statistics depend on
the squared strain h2, whose value must also be estimated
from the observations.

Section IX examines the effects of instrumental and
pulsar timing noise, assuming that the noise in different
pulsars is uncorrelated. We show how to modify quantities
previously computed assuming noise-free measurements.
These are (1) the optimal estimator of the Hellings and
Downs correlation, (2) the optimal estimator of the squared
GW strain A%, and (3) the various y? statistics. The
modifications are straightforward, because the noise enters
our calculations via the first four moments of the pulsar-
pair correlations p,;,. The noise contributions to the first
moment (p,,) are obtained in Secs. IX A and IX B, to the
second moment (covariance) C,;, ., in Sec. IXC, and to
the third and fourth moments (cumulants) D .4.r and
lEab,L‘d,ef,gh in Sec. IXE.

In Sec. IX D, we examine how (2) is affected. In contrast
to the noise-free case, the optimal estimator h* for the
squared GW strain acquires a constant (independent of p ;)
term. Without this, h?* cannot be an unbiased estimator if
auto-correlation terms are included in the estimate. An
additional complication is that the estimator /> then
depends upon the (unknown) value of the true strain.
We address this with a graphical technique that constructs
a self-consistent interval for A2

Lastly, in Sec. IXF, we show that for large numbers of
pulsar pairs, the noise has no effect on the variance of the
Hellings and Downs correlation. This relies on a detailed
argument presented in Appendix C.

Our definition of the Hellings and Downs correlation, and
our approach for computing the weights and corresponding
variance, could be applied to any source of GWs. However,
for much of the paper, we assume that the GW background

arises from a Gaussian ensemble, which implies a special
form for the covariance matrix. In Sec. X, we explain the
consequence: our predictions for the cosmic variance create
a consistency test. If the Hellings and Downs correlation
(estimated according to the recipe we present) matches the
Hellings and Downs prediction much more (or much less)
closely than the variance we compute, then it is very
unlikely that our Universe has a GW background which
is described by the Gaussian ensemble. As also argued
in [11], this shows that the Hellings and Downs variance is
an observable quantity: it could (in principle or practice) be
used to falsify the widely accepted “Gaussian ensemble”
model of the PTA GW background.

This is followed by a short conclusion in Sec. XI, and a
number of technical appendices, Appendix A—Appendix H.
A summary of their contents may be found prior to the
appendices.

Throughout the paper we use units in which the speed of
light ¢ = 1, meaning that distances are measured in units of
time. For example, the distance £ to a typical PTA pulsar is
hundreds to thousands of years.

I1. STATISTICS OF PULSAR-PAIR REDSHIFT
CORRELATIONS

Consider a PTA built from a collection of N, distinct
pulsars. We label the pulsars with indices a, b, ¢, and d,
which take values in the range 1,2, ..., N,. Associated
with each pulsar is a pulse redshift measurement Z,(¢)
which is a function of time.

The main objects of our analysis are the correlations
between two pulsars. The corresponding pulsar pair is
labeled with two letters ab, cd, ef, ..., which identify the
individual pulsars. There are N s = Npy(Npy —1)/2
distinct pairs; we denote the angle between the sky
directions to pulsars a and b by y,,.

The time-averaged redshift correlation between the
pulses arriving from pulsars @ and b (that is to say, of
the pulsar pair ab) is

Pab = Zuzh‘ (2’1)
Here, the overline denotes an average over the time
interval —T/2 < t < T/2, where T is the total observation
period [17]. For simplicity we take 7" to be the same for
all pulsars.

Note that (a) our calculations, formalism, results, and
plots also apply to pulsar timing-residual correlations (as
well as to redshifts) as explained in Appendix A. (b) Here,
and in most of the paper, we assume noise-free pulsar
redshift measurements and thus noise-free pulsar-pair
correlations p,,. However, as shown in Sec. IX, our
analyses can be extended to include measurement noise
and intrinsic pulsar noise.
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In Secs. I A and II B, we compute the first moment (p,;,)
of the correlation p,,, and the covariance matrix of p,,.
The entries of this matrix are defined by the combination of
first and second moments

Cab.cd = <pabpcd> - <pab><pcd>- (22)
Note that the pairs ab and cd may not be the same, meaning
that (p,,p.q) is the correlation of the correlations. To avoid
such awkward language, we write “second moment” even
when ab and cd denote different pairs.

The angle brackets denote the average over a Gaussian
ensemble. As shown in Appendix C of [11], this ensemble
corresponds to an infinite collection of weak, unpolarized,
time-stationary GW sources, distributed uniformly in space
[12-14]. In any narrow frequency band, there are an infinite
number of sources radiating at indistinguishably close GW
frequencies, but with different (random) phases. This gen-
erates “‘confusion noise,” giving rise via the central-limit
theorem to a stationary and Gaussian stochastic process.

As explained in Sec. I B, our definition of the Hellings
and Downs correlation is based on angular bins. For
this reason, it is helpful to arrange the entries of C,, .,
into “bin order” to form the covariance matrix C. We do this
in Sec. I E. First, the pulsar pairs ab are ordered by
increasing angular separation y ;. Then, the index for those
pairs is divided into ranges corresponding to the different
angular bins. This puts C into a useful “block-matrix” form.

A. First moment
For the unpolarized isotropic stationary Gaussian
ensemble, Eq. (C15) in [11] gives the first moment of
the correlation as

<pah> = hzﬂab’ (23)

where

Hap = Hu(Vap) + Saptt(0). (2.4)
Here, o, is the Kronecker delta, which vanishes if pulsars
a and b are distinct, and is unity if they are identical.
The function p,(y,,) is the Hellings and Downs curve
given by (1.1). Its fundamental underlying definition is [3]

wlra) =57 [ QY FHQFN@).  @5)

This is an average of the products of antenna pattern
functions F4(Q) and Ff () over GW directions Q, where

Q denotes a unit vector on the two-sphere and
A = +, x labels two orthogonal polarization states of the
GWs. Definitions of the antenna pattern functions and a
full derivation of (1.1) starting from (2.5) are given in
Appendix D in [11].

The function () is the sky-averaged correlation for
distinct pulsars a and b separated by angle v, taking only
Earth terms into account. The Kronecker delta which
appears in (2.4) for time-stationary GW signals is discussed
in detail in Appendix C2 of [11]. It arises because the
expected correlation for a pair of identical pulsars a = b is
twice the expected correlation for a pair of distinct pulsars a
and b which lie along the same line of sight, but are at
different distances [18] from Earth. If pulsars a and b are
identical and the GW sources are (statistically) stationary in
time, then the pulsar-pulsar term in the correlation has the
same expectation value as the Earth-Earth term, producing
a factor of two.

The overall scale of the first moment (p,;) is determined
by the constant

K2 = 4x /_m df (2xf)2<H(f).

[Se]

(2.6)

Set a = 0 for redshift correlations, or set = 1 for timing-
residual correlations, as explained in Appendix A. For
redshifts, 4 is a dimensionless strain, whereas for timing
residuals, / has units of time x (dimensionless) strain.
The real two-sided squared-strain spectral density H(f)
is related to the one-sided GW energy-density spectrum
Q. (f) and to the characteristic strain spectrum Ag(f) via

3HZ 1 11

H(f) =

). (27)

with H(f) > 0 and H(f) = H(—f), as shown in [11-13].

Note that the derivation of (2.3) assumes that the spectral
function H(f) has a coherence time/length which is much
less than the typical pulsar-pulsar and Earth-pulsar dis-
tances, so that the Earth-pulsar terms which appear in the
correlation can be neglected. This should be the case for the
expected PTA sources.

B. Second moment and covariance matrix

For a Gaussian ensemble, the second moment of the
pulsar-pair correlation can be found following the methods
in Appendix C3 in [11]. There, the ensemble average
(p12p12) is evaluated, where 1 and 2 refer to distinct pulsars.
A similar calculation using four arbitrary pulsars a, b, c,
and d (which might or might not be the same)
gives three terms. These arise from Isserlis’s theorem [19],
which expresses the four-point function for zero-mean
Gaussian variables as a sum of three products of two-point
functions, giving

<pabpcd> = (hzluab) (hzlucd) + ﬁ’4ﬂacﬂbd + ﬁ4/’£adﬂbc
= <pab><pcd> + }%4<ﬂacﬂbd + ﬂadﬂbc)' (28)

The second line of (2.8) is obtained from the first line by
using (2.3).
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The factor which appears on the rhs of (2.8) sets the scale of the covariance, and is

A4 = (4n)? / af / df'sine® (x(f — f)T) (42 £ ') 2 H(F)H(S).

where sincx = sin(x)/x [20] and T is the total observation
time. The constant a is explained in Appendix A. For
redshift correlations, & = 0 and 7/ is a dimensionless strain,
whereas for timing-residual correlations, « = 1 and 7 has
units of time x (dimensionless) strain.

To compare the variance (proportional to %4%) to the
squared mean (proportional to 4*) we must have a value for
their ratio 4*/h*. This ratio depends upon the spectrum of
the GW sources, and is discussed in Appendix C 3 in [11].
Note that since H(f) >0 and 0 < sinc’x < 1, it follows
immediately from (2.6) and (2.9) that 2* < h*. We evaluate
their ratio for several models in Appendix B. For the
simplest Gaussian ensemble of binary-inspiral sources,
%#?%/h?* is shown in Fig. 21.

The covariance matrix is defined by (2.2). For the
Gaussian ensemble, making use of (2.8) we obtain

Cab,cd = }%’4 (/’lac/’tbd + ﬂadﬂbc)' (210)
In this expression, the pulsars a, b, ¢, and d can be freely
chosen: they may have arbitrary angular separations, and
any or all of them may be identical or distinct. Thus, the
pairs ab and cd may lie in different bins or in the same bin,
and may even denote the same pair.

Expression (2.10) for the entries of the covariance matrix
has an interesting structure. Although the lhs is (at least
conceptually) a function of the two pulsar pairs ab and cd,
the rhs depends upon the angles between the pulsars in the
pairs formed from the other possible partners ac, ad, bc,
and bd. In general, those four pairs have angular separa-
tions which are very different than the angular separations
of the two pairs ab and cd.

Expression (2.10) also shows that the covariance matrix
is not diagonal. A diagonal covariance matrix could be

|

Hacklbd + Hadlbe = Hu

+ Hu (O) [ﬂ(}/bd)éac + Hu (yac)ébd + Hu (ybc)éad + Hu (yad)5b0j| .

(2.9)

|
obtained by replacing the y’s on the rhs with (quantities
proportional to) Kronecker deltas. But since y,f is nonzero
for e different than f, the covariance matrix has nonzero
off-diagonal terms.

As a sanity check, consider a diagonal element of the
covariance matrix C,; .5, and assume that the ab pulsar
pair is composed of distinct pulsars, so that a # b. For this
case, after setting ¢ = a and d = b, the rhs of (2.10) can be
simplified using (2.4). This gives the total (pulsar plus
cosmic) variance of p,;, as

Cab,ab = Gtzot = ﬁ4( 3(7@117) + 4”5(0)) (211)
This diagonal element agrees exactly with the result found

in Eq. (C28) of [11], which corresponds to (2.10) with
a=1,b=2,c=1,and d = 2.

C. Third and fourth moments

The third- and fourth-order moments of the pulsar-pair
correlation p,;, can be calculated in a manner similar to that
presented above for C,;, .,: we use Isserlis’s theorem to
evaluate expectation values of products of six or eight
pulsar redshift measurements Z,,Z,,...,Z,. Since the
resulting equations are messy, and are only needed to
compute the variances of the y? statistics in Sec. VIII, we
put these calculations in Appendix F. For the remaining
analyses of this paper, the central object of interest is the
covariance matrix Cgj 4.

D. Useful identities

For later use, we provide two useful identities involving
the covariance matrix C,,.;. The first follows by
using (2.4) to expand the rhs of (2.10) for C,, .4, giving

(yac)/’lu (ybd) + Hu (Yad)/’tu (ybc) + /’tlzd (O) [5110617(1 + 5ad5bc:|

(2.12)

The second identity provides an alternative form for the first two terms on the rhs of (2.12). Making use of (2.5), the
products of Hellings and Downs curves may be written in terms of antenna pattern functions as

(yac )/"u(ybd +ﬂu yud Hu yhc

M LG

FAQF) (Q)Fy (Q) + FHQF(QF,) (Q)F (Q’)>

(2.13)
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We use these identities in Sec. IV to calculate the average
value of a row of C; in the narrow-bin limit when there are
many pulsar pairs distributed uniformly on the sky. [As
described in (2.14), j and k label angular bins.] In this limit,
we demonstrate that the variance of the optimal estimator
converges to the cosmic variance first calculated in [11].

E. Block-matrix form of the covariance matrix

To form the matrix C from the entries C,, .4, it is helpful
to index/order pulsar pairs by increasing angular separation
Yap- As explained following (2.2), each angular bin
provides a lower and upper bound for this index, making
it easy to restrict attention to pulsar pairs within the bin
around angular separation y.

To explicitly illustrate this indexing scheme, suppose
that we have N, = 101 pulsars at specific sky locations,
so that the number of distinct pulsar pairs is Npirs = 5050.
Order the pairs by cosy,;, € [—1, 1] and divide them up into
k = 50 bins of width d(cosy) = 0.04. On average, each
bin will contain 7, = 101 pairs, with values of cosy
differing by at most +0.04. (Throughout this paper, we use
Npairs t0 denote the number of distinct pulsar pairs in an
angular separation bin, whereas N, denotes the fotal
number of distinct pulsar pairs. If necessary, we add a
subscript such as 7,y ; to identify the angular bin.) Label
the bins by j = 1,2,...,50, and let Y denote the average
value of y,;, in bin j [21].

With this angular-separation binning scheme, the covari-
ance matrix C, with entries given by (2.10), takes the
following “block-matrix form”:

Cu Chn Cie
C C . | Oy

c=| 4"+ all RN EATY
Cq Co Ce

with x = 50. We call these smaller submatrices “blocks”
or “matrix blocks,” and denote them by Cj, where
Jj.ke1,2,...,k label the bins. To distinguish the blocks
from the full covariance matrix C, we use a different
symbol C for them.

In this example, each block Cj is a matrix with
approximately 101 x 101 entries. Note that the indices
j and k label the blocks, and not the entries within a block.
The block rows ab correspond to pulsar pairs separated by
angles y,, ~ y;, and its columns cd to pairs separated by
Yed = Yx- In computing and discussing the statistical proper-
ties of a single bin j, we often use the symbol C to denote
the corresponding (square) block C;;, which is located
along the diagonal of (2.14). These diagonal blocks inherit
the most important properties of C: they are real, sym-
metric, and positive definite [22].

If j and k are narrow bins containing very many
uniformly distributed pulsar pairs, then the block Cj;
acquires an additional important property. For this case,
Sec. IV A shows that the sum of the entries along any row of
the block is the same as the sum of the entries along any
other row of the block. Said differently, the sum of any row
of Cjy is independent of the row. In this case, the only thing
we will need for our analysis is the average value s of
the entries of Cj. For the diagonal blocks, we show in
Sec. IV D that s; is the cosmic variance 6%(y;), and for
the off-diagonal blocks, that s jk is the cosmic covariance
computed in Sec. IV B.

III. OPTIMAL ESTIMATION OF THE HELLINGS
AND DOWNS CORRELATION

In this section, we define the Hellings and Downs
correlation for a set of pulsars, as described in Sec. I B.
For a given angular bin (in y) it is a weighted average of the
correlations for the pulsar pairs that lie in that bin. The
weights are determined by the conditions that the average
be unbiased and have minimum variance.

A. Derivation of the optimal estimator
and its variance

We now derive the optimal way to combine pulsar-pair
correlation measurements p,;,, where the separation angles
7ap lie in the jth angular bin. To simplify the equations,
we use vector/matrix notation, where the dimension of
the vectors and (square) matrices is the number n of
distinct pulsar pairs in the angular correlation bin. For
example, p = p,, denotes the column vector of redshift
correlation measurements in bin j, and the block C = Cj; is
a real, positive-definite, symmetric matrix, whose elements
are the covariances between the correlation measurements
Pap and p.4, both lying in that bin.

The optimal estimator is a linear combination

”pairs

— Ty —
Popt =W p = WabPab
ab=1

(3.1)

of the correlations in the bin, where w is a column vector of
dimensionless weights w,;,, and w' denotes the transpose
of w. The second equality gives an explicit expression for
Popt 10 terms of the vector components, where the sum is
restricted tO nps pulsar pairs ab that lie in the jth bin.
For subsequent formulas, we only give the more compact
vector/matrix equations.

Note that (3.1) is proportional to p,,, and does not
include a constant (i.e., independent of p,;,) term. If only
cross-correlations (a # b) are used, then (3.1) is sufficient
to construct an optimal (unbiased and minimum-variance)
estimator of the Hellings and Downs correlation. Likewise,
if the sum (3.1) includes auto-correlations (a = b) but
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there is no noise, then no constant term is needed. However,
if (i) auto-correlations are included and (ii) there is pulsar or
measurement noise, then (3.1) is not general enough to form
an unbiased estimator. For that, an additional constant term
must be subtracted from the rhs of (3.1). In what follows, we
concentrate on the ideal noise-free case, where the constant
term is zero. Later, when we consider the effects of noise in
Sec. IX, this constant term must be nonzero to obtain an
unbiased minimum-variance estimator.

We start by calculating the variance of the optimal
estimator:

ngt = <p(2)pl> - <p0pt>27 (3-2)
where angle brackets denote the expectation value for
the Gaussian ensemble used in, e.g., (2.3) and (2.8).
Substituting (3.1) into (3.2), we obtain

G =T ((ppT) = (p)pT) ) w = wT Cw = (Cw, Cw),
(3.3)

where the second equality follows from the definition (2.2)
of the covariance matrix (restricted to block C = C}; for
bin j). For the third equality we introduce an inner product
of column vectors A and B via

(A,B) =ATC'B, (3.4)
and use the property that the diagonal block C is a
symmetric matrix, so that CT = C.

To completely determine the weights, we need a nor-
malization constraint. The expected value of the estimator
follows immediately from (2.3) and (3.1), as

(popt) = WPwTp = Pu"w = 1*(u, Cw),  (3.5)
where p denotes the column vector with components
Uap, = Hu(Yap), assuming a # b. Now, we must make an
explicit and somewhat arbitrary choice: what value should
we pick for the expected value of the Hellings and Downs
correlation estimator (p,,) for this particular angular bin?
This choice defines what it means for the optimal estimator
to be unbiased.

Using the subscript “bin” to denote this somewhat
arbitrary choice for the normalization constraint, the mean

value of our estimator should correspond to the expected
Hellings and Downs correlation

<p0pt> = Poin = hz.ubin (36)
for some choice of p;, which is representative of the
expected correlation in bin j. But what choice is most
sensible? Three reasonable options are the following:

(@) ppin = Hu(Ypin) Where yy;, is the central angle of the
bin. In practice, such bin centers are typically set in
advance of any analysis, as evenly spaced “round
numbers.”

(b) ppin =p' 1/ Npairs» Which is a uniform average of the
expected Hellings and Downs correlation values for
the different pulsar pairs in the bin. Here, 1 denotes a
column vector of dimension 7, containing all ones:

115(1,1,...,1)T.

(©) Hpin = Hu(Vbin)> Where yyin = 7T 1/np is the mean
angular separation of the pulsar pairs that lie in the bin.
Here, y denotes a column vector of the values y .

We will see that this arbitrary choice only enters the mean

and the (square root of the) variance as an overall scale.

So, while there may be other justifiable choices which

are not listed above, we will see that the choice has no

effect on the most important quantity: the fractional
uncertainty oo/ Popi-

For any of these arbitrary normalization choices, we
can now solve for the weights that define the optimal
(minimum-variance) estimator. Since the expected value
<p0pt> = pyin = "’ piyi, is independent of the weights w,
we can divide agpt by the square of this quantity before
minimization over w. Hence, we select w to minimize

(3.7)

Oopt B Oopt (Cw, Cw)

ptZ)in <pt>pt>2 a h*(u. Cw)*’

(3.8)

where we have used (3.3) and (3.5).

The inner product defined by (3.4) is positive definite
and obeys the Schwarz inequality. Hence, the denominator
of (3.8) is maximum when the vectors u and Cw are parallel
to (and hence proportional to) one another. This implies
that Cw = gu for some g, or equivalently, that w = gC~ .
Substituting this into the normalization condition (3.5)
then lets us solve for ¢ and completely determines the
optimal weights:

R (. R = g— HMbin o o= HMbin Cu
(u.qu) =M ppin = g e e

(3.9)

From the optimal weights given in (3.9), the optimal estimator
and its variance are then given by (3.1) and (3.3) as

T -1
uCp
= i ——L  and 3.10
Popt Hv MTC_IM ( )
2
> _ _ Mbin 311
Gopt ,uTC_l//l‘ ( )
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As discussed after (3.7), the ratio poy /0y is independent of
the arbitrary choice gy,

While this paper is specifically focused on GW back-
grounds that are described by a Gaussian ensemble, the
results of this section apply to any GW ensemble. This is
because any ensemble has a covariance matrix, from which
one can define the (best estimate of the) pulsar-pair
correlation (3.10) and the corresponding variance (3.11).
So, this way of defining the Hellings and Downs correlation
for some set of pulsar pairs, and computing its variance,
is quite general.

B. Covariance between optimal estimates

In Sec. IB and Fig. 2, we explained the importance
of correlations (in the Hellings and Downs correlation)
between different pairs of pulsars. This correlation
extends to the optimal estimators which we have con-
structed for different angular bins. For example, if the
optimal estimator in one angular bin lies somewhat above
the Hellings and Downs curve, then it is very likely that

|

Bjk = <(popt.j - <popt,j>) (popt,k - <p0pt.k>)> = <popt,jp0pt,k> - <popt,j><popt,k>'

Expanding the rhs of (3.14) using (3.12), this becomes

By =w] ((p;pl) — (i)l ) wi
:W;»erka
Hoin, jHbin.k T 1 1
= - 4 Cij CiuCro s
(/"./‘Tij]/‘j)(ﬂZCkIg/‘k) SR

(3.15)

where on the second line we use the notation of (2.14) for
the jkth block of the covariance matrix, and to obtain the
third line we use the weights (3.13).

Note that for the case j = k, the covariance B;; reduces
to the optimal variance (3.11). The lack of the index j in
the latter expression is because in previous sections we
dropped the bin index to simplify the notation: there was
no need to distinguish one angular separation bin from
another.

We will return to this topic in Sec. IV B, where we will
compute this interbin covariance for the special case where
both bins are narrow and contain enough pulsar pairs to
faithfully cover the sky.

C. Simplifications for narrow-bin correlation
measurements

The formulas above simplify for narrow angular bins.
For these, the pulsar pairs ab all lie in a narrow angular bin
at y, and thus effectively have the same angular separation
¥ = Ya»- For this case, the correlation measurements p,;, all

the optimal estimator for an adjacent angular bin also lies
above the curve. This is because pulsar pairs are corre-
lated, even if they do not lie in the same (arbitrarily
defined) angular bin.

The correlation between deviations from the Hellings
and Downs curve in the jth and kth angular bins is the
covariance of the optimal estimators for those two bins, and
is straightforward to compute. The optimal estimators for
the two bins are given by (3.1) as

Popt.j = W;'rpj and Poptk = WkTka (312)

with optimal weights given by (3.9):

Hoin,j _1
Wzi_cﬂ and szi_
Do G ui it

The covariance between pyp, ; and pop i 18 defined by

(3.14)

|
have the same expected value, (p.;) = W g, = W uy(Vap)s
which in vector notation reads

(p) = hu = uy(r)1, (3.16)
where 1 is defined by (3.7). This implies that the three
“different” reasonable choices for the normalization con-

dition described in Sec. IIT A all correspond to the same
condition:

Hoin = Hu(7) & U= ppinl & wil =1 (3.17)

For this narrow-bin case, the optimal weights (3.9), optimal
estimator (3.10), and variance (3.11) are

c 1
17c'p
popt = m, and (319)
SN (3.20)
®TC

The denominators of (3.18)—(3.20) are the inverse of the
covariance matrix block, summed over all of its elements. This
is called the “grand sum” of C~!. (Equations (3.18)—(3.20)
are standard expressions for the optimal combination of
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correlated measurements that have the same expectation
value, and may be found in, e.g., [10,23,24]).

An important special case is that of a single pulsar pair
ab. For this, the optimal estimator of the correlation is p,,,
in agreement with the Hellings and Downs definition. The
variance for this single pair is agpt = C,p.qp» Which is given
in (2.11). As anticipated, this is precisely the (one-pulsar-
pair) total variance ¢2(y) derived in Eq. (C28) of [11] for
the Gaussian ensemble.

D. Simplifications for narrow-bin correlations
when 1 is an eigenvector of C

We obtain a further simplification for the narrow-bin
case if the sum of every row of the corresponding
covariance matrix block has the same value A as the sum
of any other row. The condition may be written in matrix
notation as

Cl1 =11, (3.21)
meaning that T is an eigenvector of C with eigenvalue A.
For this case, the variance of the optimal estimator, (3.20),
can be expressed in terms of the average value of the entries
of C.

To see this, note that since C is real, symmetric,
and positive definite, the eigenvalue 4 must be real and
positive. Now multiply (3.21) from the left by A~'C~!
to obtain

c 1 =211 (3.22)
This means that 1 is also an eigenvector of C~! with a real
positive eigenvalue A~!. So, we can take the dot product
of (3.22) on the left with 17, leading to
17CM = 17271 = npin/4, (3.23)
where the number of pairs has appeared because it is the
dimension of the vector 1.
So, with these assumptions (3.20) simplifies to
O%pt - /I/npairs =5y, (324)
where s is the average value of the entries of C. In addition,
the properly normalized optimal weights of (3.18) are then
given by
w = T1/Npirs. (3.25)
In this case, the optimal weights are all equal, and (3.19)
becomes

Popt = 1]Tp/npairs' (326)

This is the uniform average of the correlation measure-
ments p,y,.

To summarize, if the sum of each row of the covariance
matrix C for narrow-bin correlations gives the same number
A, then: (i) the variance of the optimal estimator is simply
the average value, s = 1/ny,, of the entries of C, and
(i1) the optimal weights are all equal.

We will show in Sec. IV that, in the limit of an infinite
number of pulsar pairs distributed uniformly on the sky,
each row of a given narrow-bin covariance matrix block C
sums to the same value. Thus, the variance of the optimal
estimator may be found from the average value of the
entries of C, and is the cosmic variance. This follows from
rotational symmetry: with an infinite number of uniformly
distributed pairs, any pair at angle y is equivalent to any
other pair at the same angle. The considerations of Fig. 2 do
not apply to this limiting case.

E. Simple example: An infinite set of measurements
with nonzero variance

We would normally expect that as more and more noise-
free measurements are included in some estimate, the
uncertainty in the estimate decreases to zero. However,
as we have explained, the Hellings and Downs correlation
does not behave this way. In the limit of many measure-
ments, the uncertainty decreases to a nonzero value, which
is the cosmic variance.

Here, we provide a simple example to illustrate how
correlations between the different measurements (described
by off-diagonal terms in the covariance matrix) are respon-
sible for this behavior. Consider the following 74irs X Mpairs
covariance matrix block (from along the diagonal of the full
covariance matrix, as described in Sec. I E), where the
terms proportional to a arise from correlations between the
different measurements:

1 a a
a 1 ... a

c=1. . . .| (3.27)
a a 1

The parameter a must lie in the range —1/(nps — 1) <
a < 1 in order for C to be a positive-definite matrix [25].

We find the optimal estimator and its variance using the
results of Sec. IIID. It is easy to verify that T is an
eigenvector of C with eigenvalue

A =14 (Mpgirs — 1)a. (3.28)
Thus, the optimal estimator is
Popt = ]]Tp/npairs» (329)
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and its variance is

A 1+ airs 1
I G Sk LR

pairs M pairs

Now, one might think that since p,, is a uniform average
of the correlation measurements p,;,, then the variance of
the optimal estimator should scale like 1/7,,, and hence
vanish in the limit n,;, — co. But it follows immediately
from (3.30) that in the limit of large numbers of measure-
ments the variance approaches

lim agpt a,

Mpajrs = 0

(3.31)

which is nonzero for a > 0.

In the next section, we will see that the cosmic variance
exhibits the same behavior. From this example, we con-
clude that it is the nonzero off-diagonal elements of the
covariance matrix that are responsible for this. (It does not
arise from unequal weighting of the correlation measure-
ments because in the limit of many pulsar pairs, uniformly
distributed on the sky, all of the weights are equal.)

IV. COSMIC COVARIANCE AND
COSMIC VARIANCE

This section considers a pair of narrow Hellings and
Downs correlation bins at two different angles, each
containing a large number of pulsar pairs, uniformly
distributed on the sky. For each bin, we construct the

Cab,cd =54 (/’lacﬂbd + /’ladﬂbc

=YY [ 819 (ru

optimal estimator of the Hellings and Downs correlation in
that bin. We then compute the covariance of those two
optimal estimators, as defined in Sec. III B, obtaining a
simple analytic expression for the cosmic covariance. If the
two bins are the same, we prove that this reduces to the
cosmic variance found in [11].

At the end of the section, we consider the more realistic
case, where the number of pulsars is finite, and show how
the cosmic variance is approached as the number of
pulsars grows.

A. Narrow-bin pulsar averaging

Our approach to deriving the cosmic covariance follows
the formulation of Secs. III B, III C, and III D. Since each
angular bin is narrow, the quantities of interest are the
average values of the entries in the inverse covariance
matrix for that bin, as shown in Sec. III C. The averages are
computed along each row of the matrix. If each angular bin
contains a large number of pulsar pairs, uniformly distrib-
uted on the sky, then we can prove that every row of the
covariance matrix block has the same average value. This
allows further simplifications, as shown in Sec. III D.

Throughout this section we consider a pair of narrow
angular-separation bins j and k centered at y; and y,, and let
ab and cd denote the (many, uniformly distributed) pulsar
pairs lying in those respective bins. Equation (2.10) and
identities (2.12) and (2.13) provide the following expres-
sion for the entries C,;, .4 of the covariance matrix Cj; of
the pulsar pairs in those two bins:

FAQF) (Q)FY (@) + FAQF)QF) (@)F (@)

+ 7%*u,(0) { u(0)(8ucOpa + 8aadpe) + Hu(Vpa)Oac + #u(Yac)Oba + Ha (Ve )Baa + /"u(yad)‘st} . (40)

The second equality can be written more compactly using “symmetrization notation” [26] for indices,

1
Qa) = 5 (Qea + Quc)- (4.2)
This yields
4 dey FA YA (O FA (6
Canea =223 /% / FAQFA QP (@)FY ()
+ ﬂi(o)‘sa(céd)b + 1, (0) <Mu (Ya(e)days + Mu(?b(c)fsd)a)] . (4.3)

Recall [see the discussion after (2.10)] that the above expression for C,, ., is valid for all possible values of a, b, ¢, and d
even though we will often restrict attention to distinct pulsar pairs for which a < b and ¢ < d.

We now compute the average value of the entries C,, .; in (4.3), where the average is computed along the ab row
of Cj,. We will see that this average value is independent of the row ab. This means that the matrix Cj;, when multiplied by

the column vector T, of dimension 7, x, yields a vector proportional to 1;,

which has (a possibly different) dimension

Npairs,j- Lhis s sufficient to carry out the simplifications described in Sec. IIID.
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FIG. 4. Four sub-blocks of the full covariance matrix C are shown. Each corresponds to a narrow bin containing many uniformly
distributed pulsar pairs ab and cd. For each sub-block C i, we compute the average value s, of its entries, which is simply related to the

eigenvalue 4 of the 1 vector (see text).

Figure 4 provides a pictorial guide to clarify our notation.
The top shows the full covariance matrix C, which contains
four submatrices Cj; corresponding to narrow bins labeled
by j and k. For the illustration, these are arbitrarily selected
to be the third and seventh bins. The two submatrices along
the diagonal are square, but may have different dimensions.
Both dimensions are large, because both bins contain many
pulsar pairs. The two submatrices off the diagonal are
(for the general case) nonsquare.

The bottom left of Fig. 4 shows the rectangular sub-
matrix C73, whose many entries are denoted by *’s. Its rows
are indexed by pulsar pairs ab that lie in the narrow bin at
angle y;, while its columns are indexed by pulsar pairs cd
that lie in the narrow bin at angle y5.

The bottom right illustrates the implications of the
statement “the average values of the submatrix entries,
averaged along a row, are row-independent” [27]. This is
true if and only if each of the four submatrix blocks satisfies
an equation of the form Cj; 1 = 4, 1. Pictorially, this is
illustrated by the matrix equation at the bottom right of
Fig. 4, keeping in mind that the T vectors which appear on
the two sides of that matrix equation may have different
dimensions. Indeed, the only property of the four matrices
which we will need is the average value of their entries,
denoted by s;;. For the pictorial example, these average
values are s33, $37 = $73, and s77.

In what follows, we derive a formula for s ;. This holds
for any indices j and k that correspond to narrow bins
|

containing many uniformly distributed pulsar pairs. In
parsing the equations, the reader should find it helpful to
keep Fig. 4 in mind.

To compute the average value s of a matrix element
within the block, we fix the row index ab, and average
the entries along the columns cd within the block. The
pairs labeled by cd all have (approximately) the same
angular separation y;, and by assumption are uniformly
distributed on the sky. Thus, denoting the average by
(8jk)ap» We have

(sjk)ab = <Cah,cd>cd€yk’ (44)
where () .4e,, denotes the average over all pulsar pairs cd
separated by angle y;. In [11], this is called a “pulsar
average” and is explicitly defined in Appendix A of [11]
as a normalized integral over three variables.

From (4.3), one can see that there are three terms
that contribute to the average (4.4). The first explicitly
involves the antenna pattern functions, and the second and
third involve either a single Kronecker delta function or a
product of two Kronecker deltas. We show in Appendix C
that, in the limit of many pulsar pairs, the latter two terms
make negligible contributions to the average: they corre-
spond to a set of measure zero.

Thus, for large numbers of pulsar pairs, the only term
that contributes to the average value of the entries along the
row labeled by ab is

(4.5)

(8t ab _25422/ /d—Q/FA

(The symmetrization on ¢ and d has no effect, because we have assumed that the pulsar pairs in the bin at angle y; are
uniformly distributed on the sky.) Pulsar averages of this type are introduced in Appendix G in [11], where they are called

A (D A (O A (A
VFA (£ )<F(C(Q)Fd)(£2 )>Cdeyk.
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two-point functions, and the specific average that appears in (4.5) is evaluated. The uniform sky average over all pulsar pairs

cd separated by angle y, yields

<F? (Q)F‘:}, (Ql»cde}/k

= Han (ykuﬁ)v (4-6)

where the functions ps4 (7, ) are given explicitly in Egs. (G5) and (G9) in [11]; these functions vanish if A # A’. Here, f3 is

the angle between Q and &', so cos # = Q - €. Substituting (4.6) into (4.5) and summing over polarizations A’, we obtain

2;@42/ /d—QIFA

It is easy to show that this expression is independent
of the pulsar pair (row index) ab, because a only
enters through FA(Q) and b only enters through
FHE).

To see this, pick coordinates for the Q integration in
which pulsar a points along the z axis. Next, pick
coordinates for the €' integration in which pulsar b lies
in the x, z plane. Then, since all ab pairs have the same
separation angle y,, = v, the average value is independent
of the specific choice of the ab pair.

Q Jian (¥, cos™ Q- Q/)) (4.7)

Since the value of (s;),, does not depend upon the row
ab, we can write (s;;),, = S, meaning that the average of
the entries along any row of the covariance matrix depends
only upon the corresponding bin, and not upon which row
(pulsar pair) is selected. To compute this average value,
use (4.6) again (with pulsar labels cd replaced by ab and y,
replaced by y;) to average (4.7) over ab pairs separated by
angle y;. Since the entries have the same average value
along each row, the additional averaging does not change
that value, and we obtain

dgy A A A
=283 /% / pan 7057 (€ ) s (s, co5™! (@ )

= /é4A dp Sinﬁ(ﬂ++(7j’ﬂ)ﬂ++(7k’ﬂ) +/"xx(7j’/)])ﬂx><(yk’/)]))'

To obtain the final line of (4.8), we use

[ [ee

for the spherical average of any function Q(x) of a single
variable. The normalization can be checked by setting
0x) = 1.

The quantity s, only depends upon the angles y; and y,
that define two angular bins. When both bins are narrow, and
both bins contain many uniformly distributed pulsar pairs,
then s is the average value of any row or of any column of
the corresponding correlation matrix block Cj;. Thus, the
vector 1, is an “eigenvector” of this (possibly rectangular)
matrix Cj, which permits the simplifications of Sec. III D.

1/ dpsinp Q(cosff)  (4.9)

1
Bjk_w Cka:

T N _
‘l]j Cjkﬂk = <Cab,cd>ah€7,~;cd6n = Sk
Npairs, jMpairs, k

(4.8)

B. Cosmic covariance and correlation between optimal
estimators for two narrow bins

In Sec. IVA, we obtained a simple formula for the
average value s, of the entries in the covariance matrix
block corresponding to angular separation bins labeled by j
and k. We assumed that each of the bins is (a) narrow and
(b) contains many pulsar pairs that uniformly cover the sky.

The covariance between the optimal estimators of the
Hellings and Downs correlation for the two bins is given
in (3.15). Since the bins are narrow, the quantities u ' C~ !y
simplify as shown in Sec. III C and Fig. 4 because the
column vector u is proportional to 1. Furthermore, because
there are large numbers of pulsar pairs, the pulsar averaging
methods of Sec. IVA may be applied, which permit the
simplifications of Sec. III D. Under these conditions, (3.15)
simplifies to

(4.10)
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where s j; is defined by (4.8). This cosmic covariance s is a function of two angles y; and y;, which are the separation
angles of the (many) pulsar pairs in the jth and kth angular bins. It quantifies the amount by which deviations in the Hellings
and Downs correlation (away from the Hellings and Downs curve) are correlated between different pulsar separation angles.

We evaluate the cosmic covariance by carrying out the integral in (4.8), using the functions 4 (7, #) which are explicitly
given in Egs. (G5) and (G9) in [11]. To evaluate the integrals, it is convenient to set y. = min(y;, ;) and y. = max(y;.7x).
Because s, is a symmetric function of the two angles, it can be written as a function of y_ and y... The integral over f is
evaluated separately in the three intervals f € [0,y_], f € [y-,7>], and p € [y-,n]. Adding these three contributions
together gives

Sk _ i (cos COSYs —COSY_. —COSYs — 3) lnm ﬁcos cos
45T 12 V< V> V< V> 2 432 V< 7>
1- 1
+E (cosy< COSy~ +Ccosy. +cosy, — 3) ln#+z(cosy< —Cosys) T
1 1- 1- 1- 1 1
+ 5 (cosycos 7. +3) (Li2 0205“ —Li, 02(’”> “In °2°Sy> In’ +C°S7’<Lr( +°057>)>. (4.11)

This is explicitly symmetric s, = sy, since interchanging y; and y; does not change the values of y_ or y..

The special function Li,, which appears in the cosmic The structure of the cosmic covariance is displayed in the
covariance, is the dilogarithm (or second polylogarithm)  left panel of Fig. 5. This shows that the angular range
[28-30]. This remarkable function [31] is defined by the between 0 and 180° consists of three regions, from 0 to

sum ~50°, from ~50° to ~130° and from ~130° to 180°. The
fluctuations in each of these three regions are strongly

. . = 7" correlated, and adjacent regions are anticorrelated.
Liy(2) = ; n?’ (4.12) These three regions correspond to the ranges in which

the Hellings and Downs curve has one or the other sign. It
which converges on and inside the unit circle |z|*> < 1inthe  indicates that the variance in the Hellings and Downs
complex plane. While it may be analytically continued  correlation also has a strongly quadrupolar nature. A
outside of the circle, the sum in (4.12) is sufficient for our ~ second way to illustrate this point is via the coherence
purposes, because the arguments in (4.11) lic on the real ~ function s/, /s;;Si, shown in the right panel of Fig. 5,

axis between —1 and 1. which is normalized to take values between —1 and +1.
180 180 1.00
8
150 150 0.75
& 6 = 0.50
2 120 2 120 jg
o0 4 o0 0.25 |®
< oy
5 % 25 S 90 0.00
3 .0
5 © 70.25E
s 0 a 60 o
& 9 —0.50
30 -2 30
—0.75
0 —4 0 ~1.00
0 30 60 90 120 150 180 0 30 60 90 120 150 180
separation angle ; separation angle ;

FIG.5. Left panel: the cosmic covariance s j is a function of the angles y; and y,. Its shape along the diagonal is the cosmic variance.
The map shows the rhs of (4.11) scaled by a factor of one thousand, which is equivalent to setting 244 = 1000. Right panel: the cosmic
coherence (see text).
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This is also called the Pearson correlation coefficient or
“Pearson’s r.” Here, the values are close to +1 or to —1,
indicating that the expected deviations away from the
Hellings and Downs curve are tightly correlated and thus
fluctuate together in the three angular regions.

C. Diagonalizing and inverting the cosmic covariance

The inverse of the covariance matrix appears in (the
weights and variances associated with) the optimal estimator
of the Hellings and Downs correlation, for example in
(3.18)—(3.20). We want to characterize these in the cosmic
variance limit, when there are many pulsar pairs uniformly
distributed on the sky. In this limit, the average value of the
covariance matrix approaches the cosmic covariance s j;
computed in Sec. IV B. In a similar fashion, the average
value of the inverse covariance matrix approaches the
average value of the inverse of 5. So, in this section, we
diagonalize and invert s ;. Later, we will use that result to
obtain cosmic variance limits for the squared GW strain.

To carry out this diagonalization, we expand the Hellings
and Downs correlation in harmonic functions. This
approach was pioneered in [32,33] and then further
developed in [34,35]. We follow the treatment given in
Appendix C6 in [11]. For example, the Hellings and
Downs curve (1.1) may be expressed ([11], Eq. (C49)) as

=N @+ 1)CP ),

=0

#u(7) (4.13)

where P; is a Legendre polynomial of order /, x = cosy,
and the coefficients are

o J0 if1<2
1_{(1—2)!/(1+2)!—1/(1+2)(1+1)1(1—1) if 1>2.
(4.14)

The C; arise as expectation values in the Gaussian
ensemble, and for our purposes may be treated as definite
quantities.

The cosmic covariance s is a real symmetric matrix. To
write it in harmonic form, we follow the same method as
used in Appendix C 6 in [11] to obtain

21 +1
sjp = 4%t Z—CzPl cosy;)Pi(cosyy).  (4.15)

As a simple check, we can set y; = y;, which correctly
recovers the harmonic form of the cosmic variance,
first given in Eq. (C53) in [11]. A numerical check (it is
sufficient to sum [ = 2,3, ...,10) shows excellent agree-
ment between (4.11) and (4.15).

To invert s, consider first that the inverse M of a
matrix M is defined by MM~' =1 where I is the

identity matrix. For finite-dimensional matrices, the com-

ponents satisfy
ZMjkM;nL = 5jm
k

For the case of interest, the matrix M is s ke In the limit of
an infinite number of pulsar pairs distributed uniformly on
the sky, this matrix has continuous row and column labels
and can be written as

(4.16)

s(x,x’)s4ﬁi4ZZI;lC2Pl() P(¥),  (4.17)

=2

where x = cosy and x’ = cosy’ lie in the interval [—1, 1].
By analogy with (4.16), if M(x,x') is a continuous
matrix, then we define its inverse M~!(x, x') as a “solution”
[but see remark after (4.25)] to

/ LAY M XML () = S(x—2),  (4.18)
-1
where &(x) is the Dirac delta function. Note that the
integration measure dx’ = siny’dy’ corresponds to uni-
formly distributed points on the sphere.

The Dirac delta function on the rhs of (4.18) may be
expressed as a sum of Legendre polynomials. The ortho-
gonality relation for Legendre polynomials,

2

, 4.1
20+ 1 1o (4.19)

1
[ axpiorio -
implies that for x and x” in the interval [—1, 1] one has

S(x—x) = Z%Pl( )P(x).  (4.20)
I

This allows us to rewrite the rhs of (4.18).

We now demonstrate a convenient way to invert M, if it
is diagonal in a Legendre function basis. Suppose that M
and its inverse are written as a sum of products of Legendre
polynomials

M) =S o ppe)., and a21)

(4.22)

Substituting these into the lhs of (4.18), using (4.19) to
carry out the integral over x’, and replacing the rhs of (4.18)
with (4.20), we obtain

S 2 oapp ) = 3 2 pip ),

(4.23)
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Identifying the Legendre expansion coefficients on both
sides implies

Thus, to invert M, we simply invert the diagonal values,
setting ¢; = 1/0,.

We now use (4.24) to invert the continuous matrix
s(x,x’), by letting M = 5. Identifying (4.17) and (4.21)
gives Q; = 444C2, so (4.24) implies ¢, = 1/4%4*C3. The
continuous matrix inverse is then given by (4.22) as

sTHonx) = (424)7! f:2;+ IPZ(X)PI(XI)-

Note that the /=0 and /=1 terms are absent from
this sum. This means that (4.17) and (4.25) cannot
satisfy (4.18). Rather, they satisfy this equation if the
[ =0and [ =1 terms are dropped from the Dirac delta
function on the rhs of (4.20). This is because s(x,x’)
has a two-dimensional null space formed from all linear
combinations of Py(x) and P;(x). The inverse operator
s7!(x,x') is only defined on the complement of that
null space.

Later, we will need to evaluate sums over uniformly
distributed pulsars, when the number of pulsar pairs goes
to infinity. These sums, which typically involve the
vector p,, = pj, and the matrices s and sjfk', can be
converted to Riemann sums and hence to integrals as
follows.

To construct vectors of dimension Ny;,, and matrices of
8ize Npins X Npins, first select Ny;,s values of x = cosy
which are uniformly spaced in the interval (-1, 1):

x; = (2j + 1 = Nyins)/Npins  for j = 0,1, ... Nyjns — 1.
(4.26)

The vector y; is obtained by evaluating the function u,,
given in (1.1) or (4.13), at these discrete values:
#j = py(x;). (For notational convenience we use
both x and y as arguments.) The matrix s, is defined by
(4.15), and (4.17) shows that its entries are obtained by
evaluating the continuous function at the grid of points,
hence

(4.27)

Sjk = s(xj,xk).

While the continuous matrix inverse s~'(x,x’) defined
by (4.25) may also be evaluated on the discrete grid of

points, this would not yield the matrix inverse of (4.27): it
has the wrong normalization to satisfy

E -1 _
Sjkskm = 5]!11?
k

even in the limit of large Ny;,.
To obtain an inverse matrix sJTkl satisfying (4.28), in the

(4.28)

limit of many pairs, one must multiply s~'(x;, x;) by two
factors of Ax =2/Ny;,,. From (4.25) this gives

2 \? 20+ 1
s7l = ( ) 44171 " ———Py(cosy;)P;(cosyy).
J Nbins ( ) IZ:; 2C12 ’

(4.29)

Note that the equality in (4.29) holds only in the limit of
large Nyine. In that limit, (4.28) may be demonstrated by
converting the sum to a Riemann sum and then to an
integral [36]. We make use of s3! and s7'(x,x') in
Secs. VIIC and VIIIC 3.

The failure of 57! to exactly equal s~ (x;, x;) for a finite
number of pulsar pairs has a close analog in Fourier
analysis (where the inverse operation is the Fourier trans-
form). Suppose that we are handed a function of time y(7)
and its Fourier inverse ¥(f), which is a function of
frequency. Now, we want to construct a discrete time
sequence and its discrete Fourier inverse. The discrete
time sequence is trivial to obtain: sample y() at uniformly
spaced times t = kAt, where Atr is the time step and
k=0,1,....,N—1. In contrast, the discrete inverse
(a sequence in frequency f) is not obtained by simply
sampling the continuous inverse y(f) at the corresponding
discrete frequencies. However, for a band-limited function,
they approach one another in the large-N limit with NAz¢
held constant. A more detailed discussion may be found in
Appendix D of Ref. [14].

D. Relating the variance of the narrow-bin optimal
estimator to the cosmic variance

Using (4.8) and the results of Sec. III D, an expression for
the variance of the optimal estimator in the narrow-bin limit
follows immediately from setting y; = y;. For the blocks
along the diagonal of C, this is true to a good approximation.
So, setting j = kand y; = y;, = y in (4.8), we see that 1 is an
eigenvector of the matrix block Cj;. Thus, the average value
of an entry on one of these diagonal blocks is

| [ ~
s=24% [ "apsin (42 1-p) +1r.)) =242,
(4.30)

where we dropped the indices from s; = s5;; on the lhs of
the above equation.
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The (cosmic variance) function /:2(7/) is computed in Appendix G in [11] and may also be obtained directly from the
diagonal of the cosmic covariance (4.11) by setting y; = y;, = y. We find

W(y) 49 15 3

12(0) 48 16 2 2

1
+§(cosy— 1)(cosy+3)ln<

which agrees with Eq. (G11)in [11]. We have divided z?(y)
by u2(0) to make (4.31) independent of the choice of
normalization of the Hellings and Downs correlation.

The variance of the optimal estimator of the Hellings and
Downs correlation is given by (3.24) as the average value s
of the entries of the covariance matrix, given by (4.30).
Hence,

2

2u(y) = s = 28%42(y) = o2y (y),  (4.32)

where 62(y) is exactly the cosmic variance found
by different arguments in Appendix C5 in [11]. This
provides a simple and alternative way to derive the cosmic
variance.

E. Numerical illustration showing the approach
to the cosmic variance

There are two limiting cases for which we can give
analytic expressions for the variance. If there is only a
single pulsar pair at each angular separation, then the
variance is the total variance, given by oZ(y) in (2.11).
If there are a large number of uniformly distributed
pulsar pairs, then the variance is the cosmic variance
02.(7), given by (4.32). Here, we study the transition
between these two limits, when the number of pulsar pairs
is finite.

1 pair Otot

0.4 1 :
2 pairs

g opt
— —  0pairs 00—
2

———  pas

Ocos

0.2 A

0.0 1 i i I
0° 45° 90° 135°
pulsar separation angle ~y

180°

—cosy

1- 1
= — cos’y — — — = (cos’y +3) ln( cos }/) ln( o8 y)

2
1 +cosy

>+%(cosy+l)(cosy—3)ln< . ) (431)

In the left panel of Fig. 6, we show the transition from
ok(y) to 62,(y) as we average the correlations of more
and more pulsar pairs with angular separation y. For these
plots, we simulated 10 different realizations of n,,s = 1,
2,5, 10, 25, 50, 100, and 200 pulsar pairs, all separated by
the same angle y and distributed uniformly on the sky. We
then calculated o, (y) for each value of n,; and each
value of y. (To reduce the fluctuations associated with the
random placement of the pulsar pairs on the sky, we
averaged together the results of the 10 different realiza-
tions to get the final set of transition plots.)

In the right panel of Fig. 6, we plot the minimum number
of pulsar pairs needed for the optimal variance agpt(y) to
reach a value that lies within 1/e ~ 0.37 of the cosmic
variance o2y (y). In terms of the standard deviation 6y (y),
this corresponds to reaching a value of approximately
1.176.5(y) for each value of y. Near the minima of
Oeos(7), In the vicinity of y ~54° and y ~ 126°, about
6000 pulsar pairs are required.

V. VARIANCE OF THE OPTIMAL BINNED
ESTIMATOR

A. Beating the cosmic variance

One interesting consequence of doing the binned esti-
mation is that for some ranges of angular separation ¥,

107 5

Npairs

107 -

0° 45° 90° 135°
pulsar separation angle ~

180°

FIG. 6. Left panel: the variance of the optimal estimator as the number of pulsar pairs at each angular separation y is increased. Shown
in the plot, from top to bottom, is Gy (y) calculated for 1, 2, 5, 10, 25, 50, 100, and 200 pairs. (For this plot we have set Bt =1 /2.) Right
panel: the minimum number of pulsar pairs needed for agp[ (7) to reach a value that is 1/e =~ 37% larger than the cosmic variance. For this

number of pulsar pairs, og, (1) & (1 4 1/€)020 (7).
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FIG. 7. Left panel: the variance of the optimal estimator for a simulation with 400 pulsars distributed uniformly on the sky, with
6° angular bins. This is compared to the (narrow-bin) cosmic variance. The variance of the optimal estimator dips below the cosmic
variance for sufficiently large numbers of pulsar pairs per bin. This is possible because angular resolution has been sacrificed,
see Appendix E. (For this plot we have set 4% = 1/2.) Right panel: the number of pulsar pairs in each angular-separation bin for the

left-hand-panel case. The expected number is proportional to siny.

the loss of angular resolution allows one to “beat” the
cosmic variance for a sufficiently large number of pulsar
pairs in the bin. This is illustrated numerically in Fig. 7
for the case of a simulation involving 400 pulsars
distributed uniformly on the sky and 6° angular-separa-
tion bins. For this calculation, we used normalization
condition (b) in Sec. III A, which corresponds to
Hoin =4 1/ Npairs- AN analytic demonstration of this
result, for a simple “two-component” angular-separation
bin is given in Appendix E.

B. Examples

Here, we apply the results of Sec. IIl A to make plots
showing the total variance o%,(y), cosmic variance
020s(7), and variance o3, (y) of the optimal estimator
for a finite number of pulsars distributed nonuniformly
on the sky, with 6° angular-separation bins. We use the
current sky locations of the pulsars monitored by three
active PTA collaborations: European Pulsar Timing
Array (EPTA), North American Nanohertz Observatory
for Gravitational Waves (NANOGrav), and Parkes Pulsar
Timing Array (PPTA). We also construct an International
Pulsar Timing Array (IPTA) by forming the union of the

EPTA pulsars NANOGrav pulsars

pulsars monitored by the individual PTAs. See Table IV
in Appendix H for the names and angular coordinates of
the pulsars.

The individual PTA collaborations are currently mon-
itoring 42, 66, and 26 pulsars respectively, with a total of 88
distinct pulsars for the IPTA [37]. A skymap of the pulsars
is shown in Fig. 8, which is a Mollweide projection in
equatorial coordinates. Note that the pulsars are clustered in
the direction of the galactic center, which has equatorial
coordinates (ra,dec) = (17h46m, —29°); this is indicated
by black dots in Fig. 8. For reference, the center of the sky
maps is (ra,dec) = (12h,0°).

Plots showing the expected Hellings and Downs corre-
lation plus/minus the uncertainties associated with the total
variance, cosmic variance, and variance of the optimal
binned estimator are given in Fig. 9.

For these plots, we use thirty 6°-wide angular-separation
bins, equally spaced between O and 180°. To model the
relative amplitude of the expected correlations and
their uncertainties, we set 42 = 0.5622h% and h% = 1.
This corresponds to timing-residual measurements for a
Gaussian ensemble of binary-inspiral sources, as described
in Appendix B. Finally, for the optimal binning, we have
chosen to normalize the weights according to condition

pulsars

PPTA pulsars

FIG. 8.

Sky locations of the pulsars employed by the EPTA, NANOGrav, PPTA, and IPTA collaborations. The black dot indicates the

direction to the Galactic center. Table IV in Appendix H lists the pulsar names and sky locations.
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EPTA

correlation p

(42 pulsars)

NANOGrav

(66 pulsars)
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0° 45° 90° 135°
pulsar separation angle ~

180° ° 45° 90°

135°
pulsar separation angle ~

FIG. 9. The mean Hellings and Downs timing-residual correlations (solid black curve) and the o, uncertainty of the optimal
estimator with 30 x 6° angular-separation bins (“+” symbols). This illustrates the expected match for data which has no measurement
noise or intrinsic pulsar noise. We take the pulsars currently monitored by the EPTA, NANOGrav, and PPTA collaborations, and merge
these for the IPTA. (See Fig. 3 for a closeup of the IPTA variances.) We assume the binary-inspiral GW background described in
Appendix B, which has %2/h? ~ 0.5622 (timing-residual correlations, @ = 1) and normalize the mean with 4> = 1. Two other curves
are shown for comparison. The dotted lines furthest from the solid black curve are the single pulsar pair variance: +o6,,. The dotted lines
closest to the solid black curve are the cosmic variance corresponding to an infinite number of pulsar pairs: £o,,s. The PPTA plot has no
“+7-symbols at 3°, 147°, 159°, and 177° since ny,;s = 0 in those bins.

(c) in Sec. IITA, that is, i = py(Yoin)» Where yp, =
y'1/ Npairs 18 the average angular separation of the pulsar
pairs in a bin.

These plots do not include any contributions from
measurement noise or intrinsic pulsar noise. As such,
they show the fundamental limits on the recovery of the
Hellings and Downs correlation, based on using optimal
estimators for the given set of pulsars and a specific
choice of binning.

Since the PTAs are improving their results by adding
additional pulsars, these plots will improve with time. They
may be easily constructed as follows:

(i) starting with a set of pulsar sky directions, form all

pulsar pairs;

(ii) divide the pulsar pairs among a set of angular-

separation bins;

(iii) for each bin, compute the average angular separation

Ybin Of the ny pairs in that bin;

(iv) for each bin, choose a normalization pu;, for the

optimal estimator as described in Sec. Il A, for

example, pyin = py(Ypin)s

(v) foreachbin, calculate the n,,,;-dimensional vector 1,
and C,, ., for all pulsar pairs ab and cd in the bin,
using (2.4) and (2.10); the np,ir X Mpyir-dimensional
covariance matrix C is defined by that block of C;

(vi) for each bin, calculate the variance agpt of the
optimal estimator using (3.11) for each bin.

Following this simple procedure, interested readers can
produce similar plots for different arrays of pulsars and
different choices of angular bins.

VI. NON-PTA DETECTORS

The focus of this paper is the Hellings and Downs
correlation (1.1) induced by GWs in PTAs. However,
to aid in our understanding, it is useful to consider
“non-PTA” detectors, which have a different response to
GWs than a PTA. This is particularly helpful in under-
standing the properties of estimators of the squared GW
strain /2 [38]. These estimators, which are linear combi-
nations of pulsar-pair correlation measurements p,,, are
described in Sec. VII.
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A. A more general form for the detector response
and its expected correlation

The most familiar non-PTA detector type is the
“short-arm interferometer” GW detector, described in
Appendix D. 4 of [32]. To construct this, place one arm
of a LIGO-like detector along the line of sight p to a pulsar.
Along that path, a laser is used to measure the separation
between a pair of freely falling mirrors located near Earth.
We assume that the distance between the mirrors (or the
effective distance, if there are multiple bounces [16]) is

|

1

small compared to the GW wavelength. In practice, at
typical PTA frequencies this detector would be over-
whelmed by low-frequency noise, but in our idealized
thought experiment we replace pulsar redshift with the
fractional change in length between the mirrors.

Let us contrast the response (“antenna pattern”) of this
LIGO-like detector with one arm along direction p, to the
response of a PTA pulsar with sky direction p. For a unit-
amplitude circularly polarized plane GW traveling in

direction Q, the redshift responses are

one-arm LIGO: F(Q) = 5 @rif L) pYe,(Q) and (6.1)
PTA pulsar: F(Q) = li)ﬂ—?be Q) [1 - ne_z”ifc(”ﬁ'i’)}. (6.2)
214Q-p lad

Here, the Einstein summation convention is in effect
for the spatial indices y and v, e, =e,, —ie,, is the
(complex) circular polarization tensor formed from the
traditional linear GW basis (Eq. (D6) in [11]), and fL is
the dimensionless distance to the pulsar, measured in GW
wavelengths.

The factor of 2zif in (6.1) arises because F (Q) is the
redshift (rather than the timing residual) response. This
factor is discussed in Appendix A. It can be obtained
starting from the conventional (one-way) formula for
GW strain [14], which is the fractional variation
h=AL/L=1p"pve,, (Q), where L is the detector arm
length. The redshift is the time derivative of AL, intro-
ducing a factor of 2zif, from which (6.1) follows.

In (6.2), the unity term in square brackets gives the
Earth term, and the second term in square brackets gives
the pulsar term. If desired, a similar pulsar term could be
incorporated into the one-arm LIGO-like detector [39].
The real constant 7 allows us to correctly incorporate the
pulsar term by setting 7 = 1 [40], or to turn off the pulsar
term by setting # = 0. “Flipping this switch” makes it
easier to separate and understand the effects of the
pulsar term.

The response (6.1) of a one-arm LIGO-like detector may
be obtained as the low-frequency (= short-arm) limit of the
PTA response (6.2) [41,42]. This is no coincidence. If our
fictional one-arm LIGO-like detector could also operate at
wavelengths much smaller than its arm length, then its
response would be described by the same expression [(6.2)
with 7 = 1] as a PTA pulsar [43]. If we start with (6.2), and
take the limit £ — 0, we obtain (6.1). This is because the
pulsar term in (6.2) may be approximated using e* &~ 1 + x
and when subtracted from the Earth term, cancels the

denominator 1 + Q- p.

|

This short-arm limit is valid for the currently operating
advanced LIGO detectors in their most sensitive frequency
band around f =~ 100 Hz where the GW wavelength
~3000 km is much larger than the 4 km arm length [16].
By assumption/construction, the short-arm limit is valid for
our hypothetical one-arm LIGO-like detectors.

Equations (6.1) and (6.2) for the detector response can be
recast in harmonic space by decomposing the GW pertur-
bations into a sum of (gradients and curls of) spherical
harmonic functions Y,,,(6, ¢), as described in [32]. Any
GW field may be expressed in this form, whose value is
determined by a countably infinite set of amplitudes,
labeled by [ =2,3,... and m = —[,—[+ 1, ..., [. For the
Gaussian ensemble, each of these amplitudes is an inde-
pendent zero-mean Gaussian random variable, with a
variance that depends only upon [. The response of the
above two types of detectors to the /, m mode is (respec-
tively) given by the first term of Eq. (D4) from Ref. [32],
and by Eq. (92) (including the pulsar term) from that same
reference. These are

one-arm LIGO: F,,(p) x6,,Y;,,(p) and (6.3)

PTA pulsar: Fy,,(p) « Cll/2 [1 —ne'z’”'fﬁ(wﬁ'i’)} Yiu(D)s
(6.4)

where the C; are given by (4.14), and [-independent
numerical factors are omitted. The key point is that the
one-arm LIGO-like detector responds to only the | =2
modes, whereas the PTA pulsar detector responds to all
modes with 1 > 2. Here, Y,,,(p) is the spherical harmonic
function Y,,(0,.¢,), where 6,,¢, are the spherical
coordinates of the pulsar direction vector p.
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Our claim about the distinct patterns of response may
appear surprising. Fundamentally, it is a statement about
the differing antenna patterns of the detectors, and can be
understood by comparing (6.1) and (6.2). Said succinctly,
a LIGO-like detector has a purely quadrupolar antenna
pattern and response, whereas a PTA pulsar detector
responds to all modes.

To determine the output at time ¢ of an idealized (one- or
two-arm) LIGO-like detector, it is sufficient to know the five
independent spatial components of the metric strain /(1) at
the location of the instrument. In contrast, this knowledge is
insufficient to predict the redshift of a pulsar [44] at time ¢,
because of the 1+ Q- p term in the denominator of (6.2).
Because the denominator depends upon Q, to predict the
redshift one must also know the specific contribution to
h,,(t) from each different sky direction. This requires (or,
given observations, provides) information that is not local to
the neighborhood of the detector.

As shown in (6.1), a LIGO detector with one arm in
direction p* has an antenna pattern pHpY. A two-arm
differential LIGO detector (arm directions pf, py) has an
antenna pattern pj, p4 — p’, p4. Both are quadratic functions
of the three orthogonal Cartesian directions p*, p¥, p%,
restricted to a two-sphere. Thus, their expression in terms of
spherical harmonics contains only / = 2 terms. In fact, this
connection between the order of the polynomial (here two)
and the order / of the harmonic is the origin of the name
“spherical harmonics.” In contrast, the factor of 1 +Q - p
in the denominator of (6.1) gives the PTA pulsar detector an
antenna pattern that also responds to modes with [ > 2.

Note that even for a (one- or two-arm) LIGO-like
detector, the five components of 4, are functions of time,
and thus have (in principle) infinite information content.
The corresponding / = 2 amplitudes may be thought of as
functions of time, although it is simpler to regard them as
functions of frequency as in Eq. (14) of [32]. Thus, there are
five of these per frequency bin; the restriction to / = 2 only
reduces the amount of spatial information.

Returning back to (6.3) and (6.4), we can use these
response functions to calculate the expected value of the
correlation between detector responses Z, () and Z,(t) for
the standard Gaussian ensemble. The expected correlation
is obtained by summing products of the response functions
for two detectors over both / and m [12,13,32]. Let p, and
P, denote the directions to pulsars a and b, or the arm
directions of a pair of one-arm LIGO-like detectors. Then

1
<pab> = hz/"ab = hzz Z Flnz(ﬁa)F7nz(ﬁb)v (65)
1

m=—1

where p,;, is the overlap reduction function for the two
detectors.

To evaluate the expected correlation for either of the
two different GW detector types, substitute (6.3) or (6.4)

into (6.5) and use the addition theorem for spherical
harmonics,

2041

=, Pilcosyay).  (6.6)
T

]
Z Ybn(f?a)y;:m(ﬁb)

m=-1

to evaluate the sum over m, where cosy,, = P, Pp-
One obtains

one-arm LIGO: u,, = P,(cosy,;,) and (6.7)

PTA pulsar: p,, = Z(Zl—l— 1)C 1P (cosyap) [1+1764) .
]

(6.8)

where for (6.8) we assume (i) that the Earth-to-pulsar
distances are many GW wavelengths 1 < f£, and (ii) that
the Earth-to-pulsar distances £, and £, differ by many
GW wavelengths 1 < |f(L, — £L,)]. This means that the
Earth-pulsar cross-terms average to zero, as discussed in
detail in [11]. Thus, (6.8) contains only Earth-Earth and
pulsar-pulsar terms. For pairs of distinct pulsars a # b,
the Kronecker delta term vanishes, and we recover
the Hellings and Downs correlation p,(y,,) as written
in (4.13) and (4.14).

It should now be clear to the reader that the two examples
we have just given are members of an infinite collection of
possible detector response functions. To define these, we
replace (2/ 4 1)C; in (6.8) by an arbitrary set of (positive)
coefficients Q;. A one-arm LIGO-like detector has Q; = 0
for [ # 2, whereas a PTA has a specific set of coefficients
which are nonzero for all /> 2. By analogy, one can
construct (at least, in our imagination) detectors for any
(positive) choice of these coefficients, with corresponding
correlation matrices p,y,.

The generalized detector response functions are defined
in analogy with (6.8). They have a correlation matrix

tap = (1 +178,) U, (6.9)
where U is a real symmetric matrix of dimension

Npu X Npyi, having entries

Uay = Y Q1P )(cosy,p). (6.10)
!

The non-negative quantities Q; > 0 which define U,
determine which Legendre polynomials appear. The non-
negative constant > > 0 which appears in (6.9) allows
us to control the pulsar term. Depending upon the context,
Npu denotes either the number of pulsars in a PTA, or the
number of non-PTA detectors.

A PTA has n =1 and Q;, = (21 + 1)C,, where the C,
are defined by (4.14). Alternative detectors have different
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values for the Q;, but always with at least one of these
values nonzero. For example, we can have Q; nonzero for a
single value [ = L, or for some finite range, say 2 < [ < L.
The one-arm LIGO-like detector corresponds to Q; = J;,
and n = 0.

B. Eigenvectors and eigenvalues
of the correlation matrix p,,

We now investigate the properties of the correlation
matrix p,;, defined by (6.9) and (6.10). We start by finding
its eigenvalues and eigenvectors. For this, it is helpful to
first examine the matrix U .

The eigenvalues of U, must be non-negative, since we
assume Q; >0 in (6.10). To see this, use the addition
theorem (6.6) to write U, as

4 I
Uahzgy_]:]QlZ Y,

m(ﬁu)YTm(ﬁb)v (611)

where p, and p, are the sky directions to the two pulsars.
Now, consider the real number v'Uv =3, , v*U,,0",
where v is any real N, -component vector. The matrix
U is positive definite if v Uv > 0 for all v, or positive
semidefinite if »TUv > 0 for all ». We have

a b _
g U 07 =
ab

where v, =3, 1Y, (Q,). Since we have assumed
Q; > 0, the rhs of (6.12) is non-negative. This establishes
that U is positive semidefinite, meaning that its eigenvalues
are either zero or positive.

To count the vanishing eigenvalues of U,,, first
consider a simple case: suppose that the Q; are nonzero
only for /= L. Since Q; is positive, from (6.12) an
eigenvector v* with vanishing eigenvalue must satisfy

|

0 Z . (6.12)

> Yr(py) =0, for m=—L,...,L. This is a set of
2L + 1 (real) homogeneous linear equations in N, (real)
variables, which are the components of v“. If the number
of these components satisfies N, < 2L + 1, then for
generic sky locations, the system of linear equations is
overdetermined. Since the equations are homogeneous,
the unique solution is the trivial one, »* = 0. Thus, for
Npu < 2L + 1 there are no eigenvectors with eigenvalue
zero, so that all N, eigenvalues are positive. Alternatively,
if Npy > 2L + 1, then the equations ), v*Y;,,(p,) =0
have N, — (2L + 1) linearly independent nonvanishing
solutions v“, corresponding to Ny, — (2L + 1) vanishing
eigenvalues. The remaining 2L + 1 eigenvalues are
positive.

The result generalizes immediately to the case where
more than one Q; is nonzero. Thus, define

> @i+,

{11Qi#0}

Npog = (6.13)

which is the number of real degrees of freedom (DOF)
associated with the nonzero Q;. If N,y < Npog, then all of
the eigenvalues of U are positive. Otherwise, U has Npor
positive eigenvalues and N,,; — Npop vanishing eigenvalues.

For notational clarity, for any square matrix M, we define
the integer

Nj; = number of nonzero eigenvalues of M.  (6.14)

For example, N{; is the number of positive eigenvalues of
U,,. (Here, the matrices M of interest are symmetric and
hence can be diagonalized. For such matrices, N, is also
the rank of M.)

With this notation, the number of positive and zero
eigenvalues of U, are therefore given by

number of positive eigenvalues of U = N = min(Npog, Npy).  and

number of zero eigenvalues of U = N

Note that a real PTA has Q; # 0 for [ > 2, so N, = Npu-
Thus, for a real PTA, U,, has no zero eigenvalues,
regardless of the number of pulsars.

It is now straightforward to count the number of
vanishing eigenvalues of the correlation matrix .
If the pulsar term is absent, so that n =0, then
from (6.9) one has pu, =U,, and (6.15) also
describes the eigenvalues of p,,. On the other hand,
if n #0, it is easy to show that p,, is positive definite
and has no zero eigenvalues for any GW response
function.

— Nj; = max(Npy = Npog, 0). (6.15)

To see this, note from (6.10) that the diagonal terms of
U,, are all positive and equal to one another, because
(no summation convention) P;(cosy,,) = P;(cos0) =
P;(1) = 1, and Q; > 0. Denote these diagonal elements by

U(0) = ZQ, > 0. (6.16)
Since they are equal, from (6.9) we can write
Hap = Uap + 17U (0)4p, (6.17)
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where o, is the identity matrix. Thus, if »%, A are an
eigenvector and corresponding eigenvalue of U, then v,
A+ n*U(0) are the eigenvector and corresponding eigen-
value for p,;. Since 1> 0, and #* and U(0) are both
positive, it follows that all the eigenvalues of u,, are
positive. Thus, for any GW detector response, if the pulsar
term is present, so that 5 # 0, then all of the eigenvalues
of u,, are positive.

C. Inverse of the correlation matrix u,,

Having understood the properties of the eigenvalues
of the correlation matrix p,;,, we now turn to the definition
of its inverse. This is needed for the calculations in
Sec. VII A.

For a PTA, or for any GW detector response which
includes a pulsar term, the matrix u,, has only positive
eigenvalues, and hence its inverse ,u;g is defined. However,
if (i) the pulsar term is absent (so # = 0), (ii) the number of
degrees of freedom Npgop is finite, and (iii) the number
of pulsars is greater than Npgp, then the matrix p,;, has
vanishing eigenvalues, and the conventional matrix inverse
is not defined.

In such cases, it is helpful to define a modified inverse,
which we denote by y,. This is

+ = E —1,a,b
Hap = /111 UnUns
{n|2,>0}

(6.18)

where 1,, v% are the eigenvalues and corresponding
normalized eigenvectors of p,,, and the sum includes
only those terms for which the eigenvalues do not vanish.
This is called the Moore-Penrose pseudoinverse of the
matrix: it was found by Moore [45,46] and rediscovered
three decades later by Penrose [47]; see [48] for an
account. If all of the eigenvalues of u,, are positive,
then ,u;rb is the ordinary matrix inverse /fl}, so that
Zb ﬂz;bﬂbc = Zb ﬂab/‘;;c = Oge-

If some of the eigenvalues of y,,, are zero, then yu, is
still well defined, but has some properties that are
different than the normal matrix inverse. In particular,
> b Haphoe = D HabHye = Tae, Where 7, is a projector
onto the subspace spanned by the eigenvectors correspond-
ing to the nonvanishing eigenvalues. Thus,

— E a,b
Tap = UpUy-

{n|2,>0}

(6.19)

In a basis formed from the eigenvectors v%, (6.19) shows
that the matrix z,, vanishes off the diagonal, and has
N7} = N, ones and N, — N, zeroes along the diagonal.
The trace of =m,,, which is basis independent, is
> o 7®aq = N,i. These follow immediately from the trace
of (6.19), which is the number of nonzero eigenvalues
of Hab-

VII. ESTIMATING THE SQUARED GW STRAIN £?

PTAs are constructed to detect low-frequency GWs;
the most important quantity that they should determine is
the squared amplitude /? of those waves. In this section, we
investigate how PTA correlation data can best be used to
estimate or constrain A2%; the estimator is denoted h.

If the pulsar measurements are free of noise, or if their
noise is uncorrelated between different pulsars, then our
expectation is that including more pulsars in the PTA will
reduce the uncertainty in the strain estimate, because it adds
more information. This is indeed the case. However, we
will see that the rate at which that uncertainty decreases,
and whether it tends to zero for large numbers of pulsars,
depends upon the details.

In this section, we consider three cases, starting with data
from N, pulsars. (i) All of the possible Ny (Npy +1)/2
pulsar-pair correlation measurements, including both
auto- and cross-correlations, are used. (ii) Only Ny
auto-correlation measurements are used. (iii) Only the
Npul(Npul — 1)/2 cross-correlation measurements from dis-
tinct pairs of pulsars are used. We will show that the typical
uncertainties in the h? estimates have different scaling
behavior for these different cases, as the number of pulsars
grows. To set the stage, the three different scaling behaviors
are illustrated in Fig. 10, which shows the (inverse)
variance of the estimators. Later in this section, we derive
these results, and discuss and compare them in detail.

In addition, to gain some insight, we will also consider
GW responses which differ from those of PTA pulsars. As
described in Sec. VI, these could correspond, for example,
to fictitious LIGO-like detectors, floating in space near

60 auto- and cross-correlations
50 auto-correlations
40

30

cross-correlations
20

10

effective DOFs: 2/44/0%

0 500 1000 1500
number of pulsars Ny

2000

FIG. 10. The inverse variance of three different estimators of
the squared GW strain, plotted as a function of the number of
uniformly distributed pulsars. For large numbers of pulsars, the
estimator based only on auto-correlations has a finite limit
corresponding to 48 degrees of freedom. The estimator which
employs only cross-correlations, and the estimator which em-
ploys both auto- and cross-correlations, have variances that
vanish as Np,; — co. However, the latter vanishes much faster.
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Earth, but sensitive to the same low frequencies as
current PTAs.

In all three cases (i)—(iii) above, we use i to denote
the optimal estimator of the squared strain GW A2 This
estimator is a linear combination of (measured or calcu-
lated) pulsar-pair correlations p,;, with weights w,;,, and is
defined by

ilz = Zwabpab-

abeS

(7.1)

The only difference between cases (i)—(iii) is the choice of
the set S, which determines which pulsar pairs ab are used
in the summation. For case (i) we have S = {ab|a < b},
for case (i) we have S = {ab|a = b}, and for case (iii) we
have S = {ab|a < b}. In what follows, we will indicate
these limits on the sums using the shorthand forms a < b,
a = b, and a < b respectively.

Note that (7.1) is proportional to p,,, and does not
include a constant (i.e., independent of p,,) term. The
constant term is also absent from (3.1), which gives the
optimal estimator of the Hellings and Downs correlation
for a particular angular-separation bin. The situation here
is the same. A constant term in (7.1) is only needed if
(i) auto-correlations (p,,) are included in the sum and
(i) there is pulsar or measurement noise. The reasoning
given after (3.1) also applies here. If both (i) and (ii) hold,
then (7.1) is not general enough to form an unbiased
estimator for 4%: an additional constant term must be
subtracted from the rhs of (7.1). Since we primarily focus
on the ideal noise-free case, we do not include a constant
term in (7.1) or in what follows. We will return to this
issue later, in Sec. IX, when we consider the effects
of noise.

To find the optimal (unbiased, minimum-variance) esti-
mator for the squared strain 4, we determine the weights
in (7.1) with exactly the same technique that was used in

Sec. IIT A. The resulting estimator /? is a linear combina-
tion of the pulsar-pulsar correlations p,;,, given by

—1

ilz - ( Z /’labC;bl,cd/’tcd> Z /’lefC;},gh Pgh- (72)
ab,cdeS ef,gheS

The expected value of h? is K2, and the variance of h? is

-1
. ( 5 uahc;,;cd@ |

ab,cdeS

(7.3)

Note that 4> is not Gaussian distributed: it is a sum
of products of multivariate-Gaussian random variables.
Thus, it is described by a generalized chi-squared
distribution [49].

The pairs ab, cd, etc. which appear in (7.2) and (7.3)
differ for cases (i)-(iii), exactly as described after (7.1).

In the following three subsections, we investigate the
behavior of the variance for those three different cases.

Expressions (7.2) and (7.3) for h? and its variance 62, are

h
similar in form to the standard cross-correlation estimator
given in [42,50,51]; in the literature this is called the
“optimal statistic.” Our expression differs in two ways.
First, the standard cross-correlation estimator corresponds
to choice (iii) above, and only includes cross-correlations.
With choices (i) and (ii) our definition can also include
auto-correlations. Second, the standard optimal statistic
assumes that the covariance matrix is dominated by
instrumental and pulsar noise. Our expressions are general
enough to cover the entire range from noise-free to noise-
dominated, although we primarily focus on the noise-
free case.

In the absence of noise, the optimal estimator W is
determined by the (observed or calculated) correlations p,,
and by the geometry of the pulsar sky positions. The details
of the GW spectral shape and its overall scale do not matter.
This is because the (nongeometrical) factors of %%, which
appear in the expression for the covariance matrices C
[see (2.10)] cancel out from the numerator and denominator
of (7.2). In contrast, the variance o7, is proportional to 4*

and hence depends on h%. This is the true but unknown
value of the squared GW strain that we are trying to
estimate.

If these estimators are applied to observational data, one
cannot avoid the question: “what value of 42 should be used
to evaluate 07, = 07,(h*)?” In this case, since the true value

of h? is unknown, we show how to construct a “self-
consistent interval” for the h” estimate. We obtain this by
evaluating h? & ¢j(h?) for many different (assumed)
values of /2, and finding the interval of 4> values consistent
within £6j. (h*) of the observed value of h?. We illustrate
this method graphically at the end of Sec. VIID. A more
general discussion of this self-consistent-interval method,
allowing for the presence of measurement and pulsar noise,
may be found in Sec. IX D.

A. Case (i): Using auto-correlations
and cross-correlations

We first consider the optimal estimator (7.1) for the
squared strain 4> which fully employs both the cross-
correlations and the auto-correlations. While this is defined
by the index set a < b, in this subsection, it is convenient to
let a and b run independently over the range 1, ..., Ny,
so that (7.1) includes Ngul terms. In addition to including
the auto-correlation terms a = b, this also includes each
possible cross-correlation term twice. These two possible
terms, for example p3; and p;3, are each assigned identical
weights ws; = wy3. This means that (by doubling the
cross-correlation weights and keeping the auto-correlation
weights the same) the double sum over all N, gul pulsar pairs
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could be replaced by an equivalent sum over a < b.
However, for the calculations in this subsection, it is
helpful to keep all Ngul terms in (7.1), so that

Npul Npul

72 _ E — § :

h™ = WabPab = WabPab» (74)
a=1 b=1 ab

where the final summation is shorthand notation for the
previous two sums. The same extension of the summations
apply to (7.2) and (7.3).

Here, and elsewhere in this paper, we use the following
convention for commas that occur under summation signs.
A comma between indices under a summation sign, for
example the “a, b” in (7.4), means that within the sum,
each index ranges separately over 1, ..., N. If there is no
comma, for example “ab”, then the sum over pairs ab might
not be uniformly indexed, but instead is defined by some set
S, which is described in the text. Note that commas which
are not under a summation sign, for example in objects like
Cabcas Dapeaers and Eup caer gn have no such meaning.
Instead, they serve to group the arguments into pulsar pairs.

The variance of A is given by (7.3), where each index
a, b, ¢, and d is independently summed from 1 to Np.
We can evaluate (7.3) in closed form, by explicitly inverting
the covariance matrix. [With these index conventions, the
inverse C! is formally undefined. However, as we show
below, its action on symmetric matrices such as yu,, is well
defined, so that (7.3) is also well defined.]

With the index labeling conventions described in the
previous two paragraphs, the inverse of C,;, ., (restricted to
the space of symmetric matrices) is

Calea = 377 Wilhish +1clpil). (1)
To understand the restriction, consider the original defi-
nition of C as given in (2.10), but with the indexing
conventions of this subsection: each of the four indices
runs from 1 to Np. C is a linear map from the space of
Npu X Npyi square matrices to itself. Such a linear map may
be expressed in terms of the eigenvalues A, and normalized
eigenvectors W2 of C, defined by

D CopeaWs? =AW and > WPWe =35,,. (7.6)
c,d a,b

In terms of these, C may be expressed as

Cavea = P MWW, (7.7)

which can be checked by confirming the action of C on
each of the eigenvectors in turn, using (7.6).

Since the number of eigenvectors is the dimension of
the space of linearly independent Ny, x N, matrices, the

range of nis n =1, 2, ...,N%ul. From the definition of C

given in (2.10), one can see that it is symmetric in the
indices ¢ and d. Thus, it maps any antisymmetric matrix to
zero, and therefore must have at least Npy(Npy —1)/2
vanishing eigenvalues. The remaining Ny (Npy +1)/2
eigenvalues are positive if p,;, is positive definite.

By the inverse of C, we mean the matrix

-1 _ —lyyabycd
G:ab.cd - Z An Wn W;% P
{nlA,>0}

(7.8)

which excludes the eigenvectors corresponding to vanish-
ing eigenvalues. Strictly speaking, C~! as defined in (7.8)
is the Moore-Penrose pseudoinverse C* as discussed in
Sec. VIB. That is to say, if we multiply C~' with C, we
obtain the projection operator

ZCab’ch;}’ef = (79)
c.d

> watwy!
n n -
{nl,70)

Because the zero eigenvectors are missing from the sum,

the rhs of (7.9) is not the identity matrix 6,,6; . Instead, it is

a projector onto the space of symmetric matrices.
Making use of (2.10) and (7.5) we obtain

ZCab,ch;},e‘f
c,d
1
=7 Zd: (Mac/tbd + ﬂadﬂbc) (ﬂze‘/t;}- + ﬂ;}ﬂgj)
C,

1
=5 (84eObr + 840pe)- (7.10)
The rhs is precisely (7.9). It is easy to show that this is
the linear map of rank N,y (Npy, + 1)/2 which maps a

matrix M onto (M + MT)/2. Thus, it preserves a sym-
metric matrix, annihilates an antisymmetric matrix, and
extracts the symmetric part of an arbitrary matrix.

Please be warned that (7.5) does not give the inverse
of C, as it is used in the other sections of this paper. First,
the indexing structure is different, and second, for a binned
quantity we are typically only interested in a submatrix
block of the full C. The inverse of a submatrix block is not
the corresponding submatrix block of the inverse.

We now evaluate the (inverse) variance 2, given in (7.3).

n?
Making use of (7.5) we find

2 \-1 _ -1
(0';12) = Z /"athb,cdﬂcd
a,b.c.d
1
=177 Ha (u;c‘ﬂ;[} + ﬂ;iﬂzl)ucd
a,b,c.d

1
- E ﬁ/_4zb:5bb

1
- = ﬁ_4Npul .

5 (7.11)
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Thus, the fractional variance for the squared GW strain is

R _ 22

<ilz>2 - Npul ﬁ,

(7.12)

where we have inverted (7.11) and used (h?) = h2. This is
the result that holds for a physical PTA. It demonstrates
that if both the auto-correlation and cross-correlation infor-
mation are fully exploited, then the squared GW strain can
be determined with arbitrary precision, given a sufficient
number of low-noise pulsars. Each additional pulsar pro-
vides an additional degree of freedom, as seen in Fig. 11.

Initially, we found this result surprising for two reasons.
First, in the many-pulsar limit, the optimal estimator of the
Hellings and Downs correlation has a nonzero (cosmic)
variance. Why does the variance of the squared-strain
estimate vanish in that same limit? Second, previous work
(e.g., Eq. (C40) in Sec. C4 of Ref. [11]) shows that an
apparently similar measure of the squared strain (the time
average of s = h,, h*") has fractional variance 2/5. How
can the estimator /4” defined by (7.4) provide more precise
information?

To answer these two questions, consider GW detector
responses which differ than those of a PTA, as examined in

60

(&)
o

40

30

20

number of DOFs 2/4%/07

-
o

L=32=</<3)

L = 2 one-arm detector (only / = 2)

0 10 20 30 40 50 60
number of pulsars Ny

FIG. 11. The inverse variance (7.14) of the squared-strain
estimator which optimally exploits both auto- and cross-
correlations, as a function of the number of pulsars employed.
Diagonal line: for any type of detector with a pulsar term, such as
PTAs, 0522 is a linear function of the number of pulsars,
corresponding to one degree of freedom per pulsar. Hence, given
a sufficient number of pulsars, the uncertainty in the /> estimate
can be made arbitrarily small. Dashed curves: if there is no pulsar
term and the detector is sensitive to only a finite set of modes,
then the inverse variance follows the diagonal line until it reaches
the corresponding number of degrees of freedom. Then it
saturates and follows the corresponding dashed curve, so 012;2
does not decrease further as more pulsars are added.

Sec. VI A. If there are a sufficient number of pulsars, then
for some responses, the correlation matrix y,;, has vanish-
ing eigenvalues. This means that y,;, is not invertible. In
such cases, the ,u;,} which appear on the rhs of (7.5) change
to ,ujb, which is the Moore-Penrose pseudoinverse of
defined by (6.18). Then the inverse variance becomes

1
(03) 7 =327 D Hav (u;fcmfd + ﬂiduzc)ﬂcd
a,b,c.d

1
=1 At <Zﬂbc”hc + Zﬂhd”hd>
b,c b.d
1
=5 ﬁ/_42”bb
b

2
_1
2

AN (7.13)

Here, the projection operator 7z, is defined in (6.19), from
which it follows that its trace is N,J{, which is the number of
positive eigenvalues of the correlation matrix .
There are two possibilities for the variance. Looking at
the rhs of (7.13):
(1) If the pulsar term is present, meaning that n > 0
in (6.9), then p, has no vanishing eigenvalues.
In this case, N; = N, and the inverse variance
of (7.13) agrees with that of (7.11).
(ii) If the pulsar term is absent, corresponding to # = 0
in (6.9), then p,, = U,y,. In this case, (6.15) shows
that N = N{; = min(N,,;, Npor). Hence,

—
Q
)

o
~—
L
I

1 .
Eﬁ_“ mln(Npul, NDOF)‘ (714)

Here, as the number of pulsars grows, the behavior depends
upon the number of DOF to which the detector responds. If
Npor 1s infinite, then the behavior is identical to case (i).
Howeyver, if the number of DOF is finite, then the variance
decreases to a minimum value and does not decrease further
as more pulsars are added. This is shown by the dashed
curves in Fig. 11. It demonstrates that for the squared GW
strain, “cosmic variance” is a property of the detector rather
than of the Universe.

This provides a clear answer to the second question.
Consider an array of one-arm LIGO-like (L = 2) detectors,
each of which is sensitive to some linear combination
of Nporp =2L + 1 =15 modes of the GW field. If the
array contains five or more detectors (i.e., Ny, > 5), then
from (7.14) the variance is

2
oh = A% (7.15)

But five one-arm LIGO-like detectors are enough to
measure all five independent components of the GW strain
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h,,, at Earth, since h,,, is a traceless symmetric 3 X 3 matrix.
Adding additional LIGO-like detectors only adds
redundant information, because the strain is completely
determined: there are no additional DOF to measure. The

corresponding fractional uncertainty o2/ (f?) agrees
exactly with o,/(s) from Eq. (C40) in Ref. [11] where
the cosmic variance of s = time average(,, ") is com-
puted as an instructive exercise. This makes sense, because
s is determined by exactly the same five DOF.

We can also clearly see why a PTA detector provides
vanishing variance as N, — oo, which answers the
first question above. In contrast to a LIGO-like detector,
which is only sensitive to the / = 2 mode, a PTA detects
all modes of the GW field. This is due to the divisor
1+Q- p that appears in (6.2). This factor of
(14+x)"'=1=x+x>=x>4---, where x = Q- p, pro-
vides additional powers of p, contributing the [ > 2
spherical harmonics Y,,(p) in (6.4). Each independent
mode provides additional information, and with enough
pulsars, all of those modes can be accessed. Hence, by
employing a large enough number of pulsars, (7.12) shows
that the uncertainty in the squared GW strain can be
reduced as much as desired.

While the calculations of this section and the previous
section require careful attention to detail, the results
themselves have an appealingly simple and intuitive
physical interpretation. The optimal combination of auto-
and cross-correlation terms extracts as much information as
is possible from the GWs. Each additional pulsar added to
the array provides another such degree of freedom, reduc-
ing the variance in proportion. In the absence of the pulsar
term, this continues until the number of pulsars reaches the
number of degrees of freedom probed by the detector. Then
the variance saturates, because the detector cannot extract
further information from the local measurements. On the
other hand, if the pulsar term is present, then each addi-
tional pulsar brings access to a new set of degrees of
freedom: the GW fluctuations in the space-time region
surrounding that new pulsar. In this case, the variance
continues to decrease without bound as new pulsars are
added to the PTA.

B. Case (ii): Using only auto-correlations

In this section, we construct an optimal estimator
= > a WaaPaa Of B2, which uses only pulsar-pair auto-
correlations p,,, where a = 1,2, ..., N, Because it has
access to much less information than the estimator of the
previous section, we expect this estimator to have a larger
variance. Indeed, unlike the estimators of /4> that use only
cross-correlations or both cross- and auto-correlations, we
will see that this estimator has a (nonzero) cosmic variance.
Even with noise-free measurements from an infinite
number of pulsars distributed uniformly on the sky, this

auto-correlation-only estimator cannot estimate h> with
arbitrary precision.

We evaluate the inverse variance of the estimator by
starting with the general expression (7.3) and including
only the auto-correlation terms in the sums. Thus,

-1 B
(‘%2) = Zﬂaa{:ablﬂbb’
a,b

where ), is same shorthand notation used in (7.4), and

(7.16)

C;l} = Ca_;,bb is the inverse of the Ny X Ny, covariance
matrix [52]

Cwp = Caa.bb
=274y,
= 24402, (1 + 1*5,p)*

=244 (U2, + 2 + ) UP(0)8,).  (1.17)
The second line follows from (2.10), the third line follows
from (6.9), and the final line follows from (6.16), because
all of the diagonal elements of U, are equal to U(0). Note
that U2, denotes the matrix whose elements are the squares
of the elements of the matrix U,,. It does not denote the
matrix product of U with itself.

To evaluate the inverse variance, use (6.17) to write the
diagonal elements of p,;, as p,, = (1 +7*)U(0). Hence,
the inverse variance (7.16) is

()" =0errroyel 0w

which is proportional to the grand sum of C;}. This is no
surprise, because Sec. IIIC shows that narrow-band
estimators give rise to a grand sum. Indeed, this estimator
is as narrow band as possible: it only has contributions from
the bin at zero separation angle. Later, Sec. III D shows that
if the vector T (here, a vector of dimension N, containing
all ones) is an eigenvector of C,,, then (7.18) can be
computed from its eigenvalue. We now employ the same
argument, showing that if there are many pulsars uniformly
distributed on the sky, then 1 is an eigenvector of C,;, and
hence of C;}.

It is easy to see that 1 is an eigenvector of C,;, in the large
pulsar limit. Focus attention on the Uﬁ , termin (7.17), since
1 is trivially an eigenvector of the other term, which is
proportional to the identity matrix J,,. Equation (6.10)
shows that U2, only depends on the angle y,, between the
directions p, and p, to pulsars a and b. It follows from
symmetry that averaging uniformly over p,, (for fixed p,)
yields a result which is independent of p,,.

To compute the action of Uﬁb and 64, on 1/Nyy, we
use (6.10) to write U2, in terms of Legendre polynomials,
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then average over the directions p,. When there are many
pulsars uniformly distributed on the sky, this gives

ZUub -

= E/ dp, ZQle’Pl(COS Yab)Pr(cosyap)

L

5 [ Y 0pwee)

Lr

= ZQzQz’ 6”/

Lr

de U
pul

(7.19)

Z«:db_ /@4(22”1

pul

Thus, 1 is an eigenvector of C = C,,,, with the eigenvalue A
defined above.

Using this last result together with the results of
Sec. I D, we can now write down an expression for the
variance of the auto-correlation-only estimator of 42 in the
large pulsar limit. From (7.18), we immediately have

1 1
2 Uz (O) Za,bC;}} .

(7.22)

Then, using (3.23), we can replace (Y., ,C,t)~" with
A/Npu. This gives

254(277 +7)
pul (1+77 )

5 2}%4 2
2 7.23
7= 0P 020 2214—1 (7.23)

The variance (7.23) is nonzero in the limit Np,;; — co. In

contrast, the variances of the 4> estimators constructed from
both auto- and cross-correlations (as we saw in Sec. VII A)
and from cross-correlations only (as we shall see in
Sec. VII C) vanish in this limit.

We now evaluate the variance (7.23) of the squared-
strain estimator which employs only PTA auto-correlations,
in the many-pulsar limit. Set Q; = (2] 4+ 1)C; with the C,
given by (4.14). Then

1 1 62,(0) 1
2 1 2 cos o

U?(0 )221+1 ZI: = T24YU(0) 12
(7.24)

In the first line, the approximation sign is a reminder that
we have averaged over a large number of pulsars uniformly
distributed on the sky. The second line follows from the
definition of U, in (6.10). The third line follows by setting
X = coSY,p, also explicitly demonstrating that the average
is independent of the direction p, of pulsar a. The final
two lines follow from the orthogonality of the Legendre
polynomials (4.19). Now, we return to (7.17) and consider
the term proportional to ,,. The action of this term on
1/Npy is trivial, since

1 1

6ab - .
Npul b Npul

(7.20)

So, combining (7.19) and (7.20) with (7.17), it follows that

A
Npul .

(2;72 + ;14)U2(0)> = (7.21)

|

where we used (4.15) with y =y’ = 0 to get the second
equality, and where 62,(0)/U?(0) = 24*4%(0)/u2(0) =
%#%/6 follows from (4.31) and (4.32). Then, setting

n =1 1in (7.23) to properly incorporate the pulsar term,
and making use of (7.24) to evaluate the first term,

we obtain
A4 36
2 ~— (1
th 24 ( * Npul)

for the variance of the auto-correlation-only PTA esti-
mator of h%. This approximation, and numerically
determined values for ahzz, are shown in Fig. 12.
As Ny, — oo, these asymptote to %4/24, corresponding
to 48 effective DOF. Without the pulsar term, also shown
in the figure, the convergence is more rapid, to 12
effective DOF.

It is also instructive to evaluate the variance of this h?
estimator for an array of one-arm LIGO-like detectors
in the Ny, — oo limit. Here, we set Q; = Jj, so that
U(0) =1 and set # = 0 to turn off the pulsar term. The
variance (7.23) is then

(7.25)

o

02, == h*,

5 (7.26)

(9}

which agrees exactly with our expectations from (7.15)
for the estimator of h? that uses both auto- and cross-
correlations. This variance, and the corresponding variance
for an / =3 only detector (meaning, Q; = §;3) are also
shown in Fig. 12.
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s | e
L L L
R -
(gl
» 30
o)
Q 20 Lo
[}
% PTA, no pulsar term
% 10 I_ = 3’ no pU|Sar term
0 L =2, no pulsar term
0 100 200 300 400
number of pulsars Npy
FIG. 12. Inverse variance of strain estimators formed entirely

from auto-correlations, as a function of the number of (uni-
formly distributed) pulsars, for different types of GW detectors,
determined numerically. All have nonvanishing cosmic vari-
ance as Ny, — co. We plot 2/4%/6%,, which is the effective
number of statistically independent degrees of freedom. The
top solid curve for a PTA and the dashed approximation
of (7.25) both asymptote to 48. The next two solid curves
show the corresponding quantities for detectors having only a
single / mode, i.e., Q; = §;; with L = 3 or L = 2. These include
a pulsar term and asymptote to 4 x 7 = 28 and 4 x 5 = 20 DOF
respectively. The bottom three “no pulsar term” curves have the
pulsar term turned off (n = 0). As explained in the text, the
L =2 and L =3 curves saturate at N, = (L + 1)(2L + 1),
corresponding to 15 and 28 pulsars respectively, with 5 and 7
DOF. A PTA without the pulsar term asymptotes to 12 effective
DOF (see text).

The reader will note from Fig. 12 that if there is no pulsar
term present, then the variance of the finite-mode detectors
saturates if the number of pulsars is large enough. For the
detector of mode L, meaning Q; = J;;, this occurs when
the number of pulsars Ny, = (L + 1)(2L 4 1). For an
array of one-arm LIGO-like detectors (L = 2) the variance
saturates if the array contains Np,; = 15 or more detectors.
Note that this is more than are needed if both cross-
correlation and auto-correlation information is used. Then,
as previously discussed, just five detectors are sufficient to
saturate the variance.

We can determine the number of detectors needed to
saturate the variance if the detectors only respond to a finite
number of DOF and the pulsar term is absent. It suffices to
decompose the matrix whose entries are the squares of the
entries of U, into Legendre polynomials. The matrix U?,
then takes the form (6.10), with coefficients formed
from quadratic combinations of the Q,’s, weighted with
Wigner 3 symbols [53,54]. For Q; = §;;, the Uﬁb matrix
has (L + 1)(2L + 1) DOF, as defined by (6.13). If modes
[ < L. are included, then the number of DOF is bounded
by (2L + 1) So, if the number of pulsars exceeds this,
then the variance saturates for the same reason as explained
in Sec. VIL A.

C. Case (iii): Using only cross-correlations

This section examines the optimal estimator h? of the
squared GW strain which is constructed using only PTA
cross-correlations. In other words, the pulsar-pair correla-
tions p,, which appear in the sum (7.2) are restricted to
distinct pulsars a < b.

We computed the variance (7.3) of this estimator numeri-
cally, for N,,; PTA pulsars distributed randomly on the sky.

The results are plotted in Fig. 13. They show that 0%2 tends
to zero as Ny, — oco. When there are more than about

30 pulsars, the variance is well approximated (blue dashed
curve) by

Nyl + 75

022 ~1.61 N

: A4, (7.27)
pu

Thus, as the number of (randomly distributed) pulsars
-1/2
pul
Note that this decrease with increasing N is slower than

grows, the variance in the estimate of 4> decreases « N

that of the A2 estimator that uses both auto- and cross-
correlation measurements. That variance decreases
o 1/Npy, as shown in (7.12) and Fig. 10.

To confirm the N,;; — oo behavior suggested by Fig. 13,
we compute the variance 6%2 for a PTA containing a large

number of uniformly distributed pulsars. Imagine that the
set of all pulsar pairs are ordered by increasing angular
separation, and note that since u,, varies smoothly, the
summand of (7.3) is effectively averaging over nearby
entries in the inverse covariance matrix C~!. Since there
are many pulsars uniformly distributed on the sky, we are

. 2
variance 0}/%%
-

o

10
10’ 10° 10°
number of pulsars Ny
FIG. 13. The black curve shows the variance a%z of the PTA

“cross-correlations only” estimator 4> for the squared strain.
This is obtained from (7.3) for Ny, pulsar positions randomly
distributed on the sky. The blue dashed curve shows the fit
-1/2
pul

(correctly) suggests that the variance vanishes as Ny, — oo.

(7.27): for large numbers of pulsars 5%2 o« N_/“. Extrapolation
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justified [55] in replacing C~! with the inverse of the
cosmic covariance matrix, s]Tk'. This is given in diagonal
form as a harmonic sum in (4.29). We are also justified in
replacing y,;, and u., with their harmonic sum forms given
in (4.13). This is because auto-correlation terms such as
|

2 \-1 E -1
(ail2> = ﬂabcab,cd Hea
ab,cd

0

1 1 L
:/ dx/ dr' Y @I+ 1)@+
-1 -l >

Here, we have changed variables to x=cosy and
X' = cosy’, assuming that the pulsars are uniformly dis-
tributed on the sky.

The sums over [, I and I” in (7.28) arise from expressions
(4.13) and (4.25), which are harmonic sums over all modes
[ > 2. However, in order to also consider the limiting
behavior 6;%2 for the non-PTA detectors described in

Sec. VI A, we terminate the harmonic sums at [,/',l" =L
where L > 2 is a finite integer. For a physical PTA, which
includes all modes, L — 0.

The integrals in (7.28) may be evaluated using the
orthogonality relation (4.19) for Legendre polynomials.
This converts the integrals over x and x" into 28, /(21 + 1)
and 26, /(21' + 1), respectively. The sums over /' and /"
may then be evaluated, eliminating the Kronecker deltas,
and (7.28) becomes

o=20+1 1
(O'%lz) lzZW:%((L—F 1)2—4)
=2

(7.29)

As more harmonics are included, L and the rhs of (7.29)
grow larger. Thus, for a PTA, 0}212 vanishes as N, — oo,

just as Fig. 13 suggests.

Equation (7.29) also applies to non-PTA detectors. To
see this, note that C; cancels out of (7.28) and so does not
affect the value of (7.29), provided C; # 0. In other words,
the actual numerical value of C; is irrelevant; all that
matters is whether or not C; vanishes. If C; is nonzero, then
the corresponding value of [ is included in the sum
of (7.29), whereas if C; is zero, then the corresponding
term is absent. Hence, (7.29) holds for the non-PTA
detectors of Sec. VI A, which are defined by correlation-
matrix expansion coefficients Q; for 2 <[ < L. For exam-
ple, taking L = 2 for a one-arm LIGO-like detector, we find

or = % (7.30)

(S N )

D20 +1)

Sapi,(0), which appear in (2.4), vanish for distinct pulsar
pairs a < b. Thus, substituting (4.13) and (4.29) (with
Nyins Teplaced by Np) into (7.3), and converting the
Riemann sums into integrals by taking the limit

N pairs = 00, we obtain

= / sinydy /0 siny'dy’ uy (v)s™ (v, 7 )a (')

C,Cp
8%+C2

Py(x) Py (x) Py (&) Py (x'). (7.28)

|
This is the same result that we have seen before for
both the auto + cross and auto-only correlation estima-
tors, see (7.15) and (7.26). Plots of the inverse variance
for the cross-correlation-only squared-strain estimator >
are given in Fig. 14 for the different detector types
discussed above.

D. Uncertainty of the squared-strain estimators
for the four PTAs

We now take the sky locations of the pulsars currently
being monitored by the different PTAs, as given in

:-: PTA without pulsar terms

2
h?

50

L=6(2=</<6)

g

40

________________________________________

30

20 ;-'. ____________________

L=32=</<3)

10

L = 2 one-arm detector (only / = 2)

effective number of DOFs 2/44%/0;

0 100 200 300 400 500
number of pulsars Ny

FIG. 14. Plots of 2%*/cj. for the cross-correlation-only esti-
mator of 4> for different detector types. These include a PTA with
and without pulsar terms, and non-PTA detectors sensitive only to
modes 2 <[ < L. For these non-PTA detectors, we have ne-
glected pulsar terms; at saturation they measure almost one
degree of freedom per pulsar. One can see that in the limit
L — oo, these converge to the “PTA without pulsar terms” curve,
which statistically measures 2/5 of a degree of freedom per
pulsar.
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TABLE 1. Fractional uncertainties for the different squared-strain estimators discussed in this section, assuming noise-free
measurements for each PTA’s pulsars. The values in row (1) are obtained directly from (7.12), whereas those in rows (2) and (3)
are obtained by numerically evaluating (7.3) for the PTA’s specific pulsar sky directions. While the order of increasing uncertainty is (1),
(2), (3), if there were more than ~1500 pulsars uniformly distributed on the sky, the ordering would be (1), (3), (2); see the final column
and Fig. 10. The values in row (4) are the fractional error o,/ (s) = \/%ﬁz /h? from (7.15) if the pulsars are replaced by one-arm
LIGO-like detectors sensitive to only the / = 2 quadrupole mode of the background. Numerical values of /2 /h? for the binary-inspiral
GW background of Appendix B are given in Table III. For strain (@ = 0) set /42/h* ~0.3905; for timing residuals (@ = 1) set
%% /h? =~ 0.5622.

PTA: EPTA NANOGrav PPTA IPTA Ideal
Number of pulsars: 42 66 26 88 00

(1) 6j2/(h?) from auto+cross-correlations:  0.218242/h*  0.1741 £2/h> 02774 4%/h*  0.1508 2/ h> 0

) Gﬁz/<ilz> from auto-correlations only: 0.3222 42/h*> 02850 4%/h>  0.3533%2/h* 02629 %4%/h>  0.2041 %2 /h?

(3) 6j2/(h*) from cross-correlations only:  0.6818 #2/h>  0.5639 42/h>  0.8005 #2/h>  0.5028 %2/ h> 0

(4) 6,/(s) for a set of one-arm detectors: 0.63254%/h*  0.6325%4%/h*  0.63254%/h*  0.6325%4%/h*  0.6325 4%/h?

Appendix H. For these, we can predict the (best-case,
noise-free) fractional uncertainties, o /(f12>, of the three
different squared-strain estimators. These uncertainties are
given in Table I. For comparison, the last row of the table
gives the fractional uncertainty o,/ (s) from (7.15), where
s = time average(h,, h*"). As discussed in Sec. VII A after
(7.15), we assume that five or more of the pulsars are
replaced by ideal one-arm LIGO-like detectors (Q; = )
and s is estimated using both auto- and cross-correlations.

It is interesting to contrast the (inverses of the) fractional
uncertainties in 4> with traditional SNRs. The expected
SNR for a detection statistic is defined to be the expected
value of that statistic in the presence of the signal, divided
by the rms value of the statistic in the absence of the signal.
It appears to be practically the same thing as the inverse
of the fractional uncertainty, (h?)/ oj2. However, they are
different: in our calculation, ¢} is not the rms value of the

“detection statistic” 4> in the absence of the GW back-
ground (i.e., due purely to pulsar and instrumental noise).
Rather, it reflects the variations in /> among different
universes in the Gaussian ensemble, each of which would
give a different value of .

Thus, we can employ h? in two different ways, depend-
ing upon which variance we select. First, we can use h?asa
detection statistic, to test the hypothesis “there is a GW
signal present in the data.” Alternatively, we can use it for
parameter estimation, to determine the most likely value of
the squared strain (and its expected fractional uncertainty)
assuming the presence of a GW signal. For the first of these
applications, the variance of h? is calculated assuming only
measurement and pulsar noise (see Sec. IX). Thus, if i is
employed as a detection statistic, its SNR could be
considerably larger (or smaller) than the inverse of the
fractional uncertainties given in Table 1.

There is a useful graphical way to think about the
second application: estimating the squared GW strain

from observational data. This parameter estimation prob-
lem is illustrated in Fig. 15, which shows the results of a
single numerical simulation. The simulation generates one
realization of a Gaussian ensemble with 42 = 1; we then
use the (simulated) observational data to construct the
optimal estimator h?. This simulates “observational reality,”
where only a single set of measurements and correlation
values is obtained. Here, the (one, randomly selected)
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FIG. 15. A “one-sigma self-consistent” 42 interval calculated
for one realization of simulated noise-free cross-correlation-only
data, for 40 pulsars placed at random sky locations. The blue lines
show the expected value of the estimator /i* and the +o;.(h?)
band about it. The one-sigma interval for h? is defined by the
intersection of the one-sigma interval h*> + ;. (h*) (blue dashed
lines) about 42 (solid blue line) with the observed value of R? for
many different (assumed) values of /2. The vertical gray region
spans the h” interval indicated by the thick black tick marks on
the h? axis. The dotted black line corresponds to the injected
value h? = 1.
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realization gave h* = 1.35. What uncertainty should we
associate with this estimate?

As discussed earlier, there is a complication: the width of
the =16 uncertainty band depends upon the unknown true
value h? of the squared GW strain. So, at what value of />
should this uncertainty be evaluated? Figure 15 shows our
proposed “self-consistent” approach. Since we do not know
the actual value of h%, we construct the optimal estimator
and its variance (vertical axis) for all possible values of h>
(horizontal axis).

Examination of Fig. 15 shows that only some values of
h? are consistent with the (simulated) observation (i.e.,
credible) at the 10 level. For example, suppose that the
actual value of 4% were 3. In this case, we would expect the
estimated /” to lie in the interval > € [1.6,4.4]. As can be
seen from the figure, this is inconsistent (at the +1o level)
with the observation. The self-consistent interval for h?
lies between the tick marks on the horizontal axis, and
corresponds to the gray region.

VIII. TESTING THE CORRELATION MODEL
AGAINST DATA

The most important result of the present paper and of
Ref. [11] is this: even with data from many noise-free
pulsars, and even with signals coming from a perfectly
Gaussian GW background, the pulsar-averaged Hellings
and Downs correlation in our Universe will not follow the
Hellings and Downs curve exactly. The following question
then arises: after experiments have binned and (optimally)
averaged the correlations, are the deviations away from the
Hellings and Downs curve consistent with expectations?
A simple way to quantify and answer this question is via y?
goodness-of-fit tests.

In the following subsections, we define two types of >
statistics, which we call “unprojected” and “projected” y°.
We start in Sec. VIII A with the “unprojected” statistic,
which assumes that both the overall scale and spectral
shape of the GW background are known exactly, a priori.
This means that the true values of h2, 4%, etc., are
“magically” given to us, with no reliance on the data used
to form the y* statistic. While unrealistic, this simplifies
the calculation of the expected value and variance of this
unprojected x>, which may then be used to test the
Gaussian ensemble hypothesis of the GW background
against the measured data.

In Sec. VIIIB, we define a “projected” y? statistic. In
addition to testing the match between the observed corre-
lation data and the Hellings and Downs curve, this statistic
also estimates the scale of the squared GW strain 4%, Hence
it eliminates the need for a fictitious “oracle” who provides
the correct value of h2. We show that this estimate comes at
low cost: for a given value of the squared strain /4%, the
fractional differences between expected value and variance

of the projected and unprojected y statistics are negligible.
This is because projection effectively reduces the (large)
number of degrees of freedom by one. This is the same
reduction in degrees of freedom that takes place when the
variance of a data set is computed using the sample mean as
opposed to the population mean. Since the cases of interest
have many pulsars and hence many degrees of freedom, it is
not surprising that the properties of the two y? statistics are
almost identical.

The projected y? statistic provides an estimate of the
squared GW strain, but that estimate, and the value of y2,
depend upon the (unknown) true value of h2. This is the
same situation that we encountered at the end Sec. VII D,
as illustrated in Fig. 15. It arises because y? is a quadratic
form defined by the (inverse of the) covariance matrix C,
which in turn depends upon %44, which in turn depends
upon h%. Our solution follows the same philosophy as in
the previous section: we evaluate y* for all possible
values of h2. Then, we ask if those observationally
derived quantities are self-consistent. This means that
x*(h?) should lie within the bounds (y*) & 6,2(h*), where

K2 is restricted to an interval consistent with the observed

value of the estimator fzz, as discussed at the end of
Sec. VII D. The combination of these two bounds creates
a pass/fail “acceptance window,” which we describe at the
end of Sec. VIII C4.

For the remainder of this preamble, we review the
notation and some related issues. As described above,
our starting point is a set of correlations which have been
binned and optimally averaged. The notation reflects this:
indices j, k, - - - denote angular separation bins, pyy ; is the
value of the optimal estimator of the correlation in the
Jth bin, and n ; is the number of distinct pulsar pairs in
the jth bin. The average value of the angles y,, for the
pulsar pairs ab within bin j is denoted yy;, ;. The quantity
Hpin,j = Hu(7bin,j) is the expected value of the Hellings and
Downs curve for that bin, which we typically use for
normalization.

Binning is arbitrary: how many bins should be used, and
where should the bin boundaries be placed? Among the
possibilities are two important extreme cases: (a) combine
all pulsar pairs into a single bin, and (b) put every pulsar
pair into its own separate bin. We will see that (b) provides
the highest discriminating power and the best statistical
test. However, the intermediate cases are also of interest,
particularly to convince the scientific community regarding
detection claims.

In reading the remainder of this section, it may be helpful
to imagine that the choice of bins has been “fixed in
advance” by some external agency, say a review board or
detection committee. That choice might be one of the
extremes (a) or (b) described above, or lie somewhere in
between.
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To parse the equations, it is also helpful to keep in mind
that there are different vector spaces that enter. At the top
level, we have a vector space whose dimension Ny, is
equal to the number of bins, with vector and matrix
components denoted by indices j, k, £, m. Then, each of
those bins has its own vector space, whose dimension
Npairs,j 18 the number of distinct pulsar pairs that lie in that
jth bin. In those vector spaces, the vector and matrix
components are indexed by pulsar pairs. For example, if the
expressions involve only cross-correlations, then these
pulsar pairs are of the form ab,cd,...,gh with a < b,
¢ <d,...,g < h.On the other hand, if auto-correlations are
also included, then we also must incorporate terms with
a = b, ¢ = d and so on. Nevertheless, we still have some
freedom in how to define the bins. One choice would be to
put all of those auto-correlation p,,, terms into the same bin
at y = 0. At the other extreme, we could put each pulsar’s
auto-correlation into a separate bin, so that there were
distinct bins at vanishing angular separation. This latter
case corresponds to choice (b) above.

In the remainder of this section, we construct y°
statistics which include three different sets S of pulsar-
pair correlations: (i) using all auto + cross correlations,
S ={abla < b}; (ii) using auto-correlations only,
S = {ab|a = b}; and (iii) using cross-correlations only,
S = {abla < b}. These are the same sets we used in
Sec. VII to construct different estimators of the squared
strain. Each of these choices has a corresponding unpro-
jected and projected y? statistic.

Here, we restrict our attention to noise-free correlation
measurements. In Sec. IX, we discuss how the y? analyses
are modified by including the effects of pulsar and
observational noise.

A. The unprojected y? test
Suppose that the squared GW strain 4? is known. Define
a y° statistic by

)(2 = Z(popt,j - <p0pt,j>)B;k1 (popt,k - <p0pt,k>),
J.k

(8.1)

where the expectation value (poy ;) = hpipiy ; is a “known
quantity.” The matrix B/Tkl is the inverse of the covariance

B, between the Hellings and Downs correlation estimates
in bins j and k, given in (3.14) and (3.15):
Hoin, jHbin,k T 1 —1
B, = CCC .
] ] Gl
As we remarked above, this equation contains quantities
with different (vector) dimensions. For example, the vector
Hbin,; has a dimension equal to the number of bins:
j=1,..., Nyns. In contrast, for a given value of j, the
dimension of the square matrix Cj; i My, j, Which is the
number of distinct pulsar pairs ab that lie in the jth bin.
This is also the dimension of the vector u;. The rectangular
matrix Cj; has as many rows as the number of distinct
pulsar pairs in bin j and as many columns as there are
distinct pulsar pairs in bin k, as indicated using the block
form of C shown in (2.14).

In the remainder of this section, to simplify equations
and calculations, and to gain geometric insight, we adopt
standard notation for vectors and tensors in metric spaces.
We exploit the fact that By is a real, square, positive-
definite Ny, X Ny, matrix, where Ny, is the number of
angular separation bins that contain at least one pulsar pair.
Hence, it is a positive-definite quadratic form,

(8.2)

9jk = By, (8.3)

on the vector space indexed by angular separation bins.
This notation will be familiar to many readers because it is
widely used for general relativity (GR) [26]. However, in
contrast with GR, where g is a 4 x 4 matrix of signature
(= +,+,+), here it is an Ny, X Npiye matrix of signature
(4+,4,---,+). With this notation, one must distinguish
between covariant (down) and contravariant (up) indices of
vectors and tensors. The covariant metric g;; = B, and its
contravariant inverse,

g = ijkl, (8.4)
are used to lower and raise indices, where B! denotes the
matrix inverse (and not the inverse of the matrix elements).
We also adopt the Einstein summation convention [26] for
equations. That is, if the same index label appears once
in the covariant position and once in the contravariant
position, then that index is summed over all angular bins.

To illustrate our conventions, we define the two contravariant vectors

J = qik — -1
Hpin = 9" Hoin ke = ZB jk Mbink
T

The y? statistic from (8.1) may then be written as

12 = (Poprj = Mttvin)) (Plor = W2t

and pépt = gjkpopt,k = ZB;klpopt.k-
k

(8.5)

(8.6)

Equivalently, if we define the fluctuations of the observed correlations away from the Hellings and Downs curve as

— _ 2
nj = popt,j - <popt.j> - popt,j —h ,ubin.j’

(8.7)
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then the y? statistic from (8.1) and (8.6) is simply the
squared length
7 =nmnl. (8.8)

Note that the fluctuations have zero mean (n;) = 0, so their
correlation and covariance matrices are equal. These are

<”j”k> = Bjr = gji- (8.9)

These follow directly from (8.7) and (3.14).
|

652 = ((*)?) — D) = ¢ g ((njmgnen,,) — (njng) (nenyy,)).

The expected value of > follows immediately by taking
the expected value of (8.8) and using (8.9). We obtain
(a*) = g™ (ning) = g% gjx = 877 = Nping» (8.10)
where Ny, is the number of angular separation bins. As
described above, Ny;,, may be as small as 1 in case (a) or as
large as the total number of pulsar pairs in case (b).
To further characterize y2, we need to know its expected
variations away from the mean (y?). The magnitude of
these variations is quantified by the variance of ?, which is

(8.11)

where the first equality defines the variance, and the second equality follows by substitution of (8.8).

The fourth-order expectation value that appears in (8.11) is deceptive. Since the GW background is described by a
Gaussian ensemble, one might suppose that Isserlis’s theorem [19] could be applied to (n;nn,n,,). If so, one could write it
as a sum of three products of two-point functions. However, this is not the case: the quantities n; are not Gaussian random
variables. Instead, they are quadratic expressions in the Gaussian random GW field amplitudes.

Evaluating the fourth-order expectation value using the results of Appendix F gives

(nngnen,,) = (njng)(neny,) + (nng) (nny,) + (nn) (mng) + E o

The first three terms on the rhs are quadratic expectation
values given by (8.9). If the n; were Gaussian random
variables, so that Isserlis’s theorem could be applied, then
only these three terms would arise, and the final term would
be absent.

The final term in (8.12) arises entirely from the non-
Gaussian behavior of ;. This non-Gaussian contribution to

the variance of y? is

Z W abWkcdWe.efWi.ghEab.cd.ef gh> (8.13)

ab.cd.ef ,gh

E jkem =

with Egp cqerqn given by (F8) and weights w; ., given
by (3.13).

We now evaluate the variance of 2. Starting from (8.11),
we use (8.12) and (8.9) to obtain

sz = ¢* 9" (9;¢9um + Gjmxe + Ejrem) = 2Npins + E,
(8.14)

where we have defined

E= gjkgfm[Ejkfm- (815)
If the n; were Gaussian random variables, then the E term
would be absent from (8.14), and y*> would have the
statistics of a standard y?-distributed random variable with
Nyins degrees of freedom. The mean value would be Ny,

(8.12)

and the variance would be 2Ny;,,. However, in Sec. VIII C
we will see that the E term is much larger than the other
terms. Thus, the statistical properties of x> are quite
different than those of an ordinary y>-distributed random
variable with Ny;,, degrees of freedom.

Note that all of these expressions simplify in the extreme
case (b) described above, where every pulsar pair lies in its
own bin. In that case, the weights w; ,;, are all unity [56],
and Bj; = gj; becomes the full covariance matrix C,, (4.

B. The “projected” x* statistic (which also estimates
the squared amplitude of the GW background)

We now define a “projected” y? statistic, which also uses
the observed correlations to construct an estimator 4> of 2.
We will see that for a large number of bins and for any
given value of h2, the expected value and variance of the
projected y? statistic are very similar to those of the
unprojected y? statistic. This has two positive features.
First, it means that we get an h” estimate “almost for free,”
and second, it means that later, in discussing their behavior,
we do not need to distinguish between the projected and
the unprojected y? statistics.

There is, however, a complication. The projected y*
statistic depends on the unknown value of the squared GW
strain h* via the dependence of the quadratic form Bj! on
the covariance matrix C [see (8.2)], which in turn depends
on %%, which in turn depends on /2. This means that to test
if observationally determined correlations are consistent
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with expectations, we need to evaluate the projected y statistic at different (assumed) values of 42. We then ask if those
values, y*(h*), agree with its expected value to within +c, (h?), over the one-sigma range of h* values consistent with the

observed value of /2. This procedure will be discussed in more detail at the end of Sec. VIII C 4.

The projected y? statistic is defined by

)(z(h2) = mln{z (popt,j - Ijlzﬂbin.j)B;kl (hz) (popt.k - ilz:“bin.k) },

72
w20 (57

where we have explicitly indicated the 4> dependence of
ijkl and thus of y?. We have chosen in this subsection not to
use the compact “raised-and-lowered” index notation of the
previous subsection since quantities with raised indices
have a “hidden” h®> dependence. The squared-strain esti-
mator /? is the value of the real quantity 7% > 0 at which the
rhs of (8.16) is minimized.

We can easily obtain an explicit expression for 2, in
terms of the observed correlations p, ;. This is found by
taking the derivative with respect to A% of the quantity
inside the curly brackets in (8.16), setting the derivative to
zero, and solving the resulting linear equation to obtain /2.
Its value is

A 1
= - ZMbin.jBkaPopt,k, (8.17)
Hpin .k
where the positive scalar quantity
Hin = Zﬂbin,jBkaHbin,k (8.18)

ik

is the squared norm of the vector u,, ;. Expression (8.17)

for h% is a special case of the form (7.1) which we used

to find the best 4% estimator in Sec. VII. Its variance

a2 — 1 /2
is 07, = 1/ tigyy-

Equation (8.17) provides a squared-strain estimate /”
formed from the optimal (“average”) Hellings and Downs
correlations for the different angular bins. If every single
pulsar pair is put into its own distinct bin, then (8.17) reduces
to the “best” h? estimator given in (7.2). It is easy to see that
the estimators formed from the binned averages cannot have
a smaller variance than the best estimator. This is because the
general form of the best estimator allows it to equal the
binned estimator, simply by selecting appropriate weights.

An explicit expression for y2 is obtained by setting />
on the rhs of (8.16) to the value found in (8.17). This
minimizes the quantity in curly brackets in (8.16), showing
that the projected y? statistic is

}(2<h2) = Z (popt.j - ilzﬂbin,j) B]Tkl (hz) (popt,k - ilz/"bin,k) :
Jik
(8.19)

(8.16)

In the absence of noise, Popt,j and /2 are independent of h2,
because the overall factors of 4* in the inverse covariance
matrices [see (3.12), (3.13), and (8.17), (8.18)] cancel out.
In the presence of instrumental or pulsar noise, there is
no such cancellation. In this case, p,p ; and n? depend
on h? as described in Sec. IXD. While we do not
explicitly indicate that dependence in (8.19) or in the
following equations, it is not a problem. Our philoso-
phy/approach for interpreting the > test (described
below) is unaffected by this additional dependence of
2*(h?) on K2
As before, y? is the squared length of a vector

2(2) = Bl (R, (8.20)
J.k

but now this vector is the estimated fluctuations 7 j rather
than the acrual fluctuations n;. The fluctuation estimators
constructed from the observational data are

ﬁj = popt,j - ]:\lzﬂbin,j = Zijpopt,kv (821)
k

where we have defined the projection operator
ijzéjk—MjZB;;uf for Uy Eﬂbin,f/ ﬂ%in, (822)
¢

with ,u%in defined by (8.18). The unit vector u; is a
normalized version of the vector p,, j, and satisfies

E wiBylue = 1.
Jik

(8.23)

Thus, Pj; projects onto the vector space orthogonal to uy,
S0 f1; = ) ; Pyny is obtained from n; by removing its
component parallel to the expected value of the correlation
R ppin - Thus, x* as given by (8.20) is the squared length
(with respect to the metric B ;) of the estimate for the part
of n; that differs from the Hellings and Downs expectation.
Note that for the noise-free case, the projection operator P
is independent of h* since Bj] is proportional to %~*
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while each of u; and u, are proportional to %42 due to the
normalization by /u3,, in (8.22).

In contrast with the n; defined previously in (8.7), the
fi; are estimators of the fluctuations away from the mean.
We will see that they have one fewer degree of freedom
than the n;. This is because the 71; are obtained entirely
from the measurements, whereas the n; may only be
found by exploiting a priori knowledge of the true value
of h%. The ;s have zero mean, ie., (7;) =0, and
covariance
(8.24)

(Ajiy) = — Uiy =

ZPJfok

ujuy is a metric on the (Nyjps — 1)-
vector space orthogonal to the unit

The quantity Bj; —
dimensional
vector u i

where the quadratic expectation values are given by (8.24),
and

A

E ij’Pkk’Pff’Pmm’[Ej’k’f’m"
jl,k/.fl,m/

Starting with (8.26) and making use of (8.27) and (8.25),
we obtain
0)?2 = 2(vains -

1) +E, (8.29)

where

£= Z BB E o (8.30)
k.C.m

is the trace of the projected non-Gaussian term. Note that
for the noise-free case, the expected value and variance of
the projected y? statistic are independent of the squared
GW strain 2. This is because [ as given by (8.30) depends
only on the ratio §®/%8. While this ratio depends upon the
type of the GW sources, it is independent of the overall
scale h%. For an explicit example, see Table III.

The mean and variance of the projected y° statistic
are very similar to those of the unprojected y? statistic,
which was discussed in Sec. VIII A. We will see that their
values and distributions are also very similar. If we
compare (8.25) and (8.29) to (8.10) and (8.14), we see
that Ny;,, is replaced by Ny;,, — | and the non-Gaussian
term involving [E ., is replaced by its projected version
involving E ikem» given by (8.28). This reduction by one
degree of freedom takes place whenever one estimates the
variance of a data set using the sample mean (here h?) as

) (i) + (A (feig) + Ejms

We can calculate the ensemble mean and variance of y?
by proceeding as in Sec. VIII A. From (8.20) and (8.24),
the expected value of y? is

= Z]{:B;kl <ﬁ ZBjk
Js

u]uk) Nbins -1

(8.25)

From (8.20), the variance in y? is

ok =Y BB, ((Ajhudohn) = (i) (). (8.26)

Jj.kC.m

To evaluate the fourth-order expectation value of the 7;’s,
we use ; =y ; Pjipopix from (8.21) and the results of
Appendix F to evaluate the fourth-order expectation value
of the poy ;’s. This leads to

(8.27)

opposed to the population mean (here h?). For example,
the formula for the normalization of the sample variance
has a factor of 1/(N —1) whereas the corresponding
formula for the population variance has 1/N.

C. Variance 62, for the y* statistics
P

Here, we investigate the variance of the unprojected
and projected y* statistics constructed in Secs. VIII A
and VIII B. The first has variance given by (8.14)

6)2(2 = 2Ny + E, (8.31)
where E is given by (8.15) and N, is the number of
angular separation bins. The projected y? statistic has a
variance given by (8.29). It may be obtained from (8.31)
and (8.15) by replacing Ny, with Ny, — 1 and E with the
projected version E given by (8.30).

Recall that the E term (the components are explicitly
calculated in Appendix F) arises because pulsar-pulsar corre-
lations are non-Gaussian. If the pulsar-pulsar correlations were
Gaussian, then E would vanish, and [dividing (8.31) by the
square of (8.10)] the fractional variation would be

6)2(2 2N bins 2

0(2> N l%ms N bins '

This behavior, if E can be neglected, is that of a standard

E=0 = (8.32)

y>-distribution with Ny;,, degrees of freedom: the fractional

deviations of y? away from its mean value are proportional to

Nbulliz This would also be the case if E could be neglected,

with Ny, replaced by Ny — 1.
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However, we will see that when there are more than a few
pulsars, the E and E terms are the dominant contributors to
the variance. Hence, the fractional uncertainties of the y?
statistics for the pulsar-pulsar correlations p,, have differ-
ent scaling behavior than for the Gaussian case of (8.32).
The minimum number of pulsars required for E or E to
dominate depends upon the ratio /#/§. This is apparent
from (8.31), since E and E are proportional to §8/#48
[see (F8) for the factor of §®; the 1/#4% factor comes from
two instances of the inverse covariance matrix needed to
form the trace]. For realistic cosmological models, the ratio
/7 /Y is of order unity [57]. Hence, assuming coefficients of
order unity leads to a correct estimate for this minimum
number of pulsars. When the number of pulsars exceeds
this minimum, then the first term on the rhs of (8.31) may
be neglected.

For the remainder of this subsection, we focus on the
most stringent statistical tests: each pulsar pair is placed
into its own individual angular bin, so that Ny, has its
maximum possible value. This corresponds to case (b) dis-
cussed in the preamble of this section. The corresponding
numbers of bins are

Case (i):  Nyjns = Npu(Npu +1)/2  (auto + cross),
Case (ii):  Nyjns = Npul (autoonly),
Case (iii):  Nying = Npu(Npu — 1)/2 (crossonly).

(8.33)

The unprojected (8.1) and projected y? statistic (8.19) may
then be written

)(2 = Z Z (puh_hzﬂub){:;[},cd (pcd_hzﬂcd)v (834)
abeS cdeS

auto+cross,
cross only

109 _

106 _

auto only

103 _

——E

non-Gaussian terms

0 500 1000 1500 2000

number of pulsars Ny

)(2(}12) = Z Z (pab - /:\lzﬂah)a:;l;,cd(hz) (pcd - ilz:ucd)’

abeS cdeS
(8.35)

respectively, where S denotes the different correlation sets
(i.e., auto + cross, auto-only, or cross-only).

The second equation explicitly shows the 4> dependence
of the inverse covariance matrix C~! and ;(2, whereas the
first equation does not. This is because the unprojected y>
statistic (8.34) assumes that the true value of 42 is known
a priori, independent of the observed data: y” is only
defined for that single true value of h”. In contrast, the
projected statistic (8.35) depends upon h*. Here, since
the true value of h? is not known, we explicitly indicate the
dependence of C~! and 42 on h2. The optimal estimator />
of the squared GW strain /? (for the set S) which appears
in (8.35) also depends, in general, upon h* as described
in Sec. IXD. Hence, to perform goodness-of-fit tests for
the projected y* statistic, we must evaluate y?(h?) for a
range of (assumed) values of h2.

As mentioned earlier, the y? test is meant to supplement
“chi by eye” for observational data. This is often presented
with a much smaller number of bins than in (8.33).
Nevertheless, the equations in this section may still be

used to compute the variance 5)2{2 numerically (for any given

set of pulsar sky positions and choice of bins). Thus, a
quantitative assessment becomes possible.

We have defined six different y> tests. While their
variances differ, we will see that in the large N, limit,
the situation simplifies. In this limit, the fractional uncer-
tainties 6,2 / (*) for the auto + cross and cross-correlation-
only calculations, hence four of the six variants, approach
one another (see, e.g., the right panel of Fig. 16 and the

T

< 10°4

b

o}

>

+J

£

© auto only

£

(0] (unprojected, projected)
9]

c -1

5 10 7] auto+cross, cross only
% (unprojected, projected)
fr=

0 500 1000 1500 2000

number of pulsars Ny

FIG. 16. Left panel: non-Gaussian contributions to the variance of the y? statistics formed using (i) auto -+ cross correlations, (ii) auto-
correlations only, and (iii) cross-correlations only. The solid curves show E and the dashed curves show E — [, all normalized by
/7% = 1. On this scale, the curves for E for auto + cross correlations and cross-correlations only are indistinguishable. Right panel:
fractional uncertainty 0, / (;(2> for the six different y? statistics, for a binary-inspiral model [57]. Again, the curves for auto + cross and
cross-correlations-only are indistinguishable, as are those for the unprojected and projected y? statistics. These plots demonstrate that

there are only two types of limiting behavior for the six statistics.
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rows labeled by (1) and (3) in Table II). The two auto-
correlation-only y? statistics also have similar behavior in
the large Ny, limit. So, in this limit, there are really only
two types of behavior, not six.

To determine the variance of the y? statistics, we need to
compute E and E, which are traces, (8.15) and (8.30), of
the cumulant tensor E,p cq.5qn OF its projected partner.
With our covariant/contravariant definitions, as explained
before (8.5), the metric used to compute the trace (8.15) is

|

[EabVCd,efgh = Z Z Z Z Pab,ochd.quef,stPgh.u1)Eop,qr,st,u1;~

op€eS qreS steS uveS

The projection operator (8.22) is given by

P(lb,c‘d = 6uc5bd - Mt:l%] Hab Z C;dl7ef/’lef’ (838)
efeS
where
W=D > HaCob cattea- (8.39)

abeSs cdeS

Equation (8.38) for pZ,  is obtained by evaluating (8.18) for
the case where each pulsar pair occupies its own bin.

For the calculations that follow, we apply the projection
operators in (8.37) to the inverse matrices C ., and C;/ .,
rather than to E This leads to

op.qr.st,uv*

E= Z Z Z Z @t;ll.cdée_fl',gh[Eab.cd,ef.ghv (8.40)

abeS cdeS efeS gheS

where

(8.41)

-1 E E -1
ab,cd = C()p.qrpop,abpqr,cd

opeS qreS

is the projected version of ngwc 4 Thus, we will use (8.40)

to evaluate .

Numerical evaluation of the sums in (8.36) and (8.40)
is straightforward, and takes a few minutes of CPU time
for a few hundred pulsars. Two different sets of indices/
subscripts are used. Pulsar indices correspond to the pulsars
themselves; pair indices are obtained by constructing an
index set corresponding to all pulsar pairs ab € S. First, the
Hellings and Downs correlation matrix y,, is evaluated for
all members of the pair index set using (2.4). Next C,, .4 1S
formed from (2.10) for all pairs in the index set, and
inverted. (It can have small eigenvalues, so some care may
be needed.) The corresponding four-pulsar-index tensors
are then formed, using the pair index set mapping. For [,
we also need the projection operator P, .,, which is

computed from C;g’cd and p,;, according to (8.38). This

the inverse C;g’cd of the pulsar-pair covariance matrix
Cap.cq from (2.10). Thus,

E=> Y 3 N CotedCit Eavcacrgn  (8.36)

abes cdeS efeS gheS

A similar expression holds for E, with Eapcaer,qgn TEPlaced
by its projected version

(8.37)

is contracted with C;I},C 4 twice to get C;,;L.d as defined
in (8.41). Next, Eyjcqcrqn i evaluated from (F8) as a
product of four p,;,’s. Finally, the four sums over pulsar
pairs in (8.36) and (8.40) are carried out using pulsar
indices to obtain either E or E.

Plots of E and E — [ versus Ny for the three different
cases of (i) auto- and cross-correlations, (ii) auto-
correlations only, and (iii) cross-correlations only are
shown in Fig. 16. For case (i) we used algebraic
expressions. For cases (ii) and (iii) we numerically
evaluated (8.36) and (8.40) as described above, extrapo-
lating the numerical values to large numbers of pulsars
using polynomial fits to the numerical values. The
following subsections give details of the calculations
for these three different cases.

1. Case (i): Using both auto- and cross-correlations

If the y? statistic is formed using both auto- and cross-
correlations, then it is easy to obtain simple analytic
expressions for [E and E using the techniques of
Sec. VII A. Recall that for this case, we replace summations
over pairs ab € S = {abla < b} with (redundant) inde-
pendent summations over the individual pulsars

Now Npu
S>> =D (8.42)
abeS a=1 b=1 a,b

In Sec. VII A, we discuss the consequences of replacing the
set S with cardinality Ny, (Npy + 1)/2 by a larger set with
cardinality Ngul. Those same considerations apply here.
The advantage of this larger indexing set is that we can
explicitly invert the covariance matrix C,, .,. Since the
correlations p,, are a symmetric Np, X Ny, matrix, it

follows from (7.5) that

1
Conea =77 (Hactpy + maarid),  (8:43)
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noting that this inverse is only defined on the space of
symmetric Np,; X Np,; matrices. We can use this to com-
pute the quantities needed to characterize the y? statistic.

We first evaluate the projection operator. Substituting
(8.43) into (8.39) gives the squared norm

1
ﬂl%in = Z ﬂabcg[},cdﬂcd =5 ﬁ_4Npul’

(8.44)
a,b,c,d 2

where the calculation is identical to (7.11). From (8.38),
this implies that the projection operator is

Pupca = 6acbpa — N—ﬂabﬂ;}- (8.45)

pul

Note that the second term is symmetric in ab and
symmetric in cd, but that the first term is not. This is
irrelevant for the calculations that follow: we only use
P,y .q as required in (8.41) to project C;,icd, which
from (8.43) is explicitly symmetric in both index pairs.
However, should one wish to extend the action of P, .4 to
general tensors (which have an antisymmetric part), then
one should replace 6,.0,; in (8.45) with the symmetric
projector (5a66hd + 5ad6bc)/2‘

As a final preparatory step, we use (8.45) to evaluate the
projection operation in (8.41). This gives

1
2N

Cored = Capea = — 7 Wapicd  (8.46)
for the projected inverse of C,, 4.

We now use these expressions to compute the non-
Gaussian contribution to the variance of y2. Substituting
(F8) for Egpcqergn 1nto (8.36) and using (8.43), or
substituting (F8) into (8.40) and using (8.46) we obtain
the following exact expressions:

[) 8
E= (2N}, +5N2, 45N p) <g , and

3 \ ) 12 /§)®
|E: 2Ni)u] +5Npul_7Npul_ 12+NP 1 — . (847)

We have verified that these algebraic expressions agree
with numerical results obtained by placing pulsars at
random sky points.

These non-Gaussian contributions to the variance of y?
are dominant when there are more than a few pulsars. The
difference between these dominant contributions to the
unprojected and projected statistics is given by (8.47) as

E-E=12(N +1—1 by® (8.48)
— ol o) ) :

IEau.bh,cc,dd = 16h8 (/"ah/’tbc/’tcdﬂdu + HacHealabMba + /’tud:udh:ubc:uca)'

When there are many pulsars, so Ny, > 1, these show that

E~2N3, (/%)% and E—E =~ 12N,,(h/%)®. Plots of E

and E — £ [in units of (§//)%] as a function of the number
of pulsars N, are shown in Fig. 16.

The numbers of pulsars used in current PTAs is large
enough that only the leading term is needed to approximate
the variance (also assuming, as we have done in this
section, that the number of angular bins is as large as
possible). With these assumptions, the fractional fluctua-
tions in the y? statistics are well approximated by keeping
only the non-Gaussian E term on the rhs of (8.31).
Using (8.10) and (8.47), we obtain

o, [EV? E!/? 21/2N;3>{112 (I)>4 5/4 <f)>4
_Nbins_l_ Nbins B ’

%

where the last approximate equality follows from (8.33),
which gives Ny, in terms of N,,;. Note that the presence of
the E term leads to a fractional uncertainty that has a
different scaling behavior than that of the textbook y?
distribution, given in (8.32). See Table II, which compares
the fractional uncertainties for the (unprojected) y* statistics
for the different correlation sets, for the current sets of PTA
collaboration pulsars. Comparing rows (1) and (4) shows
the large effect of the non-Gaussian terms.

2. Case (ii): Using only auto-correlations

If the y? statistic is constructed from auto-correlations
only, it takes a particularly simple form. In this case, y? tests
whether the observed auto-correlations p,, of pulsars with
themselves are all consistent with just one given value. That
value (the expected correlation at zero angular separation
y = 0)is h*u,, = 2h*u,(0) for the unprojected y* statistic.
For the projected y? statistic, the observed auto-correlations
are tested for consistency with hu,, = 2h*u,(0). Here,
h? is the squared GW strain estimator, formed from auto-
correlations only, as described in Sec. VII B.

There are several simplifications that arise when using only
auto correlations. First, the covariance matrix simplifies to

Caa,hh = ﬁ’4 (ﬂab/’tab + ﬂab”ub) = Zﬁ4ﬂib' (850)

This is an N, X Ny, matrix, but note that its elements are
proportional to the squares of the elements of the matrix p,,: it
is not proportional to the matrix product of yu,, with itself.
Because only some components are needed, the tensor [E
given in (F8) reduces to

(8.51)
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To further simplify the notation in what follows, we define

Cab = Caa,bb! Pab = Paa,blw [Eahcd = [Eaa.bb,cc,dd’ (852)

where the projection operator P,,;, is computed from
(8.38). Since u,, = 2u,(0)1,, we obtain

ﬂa(C_lﬂ)b

For =0a = yremy

(8.53)

where C~! = C_} is the matrix inverse of C = C,;,, and 1 is
a vector with all components equal to one (3.7). Note that
the trace of (8.53) correctly gives Ny, — 1: the numerator
and denominator of the resulting fraction are each the grand
sum of C~!, whose ratio is unity.

The non-Gaussian terms given in (8.36) and (8.40)
simplify to

E=165° Y ColCo) (2aphpcicattia + Faakiaphpekica).  and

a,b,c.d

[E = 16[)8 Z A(:l} Cc_dl (Zﬂubﬂbcﬂcdﬂdu +ﬂadﬂdb/’lbc:“ca)’

a,b,c.d

where C;} is the projected version of C

Co = ZCZdIPCMde' (8.55)
c.d

To obtain the factor of 2 on the rhs’s of (8.54), we used
the symmetry of C}, C-1, and E,,, under interchange
of a and b.

For this auto-correlation-only case, we do not have a
way to simplify the expressions further, so we resort to
numerical evaluation, placing simulated pulsars at random
points on the sky. In this way, we evaluated E, E — E, and
the fractional uncertainty of the y? statistics as a function
of the number of pulsars N,,; these are shown in Fig. 17.
The black solid and dashed curves show E and E — E out to
Npu = 1000, normalized so that §/7% = 1. The polynomial
fits (indicated by gray dotted curves) are fourth-degree

5
2 A ey
E 1 T -
S ol T
9 104 4 P
E .
2 104
® - e
C 102_ .
o
c

0 200 400 600 800 1000

number of pulsars Ny

(8.54)

|
polynomials in N;ﬁ for E and a first-degree polynomial
in Ny for E — E.

If this polynomial behavior extends to arbitrarily large
values of Ny, then the fractional uncertainty in &
will asymptote to a nonzero value. This is because
E ~ Ngul(f)/ﬁi)g ~ Niins(B/%)8, which implies o,/ (y?) ~
E'/?/Nyns ~ const using the first approximate equality
from (8.49). Thus, there would be a (nonzero) cosmic
variance for y? for auto-correlations only. Spot checks show
that the fit has less than 1% deviation out to N = 2000,
but we have not been able to check larger values.

For y? statistics formed entirely from auto-
correlations, we were unable to derive a simple alge-
braic expression for E, analogous to (8.47). However, if
we replace the PTA detector with a detector that is only
sensitive to a single set of GW modes, then this is
possible in the large-pulsar limit. We describe that here

=

T 10° A

b><

ey

£ 6x1071

£

g 4x107?

3 3x1071 “5\“.“ unprojected,

E "“"-.-,,..,__ projected

T 2x107t L : : : | —
0 200 400 600 800 1000

number of pulsars Npy

FIG. 17. Auto-correlations only. Left panel: non-Gaussian contributions to the variance of the unprojected and projected x>
statistics, showing E (solid curve) and the difference E — £ (dashed curve). The gray dotted curves show polynomial fits to the
numerically determined values out to N, = 1000. The normalization is §)/% = 1. Right panel: the corresponding fractional

uncertainties o, / (x*) for a binary-inspiral model [57]. (On this scale, the unprojected and projected y* statistics are indistinguish-
able.) If the polynomial fits may be extrapolated to arbitrarily large values of N, then the fractional uncertainty in y? asymptotes to a
(nonzero) cosmic variance as Ny, — 0.
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and give details in Appendix G. We hope that this may
help others to derive a simple closed form for the PTA

detector case.
Consider (non-PTA) GW detectors whose correlation
function (6.10) is defined by Q; = 9;;, for some non-
|

Here, (2L + 1)(L + 1) = Npgg is the number of nonzero
eigenvalues of the matrix C,,.

This result can be obtained in two ways. (1) Fitting a
polynomial to numerically determined values of [E, similar
to what is described above for PTA detectors. (2) From an
algebraic expression for E derived in Appendix G in the
limit N, — oo, see (G37).

3. Case (iii): Using only cross-correlations

We now consider y? statistics formed from cross-
correlations only. As in the previous case (auto-correlations
only) we have not found a way to calculate the relevant
quantities exactly. So, instead, we investigate the behavior
of E and E numerically, placing pulsars at random sky
locations, and then computing (8.36) and (8.40).

Plots of E, E — [E, and of the fractional uncertainty of the
unprojected and projected y? statistics as functions of the
number of pulsars N, are shown in Fig. 18, together with
polynomial fits. The curves are again normalized so that
§/7% = 1. The non-Gaussian E term is well approximated
by a third-degree polynomial in Ny, with E ~ 2N, (5/7%)®
for large N,,. As foreshadowed earlier in Fig. 16, this is the
same fit obtained when both auto- and cross-correlations

are used, see also (8.47). For large N, E - E is well
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h

8
E=2(2L + 1)(4L> + 9L + 6) <g> when Ny, > (2L + 1)(L +1).

negative integer L. Such a detector is sensitive to exactly
2L + 1 modes, correspondingto/ = L andm = —L, ..., L.
For this case, E is small for small values of N, and
increases as N, grows. However, it does not increase
without bound. It saturates at a maximum value

(8.56)

|
approximated by a first-degree polynomial in N, with
leading coefficient ~8.44(}/7%)8. This coefficient is
smaller by a factor ~1.42 times than the corresponding
coefficient when both auto- and cross-correlations are used
to form y2. This is close to v/2, suggesting that the exact
coefficient may be 6+/2.

Since the number of bins is Nyps = Npu(Npu — 1)/2, it
follows that the fractional uncertainty in y> for both the

unprojected and projected statistics tends to zero as NI;L@
for large Ny, (Or Npy). This is shown in the right panel of
Fig. 18, and is again similar to the auto + cross correlations
case. In fact, as Ny, — oo, E and 6,2/ (y?) for the cross-
correlations-only y? and the auto+cross-correlations y? are
effectively indistinguishable. This is illustrated in both
panels of Fig. 16.

4. Fractional uncertainties for the y* statistics
Jor the current PTA pulsar locations

The previous sections give numerical results for pulsars
located at random sky positions. Here, we consider the
specific sets of pulsars currently employed by the different
PTAs (see Appendix H and Table 1V).

Table II gives the fractional uncertainties for the unpro-
jected y? statistics for the pulsar pairs currently used by

&
= 10°
b><
> -1 AN
:lé' 6 x 10 ,
£ AN
_1 N
8 4x10 \...
g 3x1071 .\"'n.._.. unprojected,
8 """""" e Projected
= 2x107! T
0 20 40 60 80 100

number of pulsars Ny

Similar to Fig. 17 but for cross-correlations only. The polynomial fits to the underlying numerical results are shown by the

gray dotted curves. As before, on the scale of the plot in the right panel, there is no discernible difference between the fractional
uncertainties for the unprojected and projected y? statistics. The fractional uncertainty for cross-correlations only tends to zero like

-1/2 1/4
N ns *

pul > OF Ny, and assumes a binary-inspiral model [57].
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TABLE II.  Fractional uncertainties for the different (unprojected) y* statistics discussed in this section, assuming noise-free timing-
residual measurements for each PTA’s pulsars and the binary-inspiral GW model, see Table III and [57]. The total number of bins for
each analysis is shown in parentheses. The values in row (1) are obtained directly from (8.47) for [, whereas those in rows (2) and (3) are
obtained by numerically evaluating (8.36) (for specific pulsar sky directions) to determine E. The interpretation of row (4), and the way

in which it is computed, is discussed in the text.

PTA: EPTA NANOGrav PPTA IPTA Ideal PTA

Number of pulsars: 42 66 26 88 0
(1) 6)(2/<)(2> from auto + cross-correlations: 0.3060 (903) 0.2425 (2211) 0.3930 (351) 0.2094 (3916) 0 (o)
2) 6)(2/<)(2> from auto-correlations only: 0.5168 (42) 0.4369 (66) 0.6673 (26) 0.3943 (88) >0? ()
3) (712/()(2> from cross-correlations only: 0.3062 (861) 0.2426 (2145) 0.3938 (325) 0.2095 (3828) 0 (o0)
4) alz/()(z> (if correlations were Gaussian): 0.0471 (903) 0.0301 (2211) 0.0755 (351) 0.0226 (3916) 0 (o0)

these PTAs. The fractional uncertainties for the projected y?
statistics would be very close to the unprojected values
listed in the table, so are not given. We assume noise-free
measurements and put each pulsar pair into its own bin,
so that Ny is related to Ny, by (8.33). This ensures that
the number of bins is as large as possible, giving the
sharpest statistical test.

One row and one column of the table are for illustration
and pedagogical purposes. Row (4) corresponds to the
(incorrect) assumption of Gaussian correlations, and is
obtained by taking the square root of (8.32). The contrast
with the other rows shows that the non-Gaussian contri-
butions dominate the Gaussian ones. In a similar vein, the
final column shows the fractional uncertainty for a fictional
PTA containing an infinite number of pulsars, uniformly
distributed on the sky. This demonstrates the ultimate
potential performance of a PTA, in the distant future.

The table contains a question mark in the final column
of row (2). As discussed in Sec. VIII C 2, this is because
we have not been able to determine if y> has a (nonzero)
“cosmic variance” for auto-correlations only, although
our numerical results are consistent with this. In this
context, “nonzero cosmic variance” means that the frac-
tional uncertainty in y? approaches a nonzero value in the
Npu — oo limit.

Appendix G attempts to resolve this question mark, by
computing the dominant (non-Gaussian) contribution to 2,
for auto-correlations only, in the N,;; — oo limit. We derive
an expression that can be evaluated exactly for detectors
that respond to a finite number of GW modes and have no
pulsar term. However, since a PTA is sensitive to an infinite
number of modes and has a pulsar term, it does not answer
the question of interest.

The y? statistic can be used to test the “Gaussian
ensemble” hypothesis. For a given set of pulsars, numerical
simulations of y using many realizations of the GW
background can be employed to estimate the fraction of
universes in the Gaussian ensemble that lie within a
specified number of standard deviations of the expected
mean. (If the distribution of y?> were Gaussian—which it is
not—then 68% of realizations would lie within +o,2 of the

expected mean, while 99.7% would lie with +30,. of the

expected mean.) If the observed value of y? differs from
the expected mean by many standard deviations, then only
a tiny fraction of the realizations in the Gaussian ensemble
are consistent with the observations. In such cases, it would
be reasonable to conclude that the Gaussian ensemble is a
poor description of our Universe.

In Fig. 19 we illustrate how this would work in practice,
based on numerical simulations containing 40 pulsars (at
fixed random sky locations). We constructed hundreds of
representative universes drawn from a Gaussian ensemble
with squared strain 4> = 1; the figure shows two of these.
(The first representative universe is typical, and passes
the test. The second representative is an atypical outlier,
which fails the test.) For each realization, we construct
the projected y? for cross-correlation-only data. While we
know the A% value of the ensemble used in the simulations,
this would not be known for real observations. So,
following the same philosophy/approach as described at
the end of Sec. VII D, we compute y*(h?), and its expected
“window,” for a large range of assumed values of h”. The
assumption of a Gaussian ensemble is self-consistent if
the y*(h?) values computed from the data passes inside the
credible window.

IX. INCLUDING PULSAR AND
MEASUREMENT NOISE

Up to this point, our calculations have assumed noise-
free pulsar redshift (or timing-residual) data. Thus, they
provide a baseline or “best-case scenario” for analyzing
the data, e.g., the best-case precision with which we can
recover the expected Hellings and Downs correlation or the
smallest fractional uncertainty in estimating the squared
GW strain 4.

In this section, we describe how the inclusion of pulsar
and measurement noise modifies previous (noise-free)
expressions for the optimal Hellings and Downs correlation
and its variance (Secs. III, IV, V), for the optimal squared-
strain estimator and its variance (Sec. VII), and for the y?
statistics and their variances (Sec. VIII). We assume that the
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h? h?

FIG. 19. 4? tests for two simulated universes drawn from a noise-free Gaussian ensemble with squared strain 4> = 1 (see text). The
horizontal axis shows the (assumed unknown) value of /42; the actual value is indicated by the vertical dotted line. The solid vertical line
shows the inferred value /% and the horizontal gray band is the inferred + 16 interval, as previously illustrated in Fig. 15. On the vertical
axis, the solid curve shows the values of the projected y?(h?) computed from the simulated observational data. The blue solid and dashed
horizontal lines show the 416 window around the expected mean. The left panel shows a typical realization. This “passes” the y? “one-
sigma” test, because the black curve enters within the credible window. The right panel shows a rare atypical case. This “fails” the test,
because the black curve lies entirely outside the window. The horizontal blue dashed lines representing (y?) 4 o, are straight because

these simulations are noise-free. Including pulsar noise would make o,> dependent on h?, so the upper and lower horizontal boundaries

would be curved rather than straight.

noise in each pulsar is time-stationary and that this noise is
uncorrelated between different pulsars. Our extension is
not general enough to include noise such as random
observatory clock fluctuations, which affect different pul-
sars in a correlated way.

Since the noise enters our calculations via the first four
moments of the pulsar-pair correlations p,;,, the modifica-
tions are straightforward. New noise terms appear in
expressions for the expected value (p,,,), for the covariance
matrix Cab.cd = <pabpcd> - <pab></)cd>’ and for the third-
and fourth-order cumulants Dy, .05 and Egp cg.c 7 gn- Thus,
Secs. IX B, IXC, and IXE focus on these quantities.

If noise is present, and the optimal estimators (for the
Helling and Downs correlation or for the squared GW
strain) include pulsar auto-correlations, then the noise-free
expressions (3.1) and (7.1) are modified. To obtain an
unbiased estimator, a nonzero constant term must be added
to the existing (proportional to p,;,) terms. This is because
{(pap) acquires an additional (auto-correlated) noise term,
as shown in (9.6). The optimal estimators then include
constant “bias subtraction” terms, which remove the effects
of autocorrelated noise. An example of such a modified
squared-strain estimator W is given in (9.16).

The presence of noise does not modify the definitions of
the y* statistics given in (8.1), (8.16), and (8.19), even if
those sums include auto-correlations. Note, however, that
x* is defined in terms of Popt,j and h?. Their definitions are
modified in the presence of noise, as described above.

Another consequence of including the effects of noise is

that the optimal estimator h? and the optimal estimator p

of the Hellings and Downs correlation now depend on A2,
which is the (unknown) quantity that we are trying to

estimate. So, the question arises: what value of % should we
choose to evaluate these estimators? Our solution is to
identify the self-consistent values of the squared strain. We
do this by evaluating the estimator 42, for many different
(assumed) values of 4%, and finding the h? interval where
these agree to within the uncertainty of the estimator. The
details of this construction are given in Sec. IX D. We follow
the same philosophy/approach that we adopted at the end of
Sec. VII D, where (even in the absence of noise) we had to

account for the h* dependence of the variance o7,.

A. Pulsar redshifts in the presence of noise

In the presence of noise, the measured redshift Z, for
pulsar a has contributions from the GW signal and from
the noise. We express these quantities in the frequency
domain as

Za(f) = ila(f) + ﬁa(f)’

where Z,,(f), h,(f), and 7i,(f) denote the Fourier domain
representations of the pulsar redshift Z,(7), the GW
contribution A,(¢), and the noise contribution n,(f). As
stated above, we assume that the noise associated with
different pulsars a and b is stationary and uncorrelated
between pulsars or with the GW background. This implies
that the quadratic expectation values of the noise and GW
contributions can be written as

(g (f)iip(f')) = 4N (f)0a0(f = f'),
() hy(f))) = 4nH (f)papd(f — f/).  and
(it (f)hy(f)) = 0.

(9.1)

=t

S

(9.2)

=t
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Here N,(f) is a spectral function for the noise in pulsar a,
which is analogous to H(f) for the GW background. The
angle brackets now denote an average over a Gaussian
ensemble of different noise realizations and different GW
source realizations. [To allow for timing-residual measure-
ments, multiply H(f) and N,(f) by factors of (2zf)~2* as
explained in Appendix A. For redshift measurements, set
a = 0; for timing-residual measurements, set a = 1.]

The correlation between redshifts in pulsars a and b
(which might denote the same pulsar) is frequency depen-
dent. It is obtained by combining (9.1) and (9.2), giving

(Zo(NZp(f)) = 4alap(N)S(f = 1)), (9.3)

where

Fab(f) = H(f))uab + Na(f)(sab‘ (94)

As we will see below, to incorporate noise into our previous
analyses, H(f)uap is replaced by T, (f).

The transition from noise-free expressions to “noise-full”
expressions is nontrivial, because I',;,(f) is a function of
|

1 (712
pME%%ET/ At Z,(1)Z, (1) =
-T)2

where T is the total observation time. Note that here, and in
the remainder of this section, integrals without limits are
taken over (—oo, ). Using (9.3) and (9.4), it immediately
follows that

{Pav) _47[/df(2”f)_2arab<f) = piap + 138, (9.6)
where h? is given in (2.6) and

@Em/g@m%mm. (9.7)

[We have included a factor of (2zf)~2* in some integrals to
allow for either redshift or timing-residual measurements as
discussed above.] Note that for distinct pulsar pairs a # b,
|

/ af / df'sine(n(f — f)T)Z3(F)Zo(f).

frequency and not simply numerical factors multiplying
Ua, and 6,;,. This complicates matters. We are interested
in quantities like <pab>’ Cab.cd’ Dab,cd.ef’ and [Eab,cd.ef.gh'
For the noise-free case these contain numerical factors /2,
%4, 1%, and B®, which are obtained by integrating various
products of H(f) with itself over frequency, as shown
in (2.6), (2.9), (F9), and (F10).

In the presence of noise, additional terms appear, arising
from integrals of various products of H(f), N,(f), and
N,(f). For example, second-order moments of p,;, will
give rise to three numerical factors involving integrals
of products H(f)H(f"), H(f)N.(f'), and No(f)N,(f").
Similar factors appear in the third- and fourth-order
moments of p,,. In total, 11 new factors arise from the
inclusion of noise. These supplement the four factors h?,
%%, 1%, and B® that are present in the noise-free case.

B. First moment (p,,) in the presence of noise
To calculate the first-order moment (p,;,) in the presence
of noise, we begin by writing the time-averaged pulsar
redshift correlation p,;, = Z,Z; in the Fourier domain:

9.5)

we have {p,;,) = h*u,(74), which agrees with the noise-
free case. This means that if one restricts attention to a
single pulsar pair, then only the auto-correlation measure-
ments p,, are affected by the noise. If one looks at
correlations between different pulsar pairs, then the noise
enters in a more complicated way.

C. Second moment (covariance) C,, .4
in the presence of noise

For the covariance matrix G:ab,cd = <pabpcd> - <pab> <pcd>’
we need to evaluate the expectation value (Gaussian
ensemble average) of the product p,,p... This can be
written in terms of the four redshift measurements
Z as e Z 4 as

Paspo = / af / af / af" / af" sinc(x(f — f)T)sine(a(f" — f")T) Z(H) 2o (P22 Zal ") (9.8)

We assume that the pulsar noise and the GW background
are described by independent central-limit-theorem Gaus-
sian ensembles. This implies that Z, which is a sum of these
two processes, is also described by a Gaussian ensemble.

I
Thus, starting from the ensemble average of (9.8), we use
Isserlis’s theorem [19] to convert the expectation values of
products of four redshift measurements in the frequency
domain to products of terms containing two redshift
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measurements. We then use (9.3) to evaluate these expectation values, eliminating two of the four integrals. Finally, we
subtract (p,;,)(p.q), calculated in Sec. IX B, from (9.8). We obtain

Caped = (4" / af / af' sinc? (a(f — )T) (4221 )2 (Cae (F)Tpa(F) + Taal ) (1)

= ﬁ4(ﬂac/‘bd + ﬂadﬂbc) + (éacabd + 5ad5bc)N2b + (5acMaiubd + 517de,“116 + 5adMa/’lbc + 5bchﬂad)’

(9.9)

where the second line follows from (9.4) by expanding the factors of T',.(f), I'»4(f’), etc., and where

Noy = (4ﬂ)2/df/df’ sinc? (z(f = f)T) (42° £ ') 2Ny (f)N,(f').  and

M, = (4ﬂ)2/df/df’sincz(ﬂ(f—f’)T) (47> ff) N (f)H(f").

Under our assumptions, this is the form of the covariance
matrix, which includes both the GW and pulsar-noise
contributions. Note that (9.9) is valid for all possible
choices of the pulsars a, b, ¢, d, including, for example,
a=c, b=d, etc.

Current PTA searches for GW backgrounds assume
noise sources similar to those described above. The
resulting noise terms appear in the likelihood functions
used in Bayesian analyses. They are also used to weight
pulsar-pair correlation measurements to form the standard
cross-correlation detection statistic [42,50,51].

Pulsar timing data have been noise-dominated (until
possibly recently [6-9]). (Indeed, after this paper was com-
pleted, some PTAs reported evidence of GW-induced timing
correlations consistent with the Hellings and Downs predic-
tion [58-61].) So, current methods to estimate the Hellings and
Downs correlation p(y) ignore the (GW-induced) off-diagonal
entries of the covariance matrix, including only the terms
in (9.9) proportional to N2, . (After this paper was completed,
both NANOGrav [58] and EPTA [59] adopted our definition
of the Hellings and Downs correlation and the corresponding
estimation method. This shifts the means, and increases
the variance of the estimates by about a factor of two.) This
is a good approximation if the GW signal power is small

|

Capca = 74 (Uackpa + Haattve) + 72 (84c0pa + 8aadpe) + 72 (Suckpa + Spatac + Saabve + Opetad):

where

n254ﬂ/di(f), and

nt = (4n)2/df/df’ sinc(z(f = f/))N(f)N(f'). and

= (4r)? / df / af sinc(a(f - ))NFH(S).

(9.10)

(9.11)

relative to the noise. But if the GW power is comparable to
(or larger than) that of the noise, then it is a mistake to drop
the off-diagonal terms. Leaving out these terms, which are
proportional to M, and %*, will lead to incorrect statistical
assessments of the data (e.g., confidence intervals that do not
have the proper statistical coverage). For this reason, efforts
are currently underway [62] to include the full form of the
covariance matrix, cf. (9.9), in the optimal pulsar-pair estima-
tors described above.

D. Estimating the squared GW strain
in the presence of noise

In Sec. VII we showed how to estimate the squared GW
strain /2 in the absence of noise. Now, we consider how to
carry out such estimates if the pulsar noise is not small.
For simplicity, we will assume here that: (i) all pulsars have
the same noise spectrum, so N(f) = N,(f), and that this
spectrum is completely known, and (ii) the spectral shape
of the GW spectrum H(f) is known, but nor its overall
normalization (amplitude). This simple model is enough to
address the most important questions.

From assumption (i), it follows that the covariance
matrix (9.9) simplifies to

9.12)

(9.13)

(9.14)

(9.15)
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These last three equations are (9.7), (9.10), and (9.11), with @ = 0 and n?, 7*, 72* instead of n2, N2,, M, since there is no
pulsar dependence in these terms. Assumption (i) fixes the ratio %2/h” as indicated in Table III, (i) implies that 72*
proportional to n*, and (i) and (ii) imply that 7z* is proportional to n”>h%. Thus, with our assumptions, the covariance
matrix C,j 4 only depends upon a single unknown, which is k.

The optimal estimator of /42 is given by (7.2) minus a constant term (proportional to n”> below):

( Z .uabq:ah Ld h )Mcd)

ab,cdeS

is an unbiased
estimator of 42, i.e., <h2> = h2, even if auto-correlations are

included in the correlation set. The variance of /> has the
same form as for the noise-free case, (7.3),

/’l2 - < Z ﬂubCab cd

ab,cdeS

The constant term is chosen so that />

-1
m) . (917)

but contains the inverse of the “noise-full” covariance
matrix (9.12).

These equations lead to an apparently impossible circle
of dependence. Both the estimator and its variance are
functions of the (unknown) quantity 42, because Cup.cq (and
hence its inverse a:;g.c ) depend upon h?. This means that
to (optimally) estimate 4%, we need to know its value.

To explore this complication, we first write (9.16)
and (9.17) in more compact matrix/vector notation

o CTH(RP)(p —nS) _
R L RO
and
&2,(1) = m, 9.19)

where 6 in (9.18) denotes the identity matrix in “pair-
indexed vector” form. In the above equations, we explicitly
indicate that both the optimal estimator h? and its variance
o-%z depend upon h?. Given observational data, the function
f is known; only the correct value of its argument is
unknown.

The formulas for 4% and its variance are problematic:
what value of the unknown quantity 4> should be used on
the rhs of (9.18) and (9.19)? The approach we propose is to
make the estimate of A for all possible values of h2,
and then to pick the range of estimates which are self-
consistent. By this, we mean that the inferred estimate ?
agrees with the assumed value h?> within the variance
given by (9.19).

The circular aspect is confusing. To obtain an (optimal)
estimate /2 of the squared GW strain h2, we first need to

Z ﬂefa:efgh (pgh 5h) (916)

ef,.gheS

know h?, which is the quantity that we want to estimate.
Fortunately there is a simple graphical solution, starting
from our fundamental assumption: that the GW back-
ground is described by a Gaussian ensemble. Such an
ensemble is completely characterized by its spectrum H (f).
We have assumed that the functional form of H(f) is
known, apart from an overall scale h2. Thus, our Universe
is one realization of the corresponding Gaussian ensemble,
for a particular definite value of h*. The problem is that we
do not know what that value is. So, we embrace this
uncertainty, and consider all possible values of h*. For each
of these possible values we ask: “what value of 4> would
the data suggest, and with what uncertainty?” One of those
values of A2 is the correct one, but how can we recognize it
and estimate the uncertainty?

This approach is illustrated graphically in Fig. 20. To
make these plots, we placed 88 pulsars at random sky
locations, simulated Gaussian ensembles with three differ-
ent GW (squared) amplitudes, and then randomly selected a
single realization from each ensemble. The horizontal axis
shows the possible values of h2: the true value is indicated
by the dotted vertical line. The vertical axis shows the
optimal estimator 4> of h2 (solid black) and its expected
one-sigma interval (dashed blue lines) about its expected
value <f12> = h? (solid blue line) based on the observational
data p using cross-correlations only, assuming that the /2
value on the horizontal axis is the correct value. [The upper
end of the one-sigma interval is 4% + 62 (h?); the lower end
is h* —6j2(h?), if that quantity is positive, else 0.] The
range of h? values that are self-consistent lie in the interval
where the solid black curve %> = f(h?) falls inside the
h? £ 6j2(h*) range. This self-consistent interval is
denoted in the figure by the gray region, and is also
indicated by tick marks on the 4? axis. This is the range
of h? for which the optimally estimated values of h* are
consistent with the assumed value, within one standard
deviation. This approach ‘“automatically” identifies the
results as an “upper limit” (the interval begins at h* = 0)
or as a “detection” (the interval starts above zero). This is
similar in spirit to the well-known method proposed by
Feldman and Cousins [63].

Given a set of pulsar sky locations and correlation
observations, other approaches to obtain bounds on h?
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FIG.20. Self-consistent squared-strain (h2) intervals for simulated GW backgrounds having three different (squared) amplitudes. Each
plot shows a single realization of a different Gaussian ensemble, observed with 88 pulsars. The true values of 4> are shown by the
vertical dotted lines. From left to right, the simulated GW backgrounds have large, medium, and small amplitudes in comparison to
the observational noise, corresponding to h>/n* = 10, 0.33, and 0.01 respectively. The solid black curve shows W = f(h?) for the
particular realization of the GW background and noise, constructed using cross-correlations only, while the dashed blue lines bracket the
one-sigma intervals 4> & ¢ (h*) about the expected value (ﬁz> = h? (solid blue diagonal line). The gray regions and corresponding tick
marks on the 4? axis are the inferred “one-sigma self-consistent” range of 2. Note that for the weak-signal case, this interval extends
down to h% = 0.

could also be followed. For example, one could simulate many GW backgrounds, with some prior distribution of 42, and
obtain a posterior distribution by asking which fraction give rise to correlations consistent with the observed correlations p.
Provided that the priors are not pathological, we expect this would give similar bounds on /2.

E. Third and fourth moments (cumulants) D, cq s and Egp cq0r on in the presence of noise

Calculations similar to those of Sec. IX B (first moment) and Sec. IX C (second moment) show how noise modifies
Dap.cder and Eqp cqerqn- These quantities appear in the final expressions for the third- and fourth-order moments of p,,
as described in Appendix F.

The noise-free expressions are (F7) for D, .q.r and (F8) for E,j g.rqn- In the presence of noise, these are
replaced by

Dap.cder = 4(47)3 / df / df’ / df” sinc(x(f — f)T)sinc(x(f — f")T)sinc(x(f" — f)T) 8z f ' f")*
X (Fb(c(f aye () p)a(f") + Tae (f)rd)(e(f/)rf)h(f”))’ (9.20)
and
Eurcseran = 30)* [ of [ar' [ar [ ap”sine(ats = p)rjsine(ats’ - 7)7)
X sinc(n(f” _ f///)T) sinc(zr(f’” _ f)T) (16ﬂ4ff/f//f///>—2a
X (Fb@ (O aye P 5y (F ) ya (") + T (T f) o )y (F )T aya (F)

+ Do (e TP ppalF7) + @ <> b). 9.21)

These expressions can be further simplified by using (9.4) to expand the factors of T'.(f), etc. on the rhs’s of (9.20)
and (9.21). One then obtains integrals of various products of H(f) and N,(f), N,(f), ... with themselves and one another.
These recover earlier expressions for 42, A4, 1®, §®, n2, N2,, M, and give rise to new expressions, such as
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0, = (4ﬂ)3/df/df’/df” sinc(ﬂ(f—f’)T)sinc(ﬂ(f’ —f”)T)sinc(Jr(f” —f)T)

x 8@ ff'f") 2N (f)H () H (f")

and

(9.22)

R, = (47:)4/df/df’/df”/df”’sinc(ﬂ(f—f’)T)sinc(zr(f’—f”)T)
x sine(x(f" — f")T)sinc (z(f" — £)T)(16a* £1'F" ) 2N ,(f)N, (F )N (FYH(F").  (9.23)

There are a total of eight such new terms.

F. Properties of the noise contribution
to the covariance matrix

Does the inclusion of pulsar noise in the covariance matrix
affect the analyses described in the previous sections? For a
finite number of pulsars and sufficiently loud noise, the
answer is yes. But in the limit of a sufficiently large number
of pulsar pairs that faithfully cover the sky, the noise
contributions (for independent pulsar noise) average to zero,
leaving only the GW contribution.

To see this, we can repeat the calculation of Sec. IV
including the additional noise terms. As before, the relevant
entries of the covariance matrix are those where the rows
and columns correspond to pulsar pairs ab and cd all
|

separated by (approximately) the same angle y. We showed
in Secs. IVA and IV D that in the limit of a large number of
such pulsar pairs distributed uniformly on the sky, 1 is an
eigenvector of the matrix block C;; (with y; =y) for the
noise-free contributions to C. Then, according to (3.24),
the variance of the optimal estimator in this narrow bin is
the average value of the entries of this block.

So, is this also the case when we include the noise
terms in (9.9)? Examining those terms by first sym-
metrizing over the indices ¢ and d, and then expanding
Haer €tc. in terms of the corresponding Hellings and
Downs functions p,(y,.) and Kronecker deltas &, etc.
using (2.4), we obtain

Nuh,cd = (5acébd + 6ad5bC)Nib + (5acMu/'lhd + 6bthluac + 5adMa:ubc + 5thb:uud)

=2 [Nib + (Ma + Mb)ﬂu(o)]éa(c‘sd)b + 2Mu5a(c/"u(7/d)b) + ZMb‘sb(c,“u(Yd)a)'

But since all of the above terms involve either a single
Kronecker delta or a product of two Kronecker deltas, they
give zero in the limit of an infinite number of pulsar pairs
distributed uniformly on the sky, as shown explicitly in
Appendix C.

Thus, the noise terms do not contribute to the limiting
behavior of the full covariance matrix, and

agpt(y) = O-(zapt,signal(}/) + O-gpt,noise<}/) = 0303(7)7 (925)

just as we found for the noise-free case.

X. HOW TO APPLY THE OPTIMAL ESTIMATOR

It is helpful to think about how the methods described in
this paper would be used in practice. Imagine that we are
handed a set of pulsar-pair correlation measurements p,,
associated with an angular bin at angle y. From these
measured correlations, we want to construct an optimal
estimator of the correlation at angle y. We proceed as

(9.24)

|

described in this paper. First, we compute the weights w,,
from (3.9) or (3.18). For this, we need the (inverse of the)
matrix block C;; of C appropriate for that angular-
separation bin y; X y. But this covariance matrix cannot
be obtained or estimated from the data that we have—a
theoretical model is needed.

For the Gaussian ensemble, in the limit of noise-free
observations, the theoretical model of the covariance matrix
is given by (2.10). The values of y,., ppq4, €tc. on the rhs
of (2.10) are fully determined by the sky locations of the
pulsars via Egs. (2.4) and (1.1). The value of 44, which also
appears on the rhs of (2.10), is not needed: it cancels out of
the numerator and denominator of (3.9) when evaluating
the weights, thus allowing us to determine poy ; from the
measured correlations p,;, [64].

The important point to note is that in following this
procedure we have assumed that the Gaussian ensemble
model is correct. Logically, there are only two possibilities:
(a) the data/Universe is well described by the Gaussian
ensemble, or (b) the data/Universe is not well described
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by the Gaussian ensemble. In case (a), the optimal
estimator that we form, and the variance that we attribute
to it, will both be meaningful and consistent. However, in
case (b), neither the weights that we have derived nor the
variance of the optimal estimator that we compute, have
any justification.

Consider a specific example: a (non-Gaussian!) ensem-
ble of universes containing GW sources which radiate at
distinct nonoverlapping frequencies. Such an ensemble is
constructed in Sec. III B of [11], where it is demonstrated
that the cosmic variance is zero, so the pulsar-averaged
correlations always follow the y,(y) shape exactly. But if
we followed the procedure described above, we would
obtain the same estimated variance for the optimal
estimator as in the Gaussian confusion-noise case, where
the pulsar-averaged correlation curves do not follow
uu(y) precisely. For this example, the pulsar-averaged
correlations computed from the data would follow the
expected mean much more closely than expected for the
Gaussian ensemble.

The conclusion is that the construction provided here is
mainly useful as a consistency test, given that we have a
finite set of observations that are not uniform on the sky.
It can be used to determine the number of pulsar pairs to
place in each angular bin, and also used to weight the
correlations of those pairs. Finally, it can be used to
estimate (for the Gaussian ensemble) the variance that
would be expected for that set of pulsar pairs. If the
correlation curve that is obtained has fluctuations of
about +16,, around the h%u,(y) curve, then we conclude
that the Universe is consistent with the Gaussian ensem-
ble predictions. If the fluctuations are significantly
smaller or significantly larger, then the opposite con-
clusion is reached. These possibilities can be tested
with the y? goodness-of-fit statistics that we define and
discuss in Sec. VIII A.

In this sense, the results of this paper are useful because
they predict the total Gaussian ensemble variance (pulsar
plus cosmic) for a finite number of pulsars at specific sky
locations, whereas the variance 62,; computed in Ref. [11]
is for the limit of an infinite number of uniformly
distributed pulsars.

XI. CONCLUSION

The standard definition of the Hellings and Downs
correlation is for a single pair of pulsars. We have extended
and generalized that, defining the Hellings and Downs
correlation for a set of pulsar pairs whose angular sepa-
rations y lie in some (perhaps narrow) range.

Assuming that the GW background is described by a
Gaussian ensemble, we have found the optimal way to
weight the correlations of the individual pulsar pairs, so that
the Hellings and Downs correlation has the smallest
possible variations from the mean. These weights are

normalized to produce an average that agrees with the
single-pair correlation, enabling direct comparison.
Moreover, in the absence of pulsar and instrumental noise,
it is straightforward to compute the expected variance of
these weighted sums.

As pulsar pairs are added at some angle, the variance of
the correlation decreases. This variance starts at the total
variance o2, of [11] for a single pulsar pair. It decreases
smoothly as pulsar pairs are added, eventually approaching
the cosmic variance o2 of that same reference. The plots in
Fig. 6 illustrate this transition. Physically, there is a simple
way to understand this. Once there are enough pulsar pairs
at a given angular separation, adding additional pulsar pairs
does not provide any additional information about the
GW-induced correlations. This is because those pairs lie
close on the sky to other pairs: their correlations provide
redundant information.

We have also calculated the covariance of the optimal
estimators for different angular separation bins. In the
limit of an infinite number of pulsar pairs lying in narrow
bins j and k, we obtain an analytic expression (4.11) for
the cosmic covariance matrix. This shows that the likely
fluctuations away from the Hellings and Downs curve are
strongly correlated (or anticorrelated) across three broad
angular separation regions. We also computed the cosmic
covariance matrix in harmonic space (4.15), where it takes
diagonal form: a product of Legendre polynomials evalu-
ated at cosy; and cosy;, multiplied by the square of the
harmonic space coefficients for the Hellings and Downs
correlation.

To test if the observed deviations away from the expected
Hellings and Downs curve are consistent with expectations,
we proposed two sets of y> goodness-of-fit statistics. The
first set assumes knowledge of the squared GW strain A?
independent of the observational data, while the second set
estimates h> from the pulsar-pair correlation data them-
selves. Somewhat surprisingly, we found that if the
correlation set used to construct these statistics includes
cross-correlations, then the fractional variance in the
corresponding estimator of A tends to zero in the limit
of an infinite number of pulsars distributed uniformly on
the sky. This means there is no cosmic variance for these />
estimators, despite the nonzero cosmic variance in the
recovery of the expected Hellings and Downs correlation.
We traced this behavior to the particular form of the pulsar
response function, which is sensitive to an infinite number
of modes.

We believe that the PTA GW sources in our Universe are
well described by a Gaussian ensemble, and we have a
good idea of their spectrum. This means that, for a specific
set of pulsars at specific sky locations, we can predict the
best-case variance in the Hellings and Downs correlation.
This best case assumes that the intrinsic pulsar and
experimental noise are small, and so provides a lower
bound on the uncertainty of observational results. A simple
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recipe for making this prediction, given the pulsar sky
locations, is given at the end of Sec. V B. Modifications
needed to extend our formalism to include pulsar and
measurement noise were described in Sec. IX.

In future PTA searches, using improved telescopes and
larger pulsar populations, we expect that the variance of
the Hellings and Downs correlation will reveal exactly the
cosmic variance. In practice, this means that the optimal
estimator of the Hellings and Downs correlation will not
agree exactly in shape with the classic Hellings and Downs
curve u,(y). The cosmic variance is an estimator of this
difference, and observational data can be tested for con-
sistency with it, for example, by using y? statistics like
those we have proposed.
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OUTLINE OF APPENDICES

The appendices contain calculations and arguments
which are useful for the main body of the paper. Here,
we outline their contents.

Appendix A shows how our results for the Hellings and
Downs correlation of pulsar redshifts can be easily modi-
fied to treat pulsar timing residuals.

The relationship between the mean and the variance for
the Gaussian ensemble depends upon certain integrals
of the power spectrum. We discuss this dependence in
Appendix B and calculate the relationship for a simple
binary-inspiral model of the GW background.

In Appendix C, we examine the Kronecker delta terms
which appear in the covariance matrix. We show that if
there are many pulsar pairs distributed uniformly on the
sky, then these terms constitute a set of measure zero and do
not affect the variance.

In Appendix D, we consider the case where there are
large numbers of pulsar pairs at a small (integer) number
of distinct separation angles. We show that the quantity
relevant for the variance of the Hellings and Downs
correlation estimator may be calculated from x(k —1)/2
quantities, obtained from the two-point function given in
Appendix G in [11] via (4.8).

We exploit this result in Appendix E to show how (with a
binned analysis employing a large number of pulsar-pair
correlations at two different angles) it is possible to “beat”

the cosmic variance. This does not come for free: angular
resolution is lost.

In Appendix F, we calculate the third- and fourth-order
moments of the pulsar-pair correlations p,,. These are
needed to evaluate the variance of the y* statistics defined
in Secs. VIII A. Since p,;, is quadratic in the Gaussian-
distributed redshift (or timing-residual) measurements, the
third- and fourth-order moments of p,, turn into sixth- and
eighth-order moments of a Gaussian distribution. We
evaluate these using Isserlis’s theorem [19], obtaining triple
and quadruple integrals of the GW power spectrum. We
compute these integrals for both redshift and timing-
residual measurements, assuming the same simple
binary-inspiral background used in Appendix B. Results
are given in Fig. 23 and Table III.

In Appendix G, we calculate the non-Gaussian con-
tributions to the variance of the y? statistics in the many
pulsar limit, for the special case where only auto-
correlations are included. These analytic expressions
can be evaluated exactly for GW detectors that (a) respond
to only a finite number of harmonic modes and (b) have
no pulsar terms. In this case, the expression becomes a
finite sum. However, PTA detectors do not satisfy either
condition, and the sums contain an infinite number of
terms. For this reason, we have not been able to determine
if the fractional variance of the auto-correlation-only y?
statistics is finite or tends to zero as Ny, — oo for PTA
detectors. Our partial results may help others to resolve
this question.

Finally, in Appendix H, we list the sky positions of
the 88 pulsars currently monitored by three active PTA
collaborations [37]. These are used for the example plots of
Sec. V B, shown in Figs. 3 and 9, and for constructing
Tables I and II.

APPENDIX A: MEAN AND VARIANCE OF
TIMING-RESIDUAL CORRELATIONS (VERSUS
REDSHIFT CORRELATIONS)

Much of the literature and experimental/observational
work for PTAs is based on pulsar timing residuals
rather than redshifts. Pulsar timing residuals may be
obtained by integrating the pulse redshifts with respect
to time, which inserts a factor of 1/2zif into frequency
domain formulas. This makes it straightforward to
modify formulas for the first moment, second moment,
etc., and the variance and covariance of pulsar timing
redshifts so that they can also be applied to pulsar
timing residuals.

Following this procedure, formulas identical to (2.3)
and (2.10) are obtained for the first moment and covariance
matrix of timing-residual correlations, by replacing H(f)
with H(f)/4x?f? in the definitions of h*> and 4* given
in (2.6) and (2.9). To ensure that our formulas can cover
both possibilities, we introduce a constant @ into them.
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Set o = 0 to describe pulsar redshift correlations, or set
a = 1 to describe pulsar timing-residual correlations.

APPENDIX B: RELATIVE SCALING BETWEEN
THE CORRELATION MEAN AND VARIANCE
FOR NOISE-FREE DATA

The GW Gaussian ensemble is completely specified
by the real spectral function H(f) > 0 defined by (2.6)
and (2.7). For example, H(f) sets the overall scale A of
the expected Hellings and Downs correlation via (2.3). The
spectral function H(f) also determines the scale %* of the
covariance matrix C,, ., via (2.9) and (2.10).

This implies that %% sets the scale of the total
variance and the cosmic variance, since those are
determined entirely by C,, ... It follows immediately
that the ratio of the variance of the optimal estimator
(for a given number of pulsar pairs and binning
procedure) to (say) the cosmic variance is identical
for any Gaussian ensemble: the quantities being com-
pared only depend upon %4*. Thus, plots in this paper
that only contain variances are universal: they apply to
any Gaussian ensemble.

In contrast, the ratio of the variance to the (squared)
mean is model dependent: it depends upon the ratio
%#*/h* < 1 and hence upon H(f). To compare the (square
of the) mean and the variance, we must specify the
spectrum H(f), which defines the Gaussian ensemble.
Hence, plots in this paper that contain variances
and means (for example, Fig. 9) are model dependent.
To make them, we must assume some form of the
spectrum H(f).

One simple source model is constructed in Sec. III A
in [11]. This “confusion-noise model” consists of a large set
of GW sources, uniformly distributed in space, all radiat-
ing GWs at exactly the same frequency, but with different
random phases. The corresponding spectral function H(f)
is the sum of a delta function centered at that frequency,
plus another equal one at the corresponding negative
frequency. In Appendix C3 in [11] it is shown that for

|

this model %*/h* € [1/2,1); if the frequency is an integer
multiple of the inverse observation time, then %*/h* =1/2.
Note that the same values for this ratio are obtained
for pulsar redshift correlations (¢ = 0) and for pulsar
timing-residual correlations (@ = 1). This source model
is easy to construct and understand, so we use this value
%#*/h* = 1/2 in Fig. 1. However, the model is unrealistic
because in our Universe the sources are distributed over
frequency.

Here, we construct a more realistic spectral model,
which we then use for Fig. 9 and elsewhere. This more
realistic model assumes that the GW background is
produced by large numbers of compact binary systems,
whose energy loss is dominated by GW emission in the
Newtonian limit (orbital velocities <« speed of light).
In this case, H(f) « |f|77/3. Physically, this spectrum
extends to very low frequencies (corresponding to periods
longer than thousands of years).

Although it continues to much lower frequencies, for
the purpose of computing PTA correlations, the spectrum
is effectively “cut off” below a characteristic frequency
fo > 0. Hence, we take

qlfI7"3  for |f| > fo. and
0 for |f| < fo.

where ¢ is a constant. The cutoff frequency f is of order
1/T, where T is the total observation time. It arises because
PTA data analysis in effect “removes” low-frequency
components during the fitting process that subtracts (quad-
ratic and higher-order terms in) the pulsar’s intrinsic spin-
down to obtain timing residuals [65-67]. For further
details, see the “transmission functions” illustrated in
Fig. 2 of Ref. [67].

The ratio of the variance to the squared mean is
proportional to 4*/h*. For our simple spectral model, this
ratio depends only [68] upon the low-frequency cutoff f.
This can be seen by substituting (B1) into (2.6) and (2.9) to
obtain

) = { (B1)

y) + 3 sinc? (x + y)} (xy)~7/3-2a

o b 1 qina2
h* ( o0 dxx‘7/3‘2“)2

xfoT

Here, we have changed to dimensionless variables
x=nxTfandy = zTf’, and used H(f) = H(—f) to write
the integrals in one-sided form. The constant a that
appears in (B2) is explained in Appendix A. Set a =0
to describe the ratios of pulsar redshift correlations, or set
a =1 to describe the ratios of pulsar timing-residual
correlations.

The behavior of %*/h* <1 as given in (B2) has
interesting limits. As f,7 — 0, the integrands and integrals
are dominated by values of x and y which are small
enough that both sinc functions approach unity. The
numerator of (B2) then approaches the denominator, and
%#*/h* — 1. For values of f,T which are somewhat larger,
the first sinc function approaches unity, whereas the second
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FIG. 21. The quantity #%#2/h> determines the ratio of the
standard deviation ¢ in the Hellings and Downs correlation to
its mean (p). The ratio depends upon the spectrum H(f) of the
Gaussian ensemble. Here, this corresponds to a set of binary-
inspiral sources (see text). The different values of the cutoff
frequency f,, are expressed in units of the inverse observation
time 1/T. The a = 0 curve is for redshift correlations, and the
a = 1 curve is for timing-residual correlations (see Appendix A).

sinc function falls off quickly, and %*/h* — 1/2. For the
cases of interest, where T is of order unity, the first sinc
function is also less than one (although it contributes more
than the second sinc function).

The ratio %%/h? [the square root of (B2)] is evaluated
numerically and shown in Fig. 21 as a function of the
effective lower cutoff frequency f,7. A reasonable choice is
fo = 1/T, which is justified by Fig. 2 of Ref. [67]. Taking
foT =1 in Fig. 21 implies %42/h*> ~0.5622 for timing
residuals and /42/h? ~0.3905 for redshifts (see Table III).
We use the first of these values for the plots in Fig. 9. For the
other plot in the paper (Fig. 1) that shows a mean value, we
use %*/h* =1/2, corresponding to the single-frequency
confusion-noise model described above and in [11].

APPENDIX C: PROOF THAT TERMS
INVOLVING KRONECKER DELTAS DO NOT
CONTRIBUTE TO THE COSMIC VARIANCE

Here, we show that terms in the covariance matrix C,, .4
involving one or two Kronecker delta terms, such as

2/44 [ﬂzzd (0)5a(c5d)h + Uy (0) (6a(cﬂu (yd)b) + 5b(c/’lu (},d)a>i| or

2 [Ngb + (Mtl + Mb):uu (0)j| 5a(05d)b + 2Ma5a(c:uu (yd)b) + 2Mb5b(cﬂu (yd)a)

from (4.3) or (9.24), do not contribute to the average
value of the covariance matrix components over a row,
(Cab.cd) caey defined by (4.4), where y denotes the angular
separation of the ab and cd pairs. In the limit where the
number of pulsar pairs goes to infinity, these terms constitute
a set of measure zero, and make negligible contributions to
the average. [If each pulsar pair is placed in its own bin, then
the Kronecker delta terms are not a set of measure zero and
must be included; see for example (GS).]

We begin by considering the terms proportional to
Sa(cOayp- The factors 45 (0), N2, or (M, + M,,) multiplying
these terms are all finite, and hence will not affect the
following analysis. Such terms are easy to evaluate, since
there is only one value of ¢ and d that will match the fixed
values of a and b:

2<6a(c'6d)h>cd6y = 1/npairs~ (CZ)
This is manifestly independent of the fixed pulsar pair ab,
and vanishes in the limit of an infinite number of pulsar
pairs distributed uniformly on the sky: it is a set of
measure zero.

The terms proportional to a single Kronecker delta are
also sets of measure zero. This may be understood by
looking at just one of four subterms

Sap = <5ac,uu(7db)>cdey' <C3)

(C1)

|
We can again ignore the factors yu,(0), M,, and M,, since
they are finite multiplicative constants. This average also
vanishes in the limit of an infinite number of pulsar pairs
distributed uniformly on the sky. To see this, note that (C3)
can be bounded above by replacing u,(y.,) with its
maximum value x,(0) and bounded below by replacing
pa(7ap) With its minimum value. Looking first at the upper
bound, one must have

Sab < /,tu(O) <5ac>cd€y' (C4)
Since o,. is independent of d, the averaging over d
(within a cone of angle y about c) has no effect; that is, the
cd averaging reduces to an average just over c. Now,
imagine explicitly carrying out this average as a sum of N
terms divided by N. Cover the surface of the sphere
with N equal-area uniformly distributed patches, which
are the discrete values of c¢. In the sum over c, the
Kronecker delta in (C4) gets a contribution from only a
single term (the term for which the ¢ patch contains a).
Hence, we obtain

Sab < #a(0)/N. (C5)

S0 5,5 is bounded above by u,(0)/N. A similar argument
shows that s,;, is bounded below by a constant/N. Since
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both bounds converge to zero for large N, we conclude
that s,, vanishes as N — oo.

APPENDIX D: COMPUTATIONS WITH
MATRICES OF A CERTAIN FORM

We consider real, symmetric, positive-definite matrices
built up from smaller matrices, of the form

Cll C12 “ee CIK

C C .| G
C=|—7—1—1-1—=| o

Ca | Co | ... | Cu

Here, each of the C}; is a (possibly nonsquare) matrix, and
K is a positive integer. We assume that each of these x>
matrices has the property that the sum of any row of C . has
the same value as the sum of any other row of Cj;. (Since C
is symmetric, this implies that the sum of any column of C
equals the sum of any other column of Cj;.)

Note that the symbol C is the same as we gave to our
definition of the covariance (2.2). However, in many
cases of interest, (D1) is a submatrix of the full covariance
matrix so that k does not range over the full angular range
from 0° to 180°. Thus, in this appendix (Appendix D), C
may refer either to the full covariance matrix (2.2) or to
some submatrix of it along the diagonal. This also holds
for Appendix E.

We introduce the symbol d;, (for k=1,...,x) to
denote the number of columns in the matrix Cj. Note
that this is independent of j. Note also that since C is
symmetric, the number of rows of the matrix Cj is
given by d;. Hence, the matrix Cj has dimension
(d; rows) x (dj columns). The sum

N = dim(C) = Z d; (D2)
j=1

is the number of rows or columns of the matrix C.

Finally, we define the quantity s; to be the average
value of the entries of the block C ;.. Note that since the sum
of any row of Cj; gives the same number, independent of
the row, that sum must be given by ds .

Equation (D1) is the form taken by the covariance matrix
C of the Hellings and Downs correlation, when there are «
distinct values of the pulsar-pair separation angle y;, for
J=1,...,k, and there are d; distinct pulsar pairs at each
angular separation. We have shown in Sec. IV that when
there are large numbers of pulsar pairs at each angle,
uniformly distributed on the sky, then the average value of
any row of the Cj; matrix is row independent.

In this appendix, we obtain a simple formula for the
“sum of interest,” which is the quantity u" C~'y. Here, u is
an N-dimensional column vector containing values of the

Hellings and Downs curve corresponding to the angular
separation of the pairs: for each j=1,---,k, u has d;
identical entries y,(y;).

We begin by constructing a set of x column vectors
ey, ey, ..., e, of dimension N. Note that these do not form a
basis for C, since that would require N vectors, and here
we have far fewer. However, we will see that the ¢; form a
basis for the subspace of interest, needed to evaluate the
sum of interest.

The first of these vectors has d; equal nonzero elements
followed by N — d, zeros. The second of these vectors has
d; zeros followed by d, equal nonzero elements, followed
by N — d, — d, zeros, and so on. Thus, we have

ey =d,7"%(1,...,1,0,...,0,...... ,0,...,0)T,
ez:d2_1/2(0,...,0,1,...,1, ...... ,O,...,O)T,
e, =d."%(0,...,0,0,...,0,...... L, DT (D3)

The (N-dimensional) dot product of any two of these
vectors follows immediately from (D3), and is

€;~r€k = 5jk’ (D4)
where 6 is the Kronecker delta. Hence, the dot product of
distinct vectors vanishes.

Because the sum of any row of C; yields the same number,
the action of C on any one of the vectors e; produces a
linear sum of the full set: the vectors e, e,, ..., ¢, form an
invariant subspace under the action of C. Multiplying e,

given in (D3) on the left by C given by (D1) yields

Cer= > Sye;. (D5)
j=1
where
Sy =(d;d)"?sy for jok=1,...kc.  (D6)

The square root factors in (D6) arise from counting the
contributions arising from each entry of the column vector Ce;.

To evaluate the sum of interest, we exploit the fact
that 5, and Sj; are symmetric k X k matrices. This allows
us to transform the N x N dimensional problem to a
smaller x x k dimensional problem. Let S~! denote the
matrix inverse of S, which satisfies (and is also defined by)

=1
From (D6) and (D7), it immediately follows that
St = (dydy)™' syt for jk=1,....,k, (D8)

where s~! denotes the matrix inverse of s.
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With the matrix inverse S~! we define a set of

N-dimensional column vectors

v;=> Siley forj=1, ..« (DY)
k=1

We now show that C~le = Consider the action of C
on v;. Multiplying (D9) on the left by C and using (D5)
we obtain

CUJ' = ; S;JI ; kaEf
= Z (Z kaS]:/l) (%
=1 \k=1

= ej’

(D10)

where on the second line we use the definition of the matrix
inverse (D7) to replace the quantity in curved brackets with
the Kronecker delta. Multiplying (D10) on the left by C™!,
it follows immediately that
C_lej:vj. (Dll)

Taking the inner product of (D11) from the left with ekT and
using (D9) and (D4) gives us the inner product

e,Cle; = S;}, (D12)

from which we can now easily evaluate the quantity of
interest.

We write the N-dimensional column vector u as a linear
combination of the e;:

K
H= Zﬂj\/djej,
j=1

where u; =p,(y;) is the value of the Hellings and
Downs curve at angle y;. The quantity of interest is then
evaluated as

pWClu=>" Zujﬂk\/;j@e,?C"ek

J=1 k=1

= Z Zﬂjﬂk(djdk)l/zs;k]

J=1 k=1

K K
—1
§ HiHES ji
=1 k=1

=75 p, (D14)

(D13)

where on the second line we use (D12) to evaluate the
matrix elements of C~!' and on the third line we use (DS8)
to replace the matrix elements of S~' by those of s7!.

The k-dimensional column vector i which appears in the
final line has components

ﬁ: (ﬂl’ﬂ27""ﬂk)T' (DIS)

Thus, the N x N dimensional computation of " C~'y has
been reduced to a x x x dimensional problem, where « is
the number of distinct angular bins.

An important feature of this result is that when there are
enough pulsar pairs in a particular angular separation bin,
then the variance is not significantly reduced by adding
more pulsar pairs to that angular separation bin. Here,
“enough pairs” means that the average value of the
covariance matrix rows at that angle are approximately
constant. This is because (D14) depends only upon the
matrix s ;. That matrix is determined by the average value
of each block of the covariance matrix. Once there are
enough pulsar pairs in a given angular separation bin,
adding more pulsar pairs to that bin does not significantly
change the average value of the block.

APPENDIX E: “BEATING” THE COSMIC
VARIANCE (A SIMPLE EXAMPLE)

Here, with a simple example [69], we show that the
variance of the binned optimal estimator with two distinct
angles can be smaller than the cosmic variance for a point
estimator at a single angle.

We take an angular-separation bin containing a large
number of pulsar pairs with separation angles y; and y,,
respectively, uniformly distributed on the sky. Let
71 = 54° lie at the leftmost minimum of the cosmic variance
62,5, as shown in the left panel of Fig. 6, and y, ~ 49° lie at
a zero of the expected Hellings and Downs correlation, so
U = py(72) = 0. We will demonstrate that the joint optimal
estimator has a smaller variance than the minimum value of
the cosmic variance 62(y;). This is possible because the
binned estimator uses information from correlation mea-
surements made at both angular separations y; and y,. By
sacrificing some angular resolution, the variance of the
optimal estimator drops below the minimum cosmic
variance. Such behavior is visible in Fig. 7.

We assume that there are n,,;; pulsar pairs at each of the
two angles, so that the covariance matrix C for the two
separation angles i 2, X 27, 10 size. As described
in Appendix D, and shown in (D14), in the limit as
Npairs — ©0, the variance of the optimal estimator can be
calculated from the 2 x 2 matrix

. [ S Sz
S_Sjk_ .
S12 S22

The four values that appear in s are the average values of
the entries in each of the four corresponding 7p4ir X pgiss
blocks Cjk, where j, k=1, 2.

(E1)
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An explicit expression for s was derived in (4.8)

i = 74 /0,, dg Sinﬁ(ﬂ++()’j’ﬁ)ll++(7’k’ﬁ) +uxx(7,~,ﬂ)uxx(n,ﬂ))-

As shown in (4.32), for large np,, the variances of
the individual (single-angle) optimal estimators approach
the cosmic variances, so §;; =07 = 62(7;) and
S0 = 6% = 5%05(72)-

Since (E2) has the form of a positive-definite inner
product, the Schwarz inequality ensures that 53, < s,;52,.
Thus, we can parametrize the off-diagonal elements
of s as
(E3)

S1p = ro103,

where the Schwarz inequality ensures that the real num-
ber r € [-1,1].

The variance oﬁpt of the optimal binned estimator is
expressed in terms of u”C~'u by (3.11). This is evaluated
in (D14), in terms of the matrix s of (E1). In that way,
we obtain

Hiy
2m — 'uTC—lﬂ — ﬁTS_lﬁ
Oopt
1 2 2
P 2 (M1322 + 3811 — 2U142512)
11522 = ST2
L (i 15
_ My Kk E4
1-1r2 <a% o3 010y (E4)

To obtain the second line, we explicitly inverted the 2 x 2
matrix in (E1), and set 2 = (u;, )" where u; = u,(y)
and y, = p,(y,). For the final line, we used the definitions
of 63, 63, and r in terms of 5,1, 5, and 5.

In signal processing and data analysis, the quantities

Sy=h*uy/oy, and S, =h*u, /0,
(ES)

— 1,2
Sopt =h ﬂbin/aopt7

which appear in (E4) are called expected SNRs. We include
the factors of 42 on the rhs of (E5) so that the numerators
have the interpretation of correlation p. Larger (absolute)
SNR values indicate that the mean can be determined with
higher fractional precision. Because the mean of the Hellings
and Downs correlation varies with angle y, it is these SNRs
(rather than the variance) that reflect the additional precision
obtained by combining data from multiple angles. We will
see that a loss in precision is not possible (the converse Santa
Claus Principle in action [70]).

A simple geometric argument shows that combining
data from the two angular-separation bins always

(E2)

increases the SNR. First, multiply (E4) by A* and
use (E5) to obtain

1
82 = ) (83 + 83 —2r5,5,). (E6)
Then introduce new variables x and y so that
Sl 7x—y S2 :x—i-y (E7)

Sopt B \/E ' Sopt \/E

Equation (E6) satisfied by the three SNRs may now be
written

x2 y2

1—|—r+1—r

=1, (E8)

which is the equation of an ellipse with major radius

1 + |r| and minor radius /1 — |r|, rotated by 45° with
respect to axes defined by S§; and S,. This is shown in
Fig. 22. Note that 0 < minor radius < 1 < major radius < v/2.
This means that the ellipse always lies within the square, and
hence $3, > % and S2, > 3. Thus, the optimal (binned)
estimator always has an SNR that is greater than or equal to
the SNRs for the individual (narrow-bin) estimators corre-
sponding to the angular separations y; and y5.

1S,/ Sopt

Y
7

FIG. 22. Equation (E6) constrains the ratios of SNRs, /S,y
and S,/Sqy, to lie on an ellipse. The shape of the ellipse is
determined by r € [—1, 1], and is also shown for r = 0 (dotted
unit circle) and for » = +1 (degenerate dotted line segments at
£45°). The ellipse always lies within the square, proving
geometrically that S5, > ST and S5, > 3.
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Some insight can be gained from two special cases: (i) If
the correlation measurements at the two discrete angles are
uncorrelated with one another (i.e., r = 0), then the ellipse
is simply the unit circle, and the SNRs add in quadrature:

820 = ST+ 3. (E9)
(ii) For perfectly correlated or anticorrelated correlation
measurements r = =1, and S, = £5;. The ellipses degen-
erate into lines as shown in Fig. 22, and one has

2 _ @2 _ ¢

Sopt = 851 =53 (E10)
In this second case, the SNR of the optimal (binned)
estimator has the same value as that for the (narrow-bin)
estimator for either angle separately, since no new infor-
mation is obtained by considering the second angle.

Finally, to show that o(z)pt can be less than the global
minimum of the cosmic variance, we take y; ~ 54° at a
minima of the cosmic variance curve, and y, ~ 49° at a zero

Since o7 is at the minimum of the cosmic variance, g, lies
below that. As mentioned at the start of this appendix, this
behavior is apparent in Fig. 7. [For producing the plot in
Fig. 7, we choose the normalization condition on the
weights to be pyin = ' 1/npairg = (11 + p2)/2 = p1/2,
leading to g, < 07/4 OF oy < Oos/2.]

APPENDIX F: THIRD AND FOURTH MOMENTS
OF THE CORRELATION

To calculate the variance of the y? test statistics defined
in Sec. VIII A, we need the third and fourth moments of the
correlations p,;, between pairs of pulsars. These may be
computed using the methods of Appendix C in [11]. We
used similar methods to compute the first and second
moments in Secs. I A and II B. For convenience, we repeat
those expressions here:

<pab> = hz/’laha and

of the expected Hellings and Downs correlation, so u, = 0. (Pabpea) = (Pap){Pea) + Cav.ca (F1)
Pick py;, to lie anywhere between y, = 0 and ;. We have h
proved that S5, > 7, which implies from (E5) that where
/lz Cab,cd =5t (ﬂac/"bd + /"adﬂbc)v (FZ)
02, <TG < 52 (E11)
" I : : and
|
h? = 4n/df (2zf)"2*H(f), and (F3)
%4 = (4m)? / df / df’sinc? (n(f — f)T) (4x*ff')2“H(f)H(f"). (F4)

The constant a is explained in Appendix A. For redshift correlations, @ = 0 and / is a dimensionless strain, whereas for
timing-residual correlations, @« = 1 and / has units of time x (dimensionless) strain.

Since p,;, is quadratic in the pulsar redshift measurements Z,,, calculating third- and fourth-order moments of p,;, means
evaluating expectation values of terms containing six or eight factors of Z. Since Z is a Gaussian random variable, applying
Isserlis’s theorem [19] to evaluate these expectation values, we obtain

<pabpcdpef> = <pab><pcd> <pef> + <pab>a:cd.ef + <pcd>Cef,ab + <pef>Cab.cd + Dab,cd,ef’ and (FS)

<pabpcdpefpgh> = <pab><pcd> <pef> <pgh>

+ (Pav) Pea)Cergn + Pan) (Per)Cynca + (Pab) (Pgn)Ced.er

+ (Pca)(Pes)Conab + (Pea) Pgn)Cav.er + (Per)Pgn) Cab.ca

+ Pav)edef.gh + Pea)Def.gnab + (Pef)Dgnavcd + (Pgh)Pab.cd.er

+ CopcaCergh T CaperCeagh + CanghCeder + Bap cdef.ghs (F6)

where

Dab,cd.ef = 4" (/’lb(c/"d)(e,uf)a =+ /’la(c/’ld)(eﬂf)b)’ and <F7)
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Eabcdef.gn = 89° (p(chay(ebr)ghnya + Hp(ehs)(ghn)(ckaya + Hb(ghn)(clayetpa + @ <> b)), (F8)

and

h = (47:)3/df/df’/df” sinc(z(f — f")T)sinc(x(f = f")T)sinc(x(f" — f)T)
x (82 ff'f")*H(f)H(f)H(f"), and (F9)

B = (47[)4/df/df//df”/df”’ sinc(z(f — f")T)sinc(x(f = f")T)

X sinc (ﬂ'(f” _ f///)T) sinc (T[(fm _ f)T) (167[4ff/f"f"/)_2aH(f)H(f/)H(f”)H(fm). (FIO)
The quantities Cyp, cq> Dap caer> and Egp cq 5 gn are the unique (up to scale) quadratic, cubic, and quartic combinations of the
w’s that are symmetric with respect to each pair of indices ab, cd, ... separately, as well as under interchange of the pairs
ab < cd, etc. The scaling factors h?, %%, 7%, and Y2, which are determined by the GW spectrum, are bounded by
§? < 1? < /4% < h%. The quantities D, .4, and Egp g7 4 are the third- and fourth-order cumulants [71] of p,,. These
cumulants vanish for a Gaussian distribution, showing that the correlations p,;, are not Gaussian. This is no surprise as the
pap are formed by summing products of Gaussian-distributed redshift (or timing-residual) measurements Z, and Z,.

Using the property H(f) = H(—f), the integrals for 7% and §® can be put into single-sided form. It is helpful to first
introduce a pair of functions of two variables f,, and f,:

P, = sinc(z(f,, + f,)T) and M, =sinc(z(f, — f.)T). (F11)

where P and M respectively denote “plus” and “minus.” In terms of these functions, we can write the integrals in (2.6), (2.9),
(F9), and (F10) as

W =sx [ 7 af, af) P H), (F12)
0
1 o o
24— 07 [T ar [T @R H D H) MM+ PP, (F13)
6 _ i 3 © 0 i 3 —2a
= > (87) / dfl/ dfz/ dfs (87°f1f2f3) H(fl)H(fz)H(fs)[M12M23M31 +3M12P23P31]7 and (F14)
0 0 0

0 =560 [T [Tan [Tan [Taraerrs ) HO G HG

X [M12M23M34M41 + P12 Py P3yPyy + 4M ;M3 P3Py + 2M12P23M34P41}- (F15)

We now evaluate these integrals for two cases of interest.

The first case of interest is the stochastic GW background ~ TABLE IIL  The coefficients /42, %, and §? for the binary-
model of Appendix B, for which H(f) is given by (Bl) This lnsplral GW background model of (B]) for a (nommal) ].OW-
vanishes below frequency f,, and behaves as a power-law frequency cutoff f, = 1/T. These are accurate to four decimal
with slope —7/3 above that frequency. As explained there, places.
the' effective low—frequepcy c'utoff fo is of order 1/T, where "/ 52/ n2 /2 B2/ h?
T is the total observation time. To evaluate (F12), (F13),
(F14), and (F15) for this spectrum, we set up a hypercubic
grid in each dimension, which is uniformly spaced in the

redshift (& = 0) 1 0.3905 0.3229 0.3002
timing (@ = 1) 1 0.5622 0.4933 0.4665
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FIG. 23. The coefficients /42, A%, and > for the binary-inspiral
GW background model of (B1), expressed as a fraction of the
mean-squared GW amplitude /2. The upper three curves show
the timing-residual case a = 1, and the lower three curves show
the redshift case o = 0.

variable u defined by du = f~7/3-22df. The integral is then
approximated by a sum over this grid. Representing the
functions M and P by square symmetric matrices (whose
rows and columns label the grid points), the sum may be
written as the trace of the corresponding matrix products,
which can be quickly and efficiently evaluated [72]. The
results are shown in Fig. 23, and Table III gives the values
for the nominal case f,T = 1.

The second case of interest assumes that the spectrum
H(f) is a Dirac delta function with support at a frequency
which is commensurate with the observation time. In this
case, the functions defined in (F11) become P, = 0 and
M,, =1, so we obtain %#*/h* = 1/2, h%/h® = 1/4, and
58 /K =1/8, or, equivalently, 42/h*=2"'2~0.7071,
n?/h* = 27213 ~0.6300, and §2/h* =273/~ 0.5946,
for either timing (a = 1) or redshift (a¢ = 0).

APPENDIX G: EXPRESSIONS FOR E AND
£ IN THE LARGE N,,; LIMIT FOR
AUTO-CORRELATIONS ONLY

In this appendix, we derive analytic expressions for E
and E in the large Npy limit. We assume that x? is formed
from auto-correlations only, as described in Sec. VIII C 2.

Our final expressions may be easily evaluated for GW
detectors that respond to only a finite number of harmonic
modes (/ < L,,,) and have no pulsar terms. These non-
PTA detectors are described in Sec. VI.

We do not know how to evaluate these expressions for
detectors that are sensitive to all modes, or if pulsar terms
are present, both of which are true for PTAs. In these cases,
the sums over modes / are unbounded: we have not found a
way to evaluate or characterize them. Thus, we regard these
results as partial results, and present them here hoping that
others will be able to make further progress.

We begin by finding a large-N,, expression for the
correlation function of a general GW detector, as defined
by Egs. (6.9) and (6.10):

Uap :ZQIPZ(COS}’ab)'
1

ﬂab:(1+7]25ab)Uab7 (Gl)

A PTA detector corresponds to Q; = (21 + 1)C;, withn = 1

to include pulsar terms, and with the C; given by (4.14).
To include the pulsar terms in the large-N,, limit,

observe that
pul / d,\

Here, and throughout this appendix, we use ~ to denote an
approximate equality that becomes exact in the limit of
many pulsars (N, — oo) uniformly distributed on the sky.
The normalization of (G2) may be checked by applying this
relation to 1: one obtains Ny, on both sides. It follows
immediately that the Kronecker delta 6, has the continuum
form

(G2)

A
N

5ab 52( Ab)? (G3)

pul

where 6%(p,. p) is the two-dimensional Dirac delta
function on the 2-sphere S%. The normalization of (G3)
can be verified by summing both sides over all pulsars
using (G2), giving unity on both sides.

Lastly, we expand the two-dimensional Dirac delta
function as a sum of Legendre polynomials. Because the
spherical harmonics are a complete orthonormal set on S2,
the Dirac delta function is

[

52(ﬁa’pb Z lm b)'

[=0 m=—

(G4)

(Note that in the remainder of this section, double sums
of this form are indicated by »_,,.) Using the addition
theorem (6.6) to carry out the sum over m in (G4) and
using (G3) gives

Az 21+1
S, =~ —P
ab Nou Z 4 1(cOs 7).

(G5)

Thus, defining U(0) =
and (G5) we can write

2041
Hab = Z(Ql +7U(0) N
7

2U(0
- ZAlYlm a lm )

Uaa - Zl Ql’ and LlSiIlg (Gl)
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where the second line follows from the addition theorem for
spherical harmonics, (6.6), and the third line defines the
expansion coefficients

A,z4n<& @)_

G7
241" Ny (G7)

Although we are examining the case Ny, — oo, we
cannot drop the term proportional to 1/N,,, because the
0,/(21 + 1) term may equal zero after some finite value
of [, or may decrease rapidly for increasing /. So, for any
finite number of pulsars, there is a critical value of [ at
which the term proportional to 1/N,; dominates A,;.
Equations (G6) and (G7) are an eigenvector/eigenvalue
decomposition of the Ny X Npy correlation matrix i,

in the large Ny, limit. The normalized eigenvectors are

spherical harmonics Y, ( Q) evaluated at the pulsar directions
D, and p,,, with eigenvalues A;, which are independent of m.

We now do an analogous harmonic expansion of C,,.
For a general GW detector, (8.50) shows that its elements
are proportional to the squares of the elements of (Gl),
which is written down explicitly in (7.17):

2n* +n*)U? (O>5ab)-

Each of the terms on the rhs is a function only of the
angular separation y,, between the two pulsars and not
their individual directions p, and p,. Hence, each term in
C,, may be written as an expansion in terms of Legendre
polynomials of cosy,,. We use (G5) for the term propor-
tional to ,,. The U2, term may be expressed as

Usy = ZD Pi(c08 Vap):

Cop = 24 (U2, + (G8)

(G9)

where the D; may be found using the orthogonality of the
Legendre polynomials (4.19). This gives

2[ 1
+/de (x)

2SS oy / @y (0P ()P)

! 1"

I 2
= (@2+1 ZZQwa(O 0 0)

! 1

(G10)

Ex166° > > Y > 3N NN AL AN (X +Y),

where the Wigner 3j symbols [53,54] are defined by an
integral over the two-sphere S%, given in the second
equality of (G16). Thus, substituting (G5) and (G9)
into (G8), and using the addition theorem (6.6) to
write the Legendre polynomials in terms of spherical
harmonics yields

Cap = Z/llen1<lA?a)Y7m(lA?b)v
Im

where the expansion coefficients are

D (2n* + n*)U?(0)
4 !
= . 1
A =8nlk ( ] 1—|— N (G12)

(G11)

When there are many pulsars, (G11) is an eigenvector/
eigenvalue decomposition of C,,, completely analogous
to (G6) for gy,

In the many-pulsar limit, we can also expand C;g in a
spherical harmonic basis, obtaining

a() 5 L

{lla#0} m==1

The sum is restricted to those values of [ for which 4; is
nonvanishing. (For PTAs, 4, is always nonzero, but for non-
PTA detectors without a pulsar term, some 4; may vanish.
In such cases, C,} is actually a pseudoinverse, as discussed
in Sec. VIC.)

It is straightforward to verify that (G13) is the inverse
of C,, in the many-pulsar limit. Begin with >_, C;,}Cbc.
Use (G2) to replace the sum over b with an integral.
Evaluate the integral, and use orthonormality of the
spherical harmonics to eliminate two of the sums.
Use (G4) to express the remaining sum of spherical
harmonics as 6*(p,, p.), and lastly, use (G3) to transform
that into J,,.

We now use these expressions to evaluate E as
given by (8.54). The two C~! matrices are replaced
by (G13), the four u,, are replaced by (G6), and
the four sums over a, b, ¢, d are replaced by (G2).
This gives

(G14)

{4, #0} my {L |4, #0} my Iyms lymy Isms lgmg

where

my+my+mz+my-+ms+m,
X (_1)1 2 tmytmytms 6111’"1
Y=

my+my+mz-+my+ms-+m
(1)1 2 tmytmytms 6111'"1

slsmy;slg, —m6111 —my;ly,—my; 151115112m, s, —ms;lg, m6112 —mysly,—msilymy

‘l3m3;16~,—m6111 —m; ;13,—ms;14’"4112"12;14,—”!4;15’"5 112-—"12;15 —s;lgme >

(G15)

are products of integrals of spherical harmonics, obtained from the integrals that replaced the sums over a, b, c, d.
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The I’s are defined as integrals of the product of three spherical harmonics, which may be written in terms of the Wigner

3j symbols [53,54] as

L sty = / QY 1y (Q)Y e (Q) Y 11 ()

_\/(21+1)(21/+1)(21”+1) v\
- dr 0 0 0 m m' m" )

(G16)

Where they are needed to avoid ambiguity, we add commas within the subscripts of the I’s, for example, in (G15).

The integrals 1.y, have several important proper-
ties. The first is obvious from the definition (G16): they are
symmetric under any permutation of the three pairs lm, I'm’
and ["m". A second obvious property is that they vanish
unless m + m’ +m” = 0; this is a consequence of the
azimuthal dependence of Y, (6, ¢) o e™?. A third relation
is obtained by considering the inversion transformation
Q — —Q, which maps a point Q on the sphere to its
antipodal point [73]. Under this transformation, a point
with spherical coordinates (6,¢) is mapped to a point

!’ u
Ilm;l’m’;l”m” = (_l)l+l i Ilm;l’m’;l”m” = Ilm;l’m’;l”m" =0 forl+ r + I" odd.

with coordinates (7 — 0, ¢ + ). Since the volume element
dQ is invariant under this transformation, the integral

in (G16) must be unchanged if we replace dQ by d(—Q)
or, equivalently, if we leave the volume element
unchanged but replace the arguments of the three spherical

harmonic functions by —Q. Since Y, « e™?P"(cos#),
under the transformation Y, (-Q) = Y,,,(7 — 0, 7 + ¢) =

™ (—=1)"HY 1, (0. ) = (=1)'Y 1 (0. ) = (=1)'Y 1, ().
We thus obtain

(G17)

Thus follows the third property: if /4 " 4+ 1" is odd, then I;,,.; .7, vanishes.

We note that the second equality in (G16) does not suffice to define the Wigner 3j symbols for two reasons. First, if
I+ 1"+ 1" is odd, the left-hand side of the equality and the leftmost 3j symbol vanish, but the right 3j symbol may be
nonzero. Furthermore, if m = m' = m” = 0, then the overall sign is not determined. In such cases, the symbol is non-
negative if [ 4+ I’ + [” is divisible by four, otherwise [ + I’ + I” is nonpositive.

The powers of (—1) in (G15) arise because some of the spherical harmonics are complex-conjugated: we have used

Y, (Q) = (=1)"Y,_,(Q) to obtain

/dQ Y}Fm (Q) Yl’m’(Q) Yl”m”(fz) = (_l)mll,—m;l’m’;l”m”-

(G18)

Similar relations exist for integrals containing any product of three complex-conjugated or unconjugated Y/,,.
If all three spherical harmonics are complex-conjugated, the integral is invariant:

Ilm;/'m/;l”m" = Il,—m;l’,—m’;l”,—m”'

To see this, consider the integral

/ dsz}km (Q)Y?mr(ﬁ) Y;’m”(ﬁ) == (—1)m+ml+m”Il._m;l/,_m/;l//._m// = Il,—m;l/.—m/;lﬂ,—m”7

(G19)

(G20)

where the first equality follows from ¥}, (Q) = (=1)"Y,_,,(€2) and the second equality follows because / vanishes unless
the sum of the three m’s is zero. But we can easily transform the lhs of (G20) to the same quantity without the complex
conjugates. The integral over the azimuthal angle that appears on the lhs of (G20) is

2 -2 0 2
/ i d¢ e—ilm+m'+m")¢ _ / " —du eilmtm'+m")u _ / —du eilmtm'+m")u _ / 4 du eilm+m'+m")u
0 0 2n 0

(G21)
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The first equality in (G21) follows from a change of
variables ¢ = —u, the second equality is because the
argument is periodic with period 27z, and the final sign
change is from flipping the direction of integration. This is
the same integral that would appear on the lhs of (G20) if
the complex conjugates were removed, thus proving (G19).

The expression (G14) for E may be computed for any
detector response that has only a finite number of nonzero

() me{-l-1+1,..1,
(ii)) m4+m+m"=0,
(i) |[[=V]<l"<I+1.

Because (G14) arises from a sum over spherical harmonics,
condition (i) is always satisfied. Note that the Wigner 3j
symbol which appears in (G16) is invariant under any even
permutation of the three “columns.” Under an odd permu-
tation, it is invariant if the sum of the top row is even;
otherwise it changes sign.

Using the symmetries and selection rules, we can reduce
the number of terms in the sum to order Lj,,. Consider the
index structure of the four /I’s that appear in (G15) for X.
Selection rule (ii) implies:

my +mz —mg =0,
—my —m3 + my =0,
mz—m4+m5:O,

—ny, — Ms + meg = 0 (GZS)

Since the final equation is implied by the previous ones,
only three of these equations are independent. For X these
imply

m4=m6=m1+m3, m5 =m1—m2+m3. (G24)

In addition, selection rule (iii) applied allows us to restrict
the summations over Iy, 5, and /g to a smaller range of
values. For X this implies

m e {=l,-I'+1,...1I'}

A, or ;, but naive counting indicates that the number of
terms in the sums is of order L)2,. Computationally, this is
very expensive, but the cost can be greatly reduced by
combining and eliminating terms.

As a first step, we can simplify the expression (G14)
for E by noting that the Wigner 3j symbols (! ! ')
vanish unless the following three conditions (“selection

rules” [53,54]) are satisfied:

m' € =" =1 +1,....1"),

(G22)

A L+, I+l

2 2= )

Is=|l,~14] l le=|li=15]
(G25)

Iy L=l 1] Is

A similar set of conditions and restrictions hold for Y.
These imply that

my=my+ms, MmMs=m;+my+msy, Mg=my-+ms,

(G26)
and

L+l L+, L+

SIED SR S S D

L ly=|h=L| Is ls=|l =14 lo  l=|l—h|
(G27)

Thus, when evaluating E, the summations over m,, ms, and
mg can be eliminated, and the range of the summations over
l4, s, and [g can be restricted. These significantly reduce
the computational cost of evaluating E.

An explicit expression for E with the reduced number of
summations is

E~2A+ B, (G28)

where
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Ltly Lty L+l

A=16p > >

{414, 20} {b]a, #0} B L=l =L] Is=|l=ly] lg=[1,~13]

SN FUSALAAA,

LA DL+ DL+ D@L+ + D)@+ D) (b b b (b b L (bl 5\ (L 15 s
00o0j/looo/looo/\looo

(47)*
b L I3 L
x Z ) Z
=1y ma——lymy——15 \ M1 | M3 | —Mmyp—m3

L, Iy ls L,
X

nmy —my —niy my —niy +m3 —my

and
L+l 1+l4 L+

(G29)

B=16b® > > N > > > KA AN,

{1, #0} { L], #0} I3 Li=[L=13| Is=[l, =14 ls=|l, =13

X<211+1><2lz+1><213+1>(2l4+1><215+1>(216+1>(h ls 16> (h Iy ls><lz Is l6> (lz Iy l4>

(47)?

b [ . L I3
—1)mTm
m; > (=1 1

X
my=—ly my=—ly my=—1 m nt3
b Is le b
X
my | —my—my—m3 | m;+mj —my

To avoid any ambiguity in their second rows, we have
added vertical separators to the Wigner 3j symbols. Note
that for detectors that respond to an infinite number of
[-modes, or for detectors that include a pulsar term, the
summations over / extend to infinity.

We now prepare to calculate the non-Gaussian contri-
bution E to the y? statistic as given in (8.54). This requires
the projection operator P, and the projected inverse
metric (AI;,;; see (8.53) and (8.55). Using (G13) for C;g,
it is easy to see that in the large pulsar limit, 1 is an
eigenvector of C™!:

4z 1 4r
C,, ﬂ ~ «= 1"C "1 ~-—=,
Z b= pul /1() AO

(G31)

where 1 is a vector containing all ones (3.7). The first
relation may be verified by using (G13) to replace C;}
and (G2) to replace the summation over b with an integral.
Carrying out the integral, and using the orthonormality of
the spherical harmonics, all terms vanish apart from the one
with [/ = m = 0. This term gives the first relation, which in

0 0 0 0 0 0 0 0 0 0 0 0
I I, I, Is
—my —niy —my —my — Ny m1+m2+m3
I L
(G30)
—ms m2+m3

turn implies the second relation. Now, substituting (G31)
into (8.53) leads to

1

Pabﬁ5ab—N—l
pu

1,1,. (G32)

(Note that this has the correct trace N, — 1.) Substituting
this projection operator into (8.55) and using (G31) again,
yields

47[1

Cop ~C;) —1,1,. (G33)
AN

This completes our preparation for the calculation that
follows.

To compute the non-Gaussian contribution £ in the
many-pulsar limit, we determine the difference between
the two expressions given in (8.54). Since C~! and C! are
related by (G33) (twice), the difference consists of two
terms. The first term (1) contains 1,1,1.1,, and the second
term (2) contains 1,1,C_j + 1,1,C;;. To evaluate these,
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we replace the summations with integrals using (G2)  integrals evaluate to give Kronecker deltas. The remain-
(four times), replace pu,, with a sum of harmonics  ingtwo integrals over three spherical harmonics each give
using (G6) (four times), and in term (2) we replace  rise to terms defined by (G16). In simplifying the product
C~' with the harmonic expansion (G13). The four of those two terms, it is helpful to keep in mind that one
integrals may now be carried out. In term (1), each gives = may freely change the signs of the m’s, because they are
Kronecker deltas of the form &, ;,6,, ,,,, which allow all ~ summed over both signs. Making use of (G17), (G19),
but the final sum to be evaluated. In term (2), two of the ~ and (G20), one obtains
|

. 4818 328
E-Ex- 2 Z 21 +1 A4 to- Z Z Z Z/I 1A12A2 ZAI? + AIZ) Lymyslymy;lsmy? (G34)
(4720)" 5 amlo (L), 0}y Lymy Ly

where the first term on the rhs arises from (1) and the second from (2). As earlier, we can use the Wigner 3j selection

rules to eliminate the sum over mj; in the last term (since m; = —m; — m,), and also restrict the range of the sum over /5
to run from |l; — I,| to I, + l,. Making use of (G16) to evaluate the I? factor, we obtain

R 48f) L+l
E-E= (471’/1 2 Z ZZ + A4 + 4 ,1 Z Z Z /11 lAlel (2A13 + Alz)
0 0 {L]4, 20} L L=[l—1|

20+ 1)(2L +1)(23+ 1) L L l L3
x 4n (0 0 0) Z 2 - (63

my=—I; my=—1I, my mp —my —my

While we have not indicated it, the sum over /3 may be further restricted to those values for which [, + [, + I5 is even.
This follows from (G17).
To end this section, we consider a simple example: a (non-PTA) detector which is sensitive to only a single harmonic

mode (Q; = §;;), in the absence of pulsar terms (7 = 0). For this case, the above expressions for E and E simplify
considerably. Using (G7), (G10), and (G12), we obtain

4

A =—"
2L + 1

(G36)

D, I L L\ 8ns
61L and j‘l = 871'7(77/4 21 n 1 = 87[ﬁ4< > )«0 =

0 0 0 2L+ 17

Symmetry properties of the above Wigner 3j symbol then imply that 4; # O only if / = 0,2, ..., 2L. Thus, the total number
of nonzero eigenvalues of the covariance matrix C,;, is given by Npop = (2L + 1)(L + 1).

Substituting the expressions in (G36) for A; and 4; into (G28), (G29), (G30), and (G35) leads to the following simpler
expressions:

< ) ZZ 41+ 1) (4L +1)

—05,=0
2 2
21, 20 L L 21, L L
DD NP IE
my=—21, ma——21, my——L —my —mj my | —my—mz | my—my—+ms
L 21, L L
mlerz
—m; —ms my | my+ms | —m;—my—m;j
21, L 21, L L
X , (G37)
my | mz | —my—m; my | mp+mz | —myp—my;—m;
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and

2
21, L 211 L L

. 12 /p\® L
[E—[E_2L+1<ﬁ> —1+2l;(411+1) >y , (G38)

my=—2l, m=—L \ ™1 my —my =y

where we “doubled” the indices /; and [, since the summand vanishes if either of these is odd.
By evaluating the rhs of (G37) and (G38), we find

N 5 5\8 s [ALP 6L+ 1) (h\8
E~2(2L +1)(4L +9L+6)<7‘Z and E-E~12 T %) (G39)
|
These are amazingly simple formulas, considering the  TABLE IV. (Continued)
summations of products of the various Wigner 3j symbols
that enter (G37) and (G38). We have not found an  Pulsar name ra (deg) dec (deg) PTA
analytical approach to evaluate the sums leading to (G39). J0613 — 0200 93.4 20 ENP
J0614 — 3329 93.5 -33.5 N
APPENDIX H: SKY LOCATIONS OF PULSARS J0621 + 1002 95.3 10.0 E
CURRENTLY MONITORED BY PTA J0636 + 5128 99.0 51.5 N
COLLABORATIONS J0645 + 5158 101.5 52.0 N
JO709 + 0458 107.3 5.0 N
Table IV gives the sky locations of the 88 pulsars currently  jo711 — 6830 108.0 —68.5 P
monitored by the European Pulsar Timing Array (EPTA) 10740 + 6620 115.2 66.3 N
collaboration, the North American Nanohertz Observatory JO751 4 1807 117.8 18.1 E
for Gravitational Waves (NANOGrav) collaboration, and the JO900 — 3144 135.2 -31.7 E
Parkes Pulsar Timing Array (PPTA) collaboration [37]. We ~ J0931 — 1902 142.8 —-19.0 N
used these to create Figs. 3, 8, and 9, and for constructing ~ J1012 45307 153.1 53.1 E
Tables I and II: see Secs. V B, VII C, and VIII C for details. JI012 — 4235 153.1 —42.6 N
The sky locations are in equatorial coordinates, with right 11017 - 7156 154.5 —719 P
. .. . . J1022 4 1001 155.7 10.0 ENP
ascension (ra) and declination (dec) given in degrees. They 71024 — 0719 1562 73 ENP
are related to spherical polar coordinates (in radians) via 71045 — 4509 1615 _452 P
0 = n/2 — (x/180°)dec and ¢ = (z/180°)ra. J1125 4 7819 171.5 783 N
J1125 -6014 171.5 —-60.2 P
J1312 4+ 0051 198.2 0.9 N
TABLEIV. The 88 pulsars currently employed by the European 71446 — 4701 221.6 —47.0 P
Pulsar Timing Array, the North American Nanohertz Observatory J1453 + 1902 2234 19.0 N
for Gravitational Waves, and the Parkes Pulsar Timing Array 71455 — 3330 2239 -335 EN
collaborations. The final column identifies which PTAs employ 71545 — 4550 236.5 —45.8 P
this pulsar. The sky location is given by right ascension and 71600 — 3053 240.2 -30.9 ENP
declination in degrees. The International Pulsar Timing Array 71603 = 7202 240.9 —72.0 P
(IPTA) pulsars are the full list. J1614 — 2230 2437 -225 N
T bR L Bt
J0023 4 0923 5.8 9.4 N J1643 — 1224 250.9 -124 ENP
JO030 + 0451 7.6 4.9 EN J1705 — 1903 256.4 —-19.1 N
J0034 — 0534 8.6 -5.6 E J1713 + 0747 258.5 7.8 ENP
JO218 + 4232 34.5 42.5 E J1719 — 1438 259.8 —14.6 N
J0340 + 4130 55.1 41.5 N J1721 — 2457 260.3 -25.0 E
J0406 + 3039 61.6 30.7 N J1730 — 2304 262.6 -23.1 ENP
J0437 — 4715 69.3 —-47.3 NP J1732 — 5049 263.2 -50.8 P
JO509 + 0856 77.3 8.9 N J1738 + 0333 264.7 3.6 EN
JO557 + 1551 89.4 15.8 N J1741 + 1351 265.4 13.9 N
JO605 + 3757 91.3 38.0 N J1744 — 1134 266.1 —-11.6 ENP
JO610 — 2100 92.6 -21.0 EN J1745 + 1017 266.4 10.3 N
(Table continued) (Table continued)
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TABLE 1V. (Continued)

TABLE IV. (Continued)

Pulsar name ra (deg) dec (deg) PTA Pulsar name ra (deg) dec (deg) PTA
J1747 — 4036 267.0 —40.6 N J1939 + 2134 294.9 21.6 ENP
J1751 — 2857 267.9 -29.0 EN 11944 + 0907 296.0 9.1 N
J1801 — 1417 270.5 —14.3 E J1946 + 3417 296.6 34.3 N
J1802 — 2124 270.5 214 EN J1955 + 2908 298.9 29.1 EN
J1804 — 2717 271.1 -27.3 E J2010 — 1323 302.7 —-134 EN
J1811 — 2405 272.8 —24.1 N J2017 4 0603 304.3 6.1 N
J1824 — 2452A 276.1 -24.9 P J2019 + 2425 304.9 24.4 E
J1832 — 0836 278.1 -8.6 NP J2033 + 1734 308.4 17.6 EN
J1843 — 1113 280.9 -11.2 EN 12043 + 1711 310.8 17.2 N
J1853 41303 283.5 13.1 EN J2124 — 3358 321.2 -34.0 ENP
J1857 + 0943 284.4 9.7 ENP J2129 — 5721 322.3 —-57.4 P
J1903 + 0327 285.8 35 N J2145 - 0750 326.5 -7.8 ENP
J1909 — 3744 287.4 -37.7 ENP J2214 + 3000 333.7 30.0 N
J1910 + 1256 287.5 12.9 EN J2229 4- 2643 337.5 26.7 EN
J1911 + 1347 288.0 13.8 EN 12234 + 0611 338.6 6.2 N
J1911 - 1114 288.0 —-11.2 E J2241 — 5236 340.4 -52.6 P
J1918 — 0642 289.7 -6.7 EN J2302 + 4442 345.7 44.7 N
J1923 4 2515 290.8 25.3 N J2317 + 1439 349.3 14.7 EN
J2322 4 2057 350.6 21.0 EN

(Table continued)
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