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Abstract—Streaming data, crucial for applications like crowd-
sourcing analytics, behavior studies, and real-time monitoring,
faces significant privacy risks due to the large and diverse data
linked to individuals. In particular, recent efforts to release
data streams, using the rigorous privacy notion of differen-
tial privacy (DP), have encountered issues with unbounded
privacy leakage. This challenge limits their applicability to
only a finite number of time slots (‘“finite data stream’) or
relaxation to protecting the events (‘“event or w-event DP”’)
rather than all the records of users. A persistent challenge is
managing the sensitivity of outputs to inputs in situations where
users contribute many activities and data distributions evolve
over time. In this paper, we present a novel technique for
Differentially Private data streaming over Infinite disclosure
(DPI) that effectively bounds the total privacy leakage of each
user in infinite data streams while enabling accurate data
collection and analysis. Furthermore, we also maximize the
accuracy of DPI via a novel boosting mechanism. Finally,
extensive experiments across various streaming applications
and real datasets (e.g.,, COVID-19, Network Traffic, and USDA
Production), show that DPI maintains high utility for infinite
data streams in diverse settings. Code for DPI is available at
https://github.com/ShuyaFeng/DPI.

1. Introduction

Most computer systems and applications continuously
generate data streams for analyses. For instance, online me-
dia such as YouTube [1] or Instagram recommends videos to
users based on their vast visiting records. Network monitor-
ing [2] detects abnormal behavior and identifies anomalies
while tracking the network traffic. Water management [3]
makes timely decisions on purifying water per the real-time
water quality data collected by sensors.

Existing solutions have not effectively addressed the
privacy threats posed by streaming data, which is vulner-
able due to its volume and diversity. Recent attempts to
release data streams using the widely adopted privacy model,
differential privacy (DP), have revealed persistent privacy
leakage [4], [5], [6], [7], [8], [9]. In particular, Dwork et
al. [4] (STOC’10) found that in streaming data, as the
number of rounds increases, an unavoidable logarithmic
increase in error for an advancing counter occurs. Similarly,
a logarithmic growth in privacy leakage is observed when

the error is bounded. This issue arises from the infinite
accumulation of two key factors in DP mechanisms: sen-
sitivity (the maximum impact of each user on the result)
and privacy budget composition (additional leakage from
sequential result releases).

In the past decade, several solutions have been proposed
to address “event-level privacy on finite or infinite streams”
[5], [6], [7], [8], [9], [10], [11], [12], or “user-level privacy
on finite streams under certain settings” (e.g., partially dis-
closing some randomized results and applying interpolation
[13], [14], [15], [16], [17]). However, they have limitations
in practice. The first category struggles when users’ contigu-
ous events collectively reveal sensitive information. Event-
level privacy safeguards individual location visits but fails
to protect a user’s path across successive, potentially indef-
inite timestamps, like a sequence of locations. The second
category is less practical for continuously and indefinitely
collected data streams, since it is unrealistic to predict when
services like traffic reporting will cease.

Thus, designing user-level DP mechanisms for infinite
streaming involves addressing five fundamental challenges.

« Unboundedness. The data size in the stream is con-
tinuously growing and unbounded, with each user’s
data potentially generated indefinitely, making it also
unbounded in infinite data streams.

+« Dynamic Data Distribution. The data distribution
changes dynamically over time, requiring DP mech-
anisms to consistently offer accurate analysis and pri-
vacy guarantees upon these changes.

o Accumultative Privacy Loss over Infinite Streams.
This has been widely recognized but not addressed yet.

« Utility-Privacy Tradeoff. It is challenging to minimize
the utility loss continually (under a bounded leakage)
while leveraging dynamic changes in data distribution.

o Real-Time Processing. DP mechanisms for infinite
data streams must balance real-time processing needs
with privacy protection and computational efficiency.

To our best knowledge, existing methods have not ade-
quately addressed the significant challenges in infinite data
streams. Challenges in current methods include not sup-
porting infinite data disclosure, assuming limited sensitivity
instead of indefinite full event sequence protection, and
limiting applications to fixed time slot queries. Table 1
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TABLE 1. REPRESENTATIVE DP DATA STREAMING METHODS (NOT
SCALABLE TO USER-LEVEL PROTECTION OVER INFINITE DATA
STREAMS). OTHER EXISTING METHODS SHARE SIMILAR PROPERTIES.

Methods Assumption Properties in Existing Works
" | (Sensitivity, Setting) | Privacy Error Bound Applications’
[6] (1, event) O(e-t) O(M) count, top-k, range queries
[7] (1, event) Ofe-t) - count, event monitoring
91 (1, event) O(e-t) O(r(logt)'®) count, range queries, etc.
[10] (1, event) O(e-t) | w.rt. query range, threshold, e, ¢ multiple analyses

provides an overview of the most crucial properties of rep-
resentative existing works on data streaming methods with
differential privacy. There are many limitations in existing
methods. For instance, they all consider the special case
of sensitivity (e.g., 1 for counting) and their privacy bound
linearly increases with the number of rounds ¢.

In this paper, we present a novel DP framework for
infinite data streams, known as DPI (Differential Privacy
for Infinite Data Streams). DPI is designed with three key
components to address the above challenges: (1) Sensitivity
Compression, (2) DPI Boosting Mechanism, and (3) Privacy
Budget Allocation Mechanism, discussed as below.

1.1. DPI in a Glimpse

Sensitivity Compression. Bounding sensitivity is crucial for
reliable DP models. DPI adopts a probability distribution
data structure to effectively limit the unbounded sensitivity
by projecting/compressing the maximum output difference
to the ¢;-norm of probability distribution difference, offering
advantages over unbounded structures like counting.

DPI Boosting Mechanism. The design of DPI has two
inherent crucial challenges: (1) preserving a (lower-bound)
meaningful utility for the data stream, and (2) developing
methods to capture dynamic patterns within the new coming
data. A sequence of randomization mechanisms (e.g., addi-
tive noise [18], sampling [19] or randomized response [20])
for all the time slots, inevitably destroys both cumulative and
instantaneous information. For instance, applying a series of
e-DP Laplace mechanisms over a dataset D will generate
results with an error of O (2"/ (|D] - ¢€)) [21].

Unlike atomic DP mechanisms, additive or accumulative
learning algorithms are especially effective for streaming
data, where they continuously update models in real-time to
adapt to evolving patterns. In particular, Dwork et al. [22]
and Moritz et al. [23] demonstrated that the differential
privacy version of boosting mechanisms can be effective in
achieving cumulative learning outcomes for a finite number
of queries. However, direct application of these approaches
to continual streaming data results in unbounded privacy
leakage and significant computational overhead [22], [23].
We have identified that both deficiencies result from the use
of an expensive base synopsis generator in [22], [23].!

To handle infinite streams, we have devised a novel DPI
boosting mechanism, which guarantees both bounded and

1. Such generator acts as a compact representation of query answers over
a dataset and can be implemented using various forms, such as a synthetic
database or any data structure such as kernel or probability density function
(PDF) that approximates query results (“synopsis™) [22], [23].

efficient computation while integrating an infinite number
of tiny-budget DP mechanisms into an additive learning
game. While the outcomes of various queries on streaming
data may vary over time, it is still possible to precisely
associate each result with an adequately accurate state,
such as a numerical value or a PDF. The DPI boosting
mechanism introduces a groundbreaking approach to syn-
opsis generation by creating a significantly smaller set of
synopses from PDFs, resulting in faster processing. Such
non-trivial synopsis generation is designed as a privacy-
free (0-DP) mechanism, generating an ample number of
synopses that precisely address a set of queries across
an infinite number of rounds. It necessitates a rigorous
analytical analysis to determine the number of synopses
required to achieve a meaningful level of accuracy while
ensuring privacy. Also, the existing uni-directional boosting
mechanism [22], [23] (updating weights solely over queries
based on data-dependent synopses) should be revised into
a bi-directional boosting approach that considers both data-
independent synopses and queries for infinite data streaming
(otherwise, the privacy budgets will not be sufficient). With
these considerations in DPI, we aim to achieve provable
utility while maintaining the bounded privacy guarantees.

Privacy Budget Allocation and Boosting. By saving bud-
get on the synopsis generation process in DPI, we develop
a bounded budget boosting mechanism that optimally uti-
lizes an infinite number of tiny boosting mechanisms for
making refinements, focusing the privacy budgets solely on
reweighting and not synopses. To achieve this, we establish
an optimal allocation strategy with a converging sum series
to maximize the utility.

To prevent budget depletion after a certain number of
releases, typically expected with a decaying series, we em-
ploy a sophisticated deployment of this infinite decaying
series of privacy budgets. During each iteration (time slot)
of DPI, we randomly generate the privacy budget from the
series, allowing for efficient and controlled management of
the privacy budget throughout the continuous process.

Figure 1 shows an overview of DPI, including the input
data stream, the three key components, and the output
results (as streaming PDFs). The DPI framework takes an
incoming data stream as input and processes it through
sensitivity compression, privacy budget allocation, and a
boosting mechanism to output an infinite series of differen-
tially private results that maximize accuracy and utility over
time (see the detailed design in Section 4). This end-to-end
process allows DPI to ensure strong privacy for users while
handling the challenges of infinite streaming data. Note that
DPI may require a restart to refresh the privacy budget in
possible uncommon cases of extremely long-term, highly
dynamic data streams, as discussed in Section 7.

1.2. Contributions

To sum up, DPI makes the following major contributions:

Unique and Significant Benefits. First, to our best knowl-
edge, DPI provides the first user-level DP solution for
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Figure 1. DPI guarantees limited privacy bound and sensitivity by managing the pace of convergence and error margins, striving to attain the highest level
of accuracy (the output streaming PDFs can support most real-time applications as the input stream).

protecting users in applications relying on continuously
collecting data over infinite streams, e.g., YouTube [1] or
Instagram recommends videos to users based on their vast
visiting records indefinitely. Second, unlike most existing
works which usually take various limited assumptions (e.g.,
bounded sensitivity, protecting the presence/absence statuses
of events rather than users, a limited number of disclosures),
DPI strictly satisfies generic e-DP for protecting all the users
(end-to-end) involved in the unlimited data streams. Third,
DPI provably maximizes the accuracy of the disclosure in
the long run with substantial theoretical analyses.

Novel Methods. We have designed a novel dynamic boost-
ing mechanism (DPI boosting) that optimally balances both
privacy and utility over time. DPI significantly differs from
the “AdaBoosting” [22] for DP: (1) DPI replaces the base
synopsis generator with a pre-determined set of synopses
independent of the dataset. We demonstrate that these syn-
opses can be created by the performance of the output
and strong synopses can be integrated into the boosting
mechanism with no impact on privacy, and (2) DPI boosting
has been designed to generate a PDF data structure that
tracks the overall PDF of the stream instead of accurately
answering pre-defined queries. We have also established
lower bounds on the utility of DPI based on this PDF data
structure.

Comprehensive Evaluations. We comprehensively evalu-
ate the performance of DPI on different applications and
datasets. Our primary objectives in these evaluations are: (1)
investigating the impact of DPI’s hyperparameters on its per-
formance over time (in Section 6.2), (2) evaluating DPI on
different datasets with different domain sizes/distributions
and a wide variety of real applications, such as statisti-
cal queries, anomaly detection, recommender systems (in
Sections 6.3 and 6.4), and (3) compare DPI with existing
methods and show that they violate the privacy requirement
€ after a few rounds (in Appendix E.1) while DPI strictly
bounds the privacy leakage with ¢ indefinitely and still has
considerable share of unspent privacy budget after a large
number of rounds.

2. Preliminaries

2.1. Streaming Model

We consider data collection and analysis in the context
of interactive and continuous observation over infinite data

streams. In this setting, a trusted curator maintains a dy-
namic dataset, represented as a collection of streaming input
S = {51,5,...}, where S; refers to the indexed input
collected at time slot ¢. The universe of possible individual
records is denoted as X.

Interactive Queries. The data analyst interacts with the
curator by submitting a sequence of queries over time. Let
Q@ be the space of all possible queries, and at each time slot
t, the data analyst requests a subset of queries (); C Q. Each
query ¢, is a function that takes the data until the current
stream S; and outputs a response y; = ¢:(S1,52,...5%),
which is released by the curator. Note that g can remain the
same as previous time slots or dynamically change.

2.2. Privacy Models

To protect the privacy of individual records in the con-
text of continual observation, the trusted curator employs
Differential Privacy (DP) mechanisms represented by M(e),
where ¢ > 0 is the privacy budget allocated for each
query in the infinite data stream. Each query ¢; outputs a
response y; = q¢(S1,53,...,5¢), and the curator releases a
private response denoted as g;. The DP mechanism M(e;)
ensures that y; does not disclose any information about
the presence or absence of sensitive information from any
particular individual in all the streamed data. By limiting
the privacy budget ¢;, the curator controls the amount of
privacy provided for each query g;.

We adopt the standard definition of ¢-DP [18]. Let I' be
the domain of datasets, and let D, D’ be two datasets in T’
such that D’ can be obtained from D by adding or removing
the data of a single individual (user). A randomization
mechanism M : " x  — R is e-differentially private if, for
all © C R and for all D, D’ € T such that D’ is adjacent to
D, i.e., D and D’ differ in the data of a single individual,
the following inequality holds:

P(M(D) € ©) < e P(M(D') € ©) )

where ) is a sample space by randomization M to
generate the output. To achieve differential privacy, we need
to consider the concept of sensitivity. The sensitivity A [24]
of a query ¢ is defined as the maximum ¢; -distance between
the exact query answers on any two neighboring databases
D and D', i.e., Aq = maxp p ||¢(D) — q(D’)||,. Bounding
sensitivity is crucial for DP models. Even with a constrained



privacy budget, unbounded sensitivity can result in overly
sensitive outputs, risking privacy breaches.

2.3. Boosting Mechanisms

We next introduce some background for the AdaBoost-
ing mechanism and DP with AdaBoosting, which will be
significantly revised on both privacy and efficiency for DPL.

2.3.1. AdaBoosting Mechanism. AdaBoosting (Adaptive
Boosting) [22] is a powerful machine learning technique
used to enhance the accuracy of weak classifiers by com-
bining them into a strong ensemble classifier. Formally,
given a training dataset D = (z1,41), (¥2,92), - -, (Tn, Yn)s
where z; and y; represent the data points and their respec-
tive labels, AdaBoosting constructs an ensemble classifier
H(xz) = sign (Zthl atht(x)). Here, T is the number of
weak classifiers, h;(x) is the ¢t-th weak classifier, and «y is
the corresponding weight assigned to h.(x). The objective
of boosting is to convert a weak learner, which produces a
hypothesis only slightly better than random guessing, into a
strong learner that achieves high accuracy. The AdaBoosting
proceeds in rounds. In each round, two steps are performed:

1) The base learner is run on the current distribution Dy,
generating a classification hypothesis h;.

2) The hypotheses h1, ho, ..., h; are used to reweight the
samples and define the updated distribution D, 4.

It continues for a predefined number of rounds or until
the combination of hypotheses is sufficiently accurate.

2.3.2. DP with AdaBoosting. DP with AdaBoosting, intro-
duced by Dwork and Rothblum [22], combines AdaBoost-
ing with differential privacy. As detailed in Figure 12 (in
Appendix A), the process iteratively updates the weights
assigned to each query, and samples queries based on their
weights as follows. Let Q = {q1, g2, - . -, gm } Tepresent a set
of queries. The method assigns uniform weights w; to each
query ¢ in () in its initialization phase (P (t = 1) — uni-
form). Next, it will operate on the “base synopsis generator”
to produce “weak” DP synopses AE),\’ which are moderately
accurate for ~ sampled queries Q.

Definition 1 (Sampled Queries Q;). Let QQ be the set of
requested queries, and Pg(t) be the PDF for the query
sampling at iteration t in DP AdaBoosting [22]. At each
iteration t, the set of sampled queries Q' is defined as a k-
size subset of @), sampled from Q) per Pg(t). The sampling
process reflects AdaBoosting’s practice of assigning larger
weights to weaker queries to improve their performance.

Definition 2 (Synopses). A synopsis [25], [22] generated
from a dataset D is defined as a compact representation of
answers to a set of queries QQ = {q1,q2, - ,qr} over D.
Synopsis can be in the form of a synthetic database, or any
arbitrary data structure, e.g., a kernel or PDF, that can be
queried to return an approximation of the query’s result.

This data structure is referred to as a synopsis of the
database. General privacy-preserving synopses are of in-
terest as they may be easier to construct than privacy-
preserving synthetic databases. Also, stronger limitations
are known for constructing synthetic databases than general
privacy-preserving synopses.

Definition 3 (Base Synopsis Generator [22]). For any data
universe X and set of queries @ : {X" — R} with
sensitivity Ag, a (r,\, €1, k)-base synopsis generator for
Q is a method that:
o Outputs a synthetic database y of size n based on
r = 0(n-log|X|- k) queries from Q, where K is the
probability that the chosen synopsis is \-accurate (the
synopsis closely approximates the true data within a \
margin of error).
e Adds Laplace noise O(k+/T- AE—IQ) to each query answer.
o Guarantees (g1, exp(—r))-differential privacy.
o It has a complexity of | X|™ - poly(n, k,log(1/e1)).
The base synopsis generator outputs the lexicographi-
cally first database y satisfying |q(y) — ¢.(z)| < \/2 for
every query q in the sampled query set Qs, where ' is
the noisy query answers. If no such database exists, it out-
puts L (i.e., fails). The (v, \,e1, k)-base synopsis generator
privately generates a synthetic database approximating the
responses of the original database to a set of queries Q).

The goal is to iteratively improve the base generator us-
ing the boosting algorithm to create a synopsis that performs
well for all requested queries () while preserving privacy.

The next steps aim to strengthen the queries with bad
results by adaptive sampling and refining them. At each
iteration, the query sampling probability Pg(¢) is reweighted
based on the performance of the base synopsis generator
over all queries such that the probability modification is to
iteratively assign higher weights to the (new) queries with
bad results, allowing the subsequent weak model to focus on
these challenging examples and improve overall accuracy.
Finally, it integrates a learning rate ntQ in the reweighting
process, which is proportional to the privacy budget allo-
cated for boosting (e2). Then, two separate privacy budgets
are required: one for generating synopses (¢1) and the other
for the reweighting step (e3). Consequently, AdaBoosting
with DP [22] becomes a privacy-expensive mechanism.

DP with AdaBoosting’s runtime depends on the number
of queries and the base synopsis generator’s runtime. The
accuracy of the mechanism scales with \/nlogm (n: size of
the data, m: number of queries). For details of the synopses
and base synopsis generator, see [25], [22].

3. Overview of DPI Framework

In this section, we present the DPI framework com-
prising the DPI Interface and the DPI Brain. The DPI
Interface manages temporal input streams, stores sequential
DP results for pre-defined queries (“‘query synopses”), and
delivers query results to analysts over time. On the other
hand, the DPI Brain focuses on online learning. The details
of the DPI framework are shown in Figure 2.
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Figure 2. The DPI framework in time slot ¢. (1) Q% can be a single query or a subset of queries, and can remain the same or dynamically change over time,
(2) all the privacy budgets are pre-computed with converging series and €; is sampled in real-time, and halved for query-sampling and synopsis-sampling,
(3) generator returns the PDF output (sampled synopsis) for the current time slot ¢ to the interface/analyst, and also sends it for boosting, and (4) DPI
boosting (bi-directional) reweights the PDFs (both query-sampling probability and synopsis-sampling probability) for the next time slot (¢ 4 1).

3.1. DPI Components

DPI Interface plays a central role in managing the interac-
tion between analysts and the underlying data, including:
e Input Module collects temporal data streams from users
over successive timestamps. It also receives temporal
queries (1, ..., Q; from the analyst.

o Sensitivity Compression processes the input data stream
with a PDF data structure to bound sensitivity.

o Output Module returns temporal output query synopses
as a sequence of PDFs with DP guarantees for a pool of
queries @1, . .., Q:, which can be converted to support
most data analyses on the input stream.

DPI Brain comprises the following modules.

o Privacy Budget Allocation generates the privacy budget
¢; for each time slot .

o Generator Module generates the sampled queries (Q?)
and a set of sampled synopses (“‘%2) for each query
q € Qi,. It interacts with the DPI Boosting module,
receiving the updated configurations in terms of PDFs
to effectively adjust the sampling process.

o DPI Boosting Module (bi-directional) effectively cap-
tures the dynamic nature of data streams (new coming
data and queries) when answering queries.

3.2. DPI Workflow

o Step 1: Input Streaming and Sensitivity Compression.
See details in Section 4.1.

e Step 2: Privacy Budget Allocation. In time slot t,
DPI randomly samples a pre-computed privacy bud-
get €; from the series, halved for query-sampling and
synopsis-sampling (see details in Section 4.4).

o Step 3: O0-DP Synopsis Generation. The Generator
module generates a set of parameters, including a sam-
pled subset of queries Q! over the pre-defined pool
of queries () and a set of sampled synopses .Ath for

queries ¢ € Q. To derive the sampled synopses Ay,
we need to generate a pool of synopses A that can
represent all possible distributions in a dataset. This
generation can avoid consuming privacy budget (0-DP,
see details in Section 4.2).

e Step 4: DPI Boosting. The DPI Boosting module
improves accuracy via bi-directional reweighting of
queries and synopses (see details in Section 4.3).

— Reweighting Synopsis-Sampling Probability. In this
phase, the DPI Boosting module uses a portion of
the privacy budget allocated for DPI to perform
reweighting of the Synopsis-Sampling Probability.
This step aims to improve the accuracy of synopses
and update the sampling PDF accordingly.

— Reweighting Query-Sampling Probability. In this
phase, another portion of the privacy budget is used
to reweight the Query-Sampling Probability. This
step ensures that the most informative queries are
given higher probabilities in the sampling process.

e Step 5: Output Private Streams (PDFs). DP query
results (temporal) are provided to analysts over time.

4. Detailed Design in DPI

4.1. Sensitivity Compression

To enable effective privacy for infinite data streams, the
sensitivity of the analysis must be bounded. Sensitivity rep-
resents the maximum change in the output resulting from the
presence or absence of any single user’s data. This motivates
the need for sensitivity compression in the infinite stream
setting. Our key insight is adopting a PDF data structure to
represent the data stream. This provides an inherent sensitiv-
ity bound, as changing one user’s data can only alter the PDF
by a maximum total variation distance of 2 (considering
the two PDFs of two adjacent inputs are two normalized
vectors with all the entries summing up to 1 in each). Denote
D and D’ as the output distributions of two neighboring
inputs for any query at time slot ¢. Thus, for all D and



D', their sensitivity is derived as Ag = ||D — D'||; < 2.
By bounding the PDF difference, we effectively compress
sensitivity to a fixed constant for all the queries. This allows
formal privacy guarantees to be achieved over infinite data.
Furthermore, the PDF representation maintains high utility
for the analyses in most real-time applications.

4.2. 0-DP Synopsis Generator

The synopsis generation in DPI is responsible for gen-
erating a sampled synopsis for each query ¢ € Q5. Our key
observation is that establishing a universal synopses pool can
be done in a privacy-free (0-DP) and efficient way, enabling
the system to privately answer a wide range of queries.

Establishing a Pool of PDFs. DPI utilizes a pioneering 0-
DP synopsis generation process to navigate this challenge
(AdaBoosting [22] cannot solve). This method constructs
a set of PDFs that can universally emulate any PDF with
minimal error (see detailed analysis in Appendix C). These
PDFs are then employed to generate answers for a set of
queries, delivering approximated results without requiring
access to raw data. Various types of queries can be addressed
using these PDFs, including but not limited to Point Queries,
Range Queries, Aggregation Queries, Top-K Queries, Join
Queries, and Correlation Queries [26], [27], [28], [29].

Quantization. The first step in the 0-DP synopsis generation
process is quantization, which discretizes the values that
PDFs can take. We define the precision level of quantization
as p, representing one unit of probability (e.g., p = 0.001).
By dividing the range of possible values into intervals of
size p, we can express the quantized value of a continuous
variable z as quantize(x) = round(x/p) - p. This ensures
that the values are discretized into intervals of width p.

Sampling Synopses with Multinomial Distribution. After
quantization, we can generate all possible PDFs by distribut-
ing the available units of probability (denoted as n, = %—H)
among the domain of interest, denoted as X. Since n,
should be the same as the dataset size n, we can derive
the value of p. Then, we can model this distribution using a
multinomial PDF, denoted as P(x), where z represents the
random variable that takes on values from the domain X.
The multinomial PDF captures the probabilities of outcomes
for this discrete random variable with k categories.

During each multinomial sampling, we treat each cat-
egory equally and sample them uniformly for n, times,
leading to a generation of a synopsis (the distribution of n
data points with k categories). To create the 0-DP synopses
pool, we leverage the multinomial sampling. Let n be the
number of samples drawn from the multinomial distribution
and denote the sampled values as (x1,z2,...,Z,), Where
each z; represents a possible outcome from the multino-
mial distribution defined by P(z). We should repeat the
multinomial sampling process for IV times to get the pool of
synopses (P, Pa, ..., Py). The algorithm of 0-DP synopsis
generator is shown in Appendix C.

Next, for queries in %, a set of synopses AtQt should
be sampled according to the most recently updated sam-

pling probability P4 (t). We will discuss how to update
the sampling weights for different synopses in the DPI
Boosting. The DPI Boosting algorithm iteratively improves
the accuracy of DP queries on streaming data through a
bi-directional reweighting process that favors challenging
queries and high-quality synopses. By continually reweight-
ing query and synopsis sampling probabilities based on
estimated errors, DPI Boosting adapts the new coming data
to optimize accuracy under DP constraints.

0-DP Guarantee for the Synopsis Generator. The synopsis
generation process in DPI is uniquely designed to ensure that
it does not consume any privacy budget since it operates
without accessing to any raw data. Initially, the Synosis
Generator invokes quantization to discretize potential values
for any PDFs without using any raw data. Subsequently,
through the procedure of multinomial synopses sampling,
all potential PDFs are generated by distributing available
units of probabilities across a defined domain of interest,
bypassing the need for raw data access. The detailed steps
and theoretical analysis are given in Appendix C.

4.3. DPI Boosting (Bi-directional)

The DPI Boosting continuously evaluates and adjusts
the importance of a subset of queries (“sampled queries”).
It allows less accurate sampled queries to be reweighted
higher, while the reweighting process is applied to focus
more on accurate synopses for each sampled query. This
bi-directional boosting process effectively captures the dy-
namic nature of data streams when answering queries. In
this section, we will provide a comprehensive understanding
of the DPI Boosting module and its role in enhancing the
utility and privacy guarantees of the DPL

Bi-directional Boosting. DPI Boosting significantly revises
the AdaBoosting under DP constraints [22] to reweight the
sampling weights. Specifically, we focus on the optimiza-
tion techniques used to reweight the query and synopsis
distribution during each round of DPI Boosting. The goal
is to assign higher weights to poorly handled queries, and
lower weights to well-handled queries, ultimately leading to
enhanced accuracy and utility of the final synopsis.

Recall that we sample a subset of synopses .A’é?t‘ for
the sampled subset of queries Q.. In the DPI Boogting,
we should evaluate the difference between the true query
result and the query result based on the synopsis. Our
weight boosting differs from the AdaBoosting [22] from
two aspects: (1) there is a subset of synopses instead of
one synopsis to reweight the sampling probability, and (2)
the reweighted sampling probability should be used both for
queries in a pool and synopses in a pool. The details of DPI
boosting are shown in Algorithm 1. Notice that the size of
query pool @ may be different from the size of synopses
pool A and it should not affect the reweighting process since
normalization is applied for queries and synopses.

Choice of Parameters in DPI Boosting. The reweighting

depends on the parameters A, u, and 1), which all evaluate the
accuracy of synopses. Note that A denotes the error bound



Algorithm 1: DPI Algorithm

Input: data stream .S, privacy budget €, synopsis error bound A,
error bound for overfitting i, decay rate of decaying
series ¢, query pool @, synopsis pool A (Algorithm 2)
Output: private output streams Aét (PDFs)

1 Initialize Pg (1), P4 to uniform distribution
2 foreach S; in Stream S do

/* Random Budget Allocation x/
3 et = RBA(¢) /» Algorithm 3 */
4 €Q,t = €At = %

/+ QY sampling */
5| Qs ~ Po(t)

/% Ath sampling x/
6 .A.tQt ~ PA (t)

/% DPI Boosting x/

7 if |q(St) —Af’Qt| < A then
8 | Pa()lg] < 1, Po(t) « —1
9 if\q(St)—AtQt| > X+ p then

1 | Pa(t)lg) < —1, Po(t) « 1
11 else
1 | Pa®)lal, P(t) < 1 =2(Ja(D) = Agy | = N/

13 P, (t+ 1) = Normalize Py (t)

4 Ug,q  exp(—oay ~E;:1 P, (t)[q]), where
o = %111[(1 +2n¢)/(1 — 2n¢)] and 7 is the learning rate in
time slot ¢

15 normalization factor Z¢ <~ - . Ug,a

16 update Pg(t + 1) = ug,a/Zt, Pa(t)[q] = uq,a/Zt

17 return AtQt as private output streams

of the chosen synopses, while p refers to an additional
error bound that is tolerated to avoid overfitting during DPI
boosting. The parameter 7 is determined by the specified
privacy budget . We find the optimal value of 7, for each
time slot with the given e to minimize the error bound of
DPI framework under the privacy constraints. The details
are presented in Section 5.2 (Theorem 5.4).

4.4. Random Budget Allocation (RBA)

As outlined in Algorithm 3 (in Appendix D) to mitigate
the risk of systematic depletion over time, DPI employs a
random selection process when defining ¢; (“Random Bud-
get Allocation (RBA)”) rather than sequentially picking el-
ements from the infinite series of potential budget values. It
employs an exponential PDF with p(e; = z) = exp(—A-x),
where A is an astronomically large number. This could
generate very tiny samples, with the probability of obtaining
such small values approaching 1.

After generating such very tiny values, they are mapped
to the elements in the series € sampled from the exponential
PDF. The closest one to the sampled value is then returned,

denoted as ¢; < argmin|e — S|. We note that since RBA
€ce
generates samples without replacement in the series, they

tend to get smaller and smaller over time. However, the
sum of ¢ independent samples from an exponential PDF with
the rate parameter A follows a Gamma distribution with a
shape parameter ¢ and a rate parameter A. The mean (v)
of a Gamma distribution with shape parameter w and rate

parameter ¢ is given by 7. In our case, for the sum of ¢ ex-
ponential samples, given the shape parameter ¢ and the rate
parameter A, a mean (v) of % can be generated. Therefore,
for any ¢t < A, we can effectively preserve e — % In practice,
this bound must be much better as samples of the series are
tending to be smaller than exponential PDF’s samples due to
sampling without replacement. An alternative RBA scheme
based on ranges is given in Appendix D.

Finally, as shown in Figure 2, each ¢, is further equally

divided into € and €4 ; for reweighting the query and syn-
opses distribution, respectively. Specifically, it determines
the learning rate that controls how aggressively the query
sampling distribution is updated based on the empirical
errors. Also, €4 ¢ plays a key role in governing the privacy
budget utilized when reweighting the synopses distribution
Py (t). By separating the budgets for querying and synopses
sampling, DPI allows more flexible control to boost each
of these two key components in the overall mechanism.
Figure 10 plots the remaining budgets after ¢ time slots
and it clearly demonstrates that RBA is a thoughtful budget
consumption strategy over the infinite disclosure.
DPI Framework. Algorithm 1 presents the details for DPI,
which outputs PDF(s) in each time slot to dynamic queries
with e-DP over infinite streams. W.l.o.g., we take the single-
query case for Q% as an example. A set of queries for Q!
only need to split the budget for multiple output PDFs.

5. Privacy and Utility Analysis

5.1. Privacy Loss after ¢ Iterations

To understand the privacy guarantees of our DPI, we
analyze the privacy budget consumed over successive disclo-
sures. Theorem 5.1 shows how to calculate the total privacy
budget ¢ by DPI after ¢ iterations (e.g., time slots).

Theorem 5.1. Consider a series of DPI mechanisms, each
triggered with 771'Q and n*. The overall privacy budget of
DPI after t iterations is given by:

4 1+ 2p2\ [ 1+202
==l ( . A) 0 : )

i3 1=2n; L= 2n,
Proof. Each round of disclosure ¢ results in the use of an

additional privacy budget D..(D;||D;). Dwork et al. [22]
showed that, under the assumStion that synopses are known,

1+4+2n:

this quantity is %1og (1727% privacy budget. Briefly, for
each query ¢ € @, let di = |q(x) — A(q)| and df =
lq(x") — A¢(q)]. It follows that |d} —d'| < Ag. This implies

|PA(t)[g] — Py(t)]g]] < 222, and thus:

2Q

A
.2 U 4.2
b= taq<e2o¢t -

Define normalization factor for two adjacent database as
Zy =3 equi-qand Zy =3 5y, g, we have:
Z
“t < eQa»t-T

t

A A
—oa-t-—Q Q
2at <



The claim follows from the above because D;yq[q] =
4, Diyiqlg) = 4" and replacing o = 1log (% .

Therefore, in DPI, since we update two PDFs Pg(¢) and
Py (t,q), each of these two PDFs will consume a privacy
budget of 5 lo (1+2”f> and 3 1o <1+2n?>

g p 2ei=1198  Togp 7 p 2ai=1-98 1—29% )0
respectively. This completes the proof.

The convergence of the privacy bound in the DPI can
be analyzed through the total privacy budget e utilized
after ¢ iterations. Next, assuming the privacy budet is di-
vided equally between the two reweighting mechanisms, i.e.,
€Q =€ = %, the optimal series can be derived.

5.2. Total Privacy and Utility Loss

According to Dwork et al. [22] (Claim 4.3), after ¢
rounds of DP with AdaBoosting, while the mechanism pro-
duces A-inaccurate results, the loss probability £(¢), derived
via the cardinality of a subset of queries (Qpag C @),
is upper-bounded by ( 1—4n?-t) - |Q|. A very simi-
lar observation to the proof but utilizing different 7; in
each iteration ¢ (from a converging series) will lead to

iea Lo = Yoy 5 log [(L+ 2m)(1 — 2:)).

Theorem 5.2 (Proof in Appendix B.1). Consider a se-
ries of DPI mechanisms, and each triggered with ’/]ZQ
and nf*. The overall error of DPI, represented as
ZE:I Ll = []P)(LA(qat) - Q(ShSQa e 7St)| > )‘+M)]’ is
upper-bounded by:

D> log [ 40P (146 @

Theorems 5.1 and 5.2 allow us to formulate an
optimization problem for calculating the parameter n to
maximize utility under a total privacy constraint.

ming, e § 007 log [(1 - 401%)%) (1 - 4()?) |
N—oc0

14207\ [ 14202
W.L.L. % l; log [(1_27;{{) (1722?)} =c 4)

To derive the optimal series, we model the problem
using the continuous representations 7(z) and £(n(x)). This
simplifies the analysis using the integral calculus.

Definition 4. Continuous functions n : Rt — (0,0.5) and
L :n(x) — 3log(1—2n(x)) (14 2n(x)) are defined to be,
the continuous representation of n;, and its corresponding
continuous loss function obtained by interpolating a contin-
uous function over the sequences of < nit, mQ >.

Moreover, we make two reasonable assumptions:
1) The interpolation error to be negligible.

2) The function 7(x) is twice continuously differentiable,
indicating that it belongs to the class C?.

Total Privacy over Infinite Iterations. Under this contin-
uous model, we derive key relationships between the total

privacy budget € and the overall utility loss L in Remark
5.1 and Theorem 5.3.

Remark 5.1 (Proof in Appendix B.2). For the overall
probability loss L = jloo L(x) dx, there exist constants (,
m, M such that

L> zlg (Li2(M?) = Liz(m®) + 4Liz(m) — 4Liz(M))  (5)

where Lis(+) is the poly-logarithm Spence’s function.

Theorem 5.3 (Proof in Appendix B.3). The total privacy
bound of DPI over infinite time slots is

€e> 28q (Lia(M?) — Liz(m?)) (6)
178
Since the Liy(M?) is the poly-logarithms of the
Spence’s function, the overall privacy loss is growing log-
arithmically. Thus, Theorem 5.3 signifies that the privacy
loss is converging and effectively bounded in DPL

Utility Loss. We now present our final result: a series that
maximizes the accuracy of PDF estimation in DPL

Theorem 5.4 (Proof in Appendix B.4). Given total privacy
budget ¢, DPI mechanism achieves an optimal u)t(g'lity (in a

et —1
probability loss sense) with the series 1y = % . Xi—&-l
e

2r? 2
g—g+4u2< Liz" (2—2))‘ %

where Liy 1() represents the inverse of poly-logarithm
1=y G =)' ol =
t2[¢] -
Ag
mlcl
DPI leverages the inverse of the poly-logarithm of the
Spence’s function which can be represented as a converging
infinite series to guarantee the loss bound. As ¢ grows, the
utility loss will converge. The converging series provides a
tight utility guarantee in Theorem 5.4.

1
L >—

of the Spence’s function, X =
SuP{t:2,3,...}{eln’“’l_"’“l} and C =

Summary. Our theoretical analyses have shown that DPI
can provide strong cumulative privacy and high utility for
infinite data streams. Specifically, we prove DPI’s overall
privacy budget grows logarithmically with iterations (The-
orem 5.3). This allows continuous operation under a fixed
total privacy budget e. We also derive an upper bound on
DPT’s total error over time (Theorem 5.2), quantifying its
utility. Furthermore, we obtain the optimal strategy for 7
across iterations to maximize utility under € (Theorem 5.4).
These results show that DPI provably converges to O(e) error
for answering pre-defined queries under privacy budget e.

6. Experimental Evaluations

6.1. Experimental Setting

Experimental Datasets. We conduct all the experiments
on three real-world and some synthetic streaming datasets
to evaluate the performance of our DPI. Table 2 shows the



characteristics of the datasets (the time period is partitioned
into specific numbers of equal-length time slots).

TABLE 2. CHARACTERISTICS OF DATASETS (AFTER PRE-PROCESSING)

Dataset User # |[Domain Size|Slot #| Period

COVID-19 48,925 110 1,000 | 6 month

Network Traffic |5,074,413| 65,534 2,700 | 1 hour
USDA Production|1,695,038| 111,989 | 2,700 |1960-2022

COVID-19 Dataset [30] provides a chronological se-
quence of COVID-19 confirmed cases, deaths, and recover-
ies, allowing researchers to analyze the trend and pattern of
the pandemic over time. Moreover, the attributes are disag-
gregated by 110 countries and subregions aiding in regional
and comparative studies, enhancing the understanding of the
geographical variation and spread of the virus.

Network Traffic Dataset [31] is used to study a variety
of real-world DDoS attacks. This dataset contains network
traffic such as source and destination IP addresses, etc.
65, 534 source IP addresses and their network traffic records
were extracted for our experiments.

USDA Production Supply and Distribution Dataset [32]
collects the agricultural production data for 300 commodi-
ties with over 100 attributes, including 111,989 categories
of 1,695,038 production records from 1960 to 2022.

Applications for Evaluation. We next introduce three real-
world applications for evaluating the performance of DPIL.

Statistical Queries. Since our framework DPI could re-
lease the data distribution in each time slot, we first evaluate
the utility for querying the item distribution: the difference
between the original data’s item distribution and the DPI
output using the MSE and KL divergence metrics.

Anomaly Detection. In addition to statistical queries, the
data distribution released by DPI facilitates various down-
stream analyses [33], [34], [35], [36], [37], [38], [39], [40].
In our experiments, we conduct experiments on anomaly
detection (most existing methods cannot support such anal-
ysis) by adopting a distribution-based anomaly detection
method [41] to detect the anomalies with the DPI output
and evaluate the accuracy.

Recommender System. DPI also enhances recommender
systems by providing privacy guarantees without compro-
mising accuracy. Singular Value Decomposition (SVD) al-
gorithms [42], [43] used in recommender systems can in-
vestigate the relationships between items by using the distri-
bution of users and items. In our experiments, DPI enables
precise suggestions by providing differentially private data
distributions to the SVD algorithm.

Benchmarks. We have shown that existing methods violate
the privacy bound e after a few time slots (see Appendix
E.1). They are incomparable with DPI in our infinite settings
due to their limitations (e.g., unbounded privacy, sensitivity
assumption, event-level differential privacy).

6.2. Performance on Hyperparameters

The utility of DPI is influenced by parameters such as
€, A (error bound for synopsis), p (error bound for avoiding

overfitting), and ¢ (decay rate of the decaying series), which
are all related to the reweighting phase. To explore how
they affect the utility in real-time disclosure, we choose the
COVID-19 dataset to observe the utility trends with varying
hyperparameters. The privacy requirement € ranges from 0.1
to 10, and ¢ varies from 0.1 to 0.5. A is set in the range
0.05 to 0.5 and y varies from 0.05 to 0.3.

We show the MSE and KL divergence regarding e for
1,000 time slots in Figure 3. Figures 3(a), 3(c), 3(e), 3(g),
3(i), and 3(k) are the MSE and KL divergence with differ-
ent A, u, and ¢ values for accumulative data distribution
disclosure (from time slot 1 to 1,000). Figures 3(b), 3(d),
3(f), 3(h), 3(), and 3(1) are the MSE and KL divergence
with different A\, p, and ¢ values for instantaneous data
distribution disclosure (time slot 1, 000).

First, Figure 3 demonstrates the MSE and KL divergence
by varying e for accumulative data distribution disclosure
and instantaneous data distribution disclosure. With an in-
creasing €, the MSE and KL divergence both decrease,
demonstrating that the DPI output is closer to the true
distribution (privacy/utility tradeoff). Second, Figures 3(c)
and 3(d) show the KL divergence decreases faster when A
is very small (purple line) since the parameter A evaluates
the error of query based on the sampled synopsis and a
small A means that the synopsis is more accurate. Thus, the
output results of DPI tend to be accurate. Furthermore, the
smaller additional error bound p (for avoiding overfitting)
indicating the confidence for the universal synopsis output
also affects the performance of DPI. Figures 3(g) and 3(h)
demonstrate that we can have good utility with small KL
divergence given small p (e.g., 0.05 or 0.1). In our settings,
 is set to be less than half of A. Finally, Figures 3(k) and
3(1) validate that small ¢ (e.g., 0.05, 0.1, or 0.2) returns
higher accuracy (since smaller ¢ produces larger 7, leading
to more accurate Synopses).

Similarly, we can draw similar observations from Fig-
ures 3(a) and 3(b), 3(e) and 3(f), 3(i) and 3(j) (with the MSE
metric). This confirms that the effect of different parameters
on DPI aligns with our theoretical studies.

6.3. Utility Evaluation

Statistical Queries. We consider two queries: sum and
mean. We evaluate the KL divergence of total 1,000 time
slots with a varying e and present the results in Figures 4(a)
and 4(b). The results show that the utility of DPI improves
as e increases. Even with a small ¢, DPI ensures low MSE
values, e.g., ~ 0.12 when ¢ = 0.1. In addition, we also
evaluate the MSE and KL divergence in each of the 1,000
time slots, as shown in Figures 4(c) and 4(d). The MSE
values for all statistical queries are quite low, up to 0.16.

Anomaly Detection. Another application focuses on
anomaly detection in the Network Traffic dataset. In this
task, we will apply the Histogram-based Outlier Score
(HBOS) [41] (equal to a distribution-based anomaly detec-
tion technique) and isolation forest [44] to identify anoma-
lies. The HBOS value reflects the rarity of data in the learned
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Figure 3. Average MSE and KL divergence regarding € for 2,700 time slots. Figures (a), (c), (e), (g), (i), and (k) are MSE and KL divergence with
different A, u, and ¢ values for accumulative data distribution disclosure. Figures (b), (d), (), (h), (j), and (1) are the MSE and KL divergence with different

A, p, and ¢ values for instantaneous data distribution disclosure.

distribution and the extent of deviation of certain features
from this distribution. The network monitor can quickly
identify and report any anomalies from incoming packets,
along with their severity, to the respective tenants.

We conduct experiments on the Network Traffic dataset
and define the items with a score over a threshold as
anomalies. DPI is expected to detect the anomalies from
its real-time disclosures. We adopt Precision and Recall as
the evaluation metrics compared to the non-private results,
as shown in Figure 5. The Precision and Recall of both
HBOS and Isolation Forest increase linearly with a growing
€. Moreover, anomaly detection can be accurately performed
by dynamically tracking the new data over a large number
of time slots (as observed from the fluctuated Precision and
Recall scores). Finally, anomaly detection over all the time
slots (accumulative) tends to show relatively better results
than that in specific time slots (instantaneous).

Recomender System. For recommender systems, we utilize
the SVD algorithm [42], [43], which capitalizes on data
distribution for delivering recommendations by efficiently
managing dimensionality reduction and highlighting essen-
tial features. It decomposes a user-item matrix into three

constituent matrices, capturing the interaction between users
and items. By reducing the dimensionality, SVD effectively
uncovers latent features indicative of user preferences. Then,
SVD leverages the data distribution to recommend items that
align with users’ interests based on their past behavior. We
also test the utility with the K-means [45], [46] algorithm.
Figure 6 shows that both Precision and Recall increase as
€ increases. They can be very high by considering the non-
private results as the ground truth (e.g., 90%+).

6.4. Highly Dynamic Data Distributions

To evaluate DPI on highly dynamic data streams, we
generated a synthetic dataset over 3, 000 time slots. For each
time slot, we generate a synthetic dataset by initializing 100
items in each dataset and sampling their counts with the
Gaussian distributions (mean 100 and variance randomly
chosen from 1,4, 9, 16,25, ...,100). Figure 9 shows the true
values in the synthetic datasets and the DPI outputs under
different € (since there are numerous values in each time
slot, we plot the median values in the figure). Then, we can
observe that the DPI outputs are close to the true values by
well preserving the original data distribution.
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Furthermore, Figure 7 shows the MSE and KL diver-
gence of DPI outputs over time under different e. From the
plots, we observe the values of MSE and KL divergence are
very small even in case of small ¢ (e.g., 0.5 and 1). More-
over, although the distribution changes significantly over
time, the MSE and KL divergence of DPI are very stable.
The boxplots in Figure 8 show the lower quantile (LQ),
upper quantile (UQ), and median (M) of the DPI output
densities. The output density here refers to the distribution
of DPI outputs in terms of their frequency and spread. The
spread of the distributions remains stable over time.

Finally, we conduct experiments on 20 more synthetic
datasets and different € € [0.5,10] (see Figure 15 in Ap-
pendix E.2). First, we generate 10 distinct synthetic datasets
by initializing 1,000 items in each dataset and sample
their counts with the Gaussian distributions (mean 1,000
and variances 1,4,9,16,25,...,100 for 10 datasets, respec-
tively). Second, we generate another 10 distinct synthetic
datasets with the domain size 10,000 and similar settings.

Figure 15 further proves the stability and effectiveness of
DPI across varying data distributions and domain sizes.

7. Discussion

Boosting and DPI. Boosting is a powerful technique in
machine learning that combines multiple weak models to
produce a stronger and more robust model. In the case of
DPI, boosting is utilized to enhance privacy and accuracy
through the continuously updated streaming data in each
dynamic batch. In particular, we only run 7" boosting rounds
in the first batch to get a good sampler PDF. Subsequently,
DPI will continuously update the synopses sampling distri-
bution in each time slot to the underlying data distribution
with privacy preservation. Upon that, the efficiency of DPI
can be significantly improved. DPI can also be modified to
utilize boosting technique for each round. In this way, the
accuracy can be better but cost more privacy budget.
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Figure 9. Real-time DPI outputs and true data (median).

Complexity Analysis. The complexity analysis for DPI fo-
cuses on the primary computational components: the Boost-
ing Algorithm, and the 0-DP Synopsis Generation algorithm.
In DPI, the Boosting Algorithm updates and normalizes
distribution synopses with a complexity of O(n), and the
0-DP Synopsis Generation algorithm generates synopses
through probabilistic sampling also with a complexity of
O(n). The overall time complexity O(n) also aligns well
with the standard streaming algorithms (over time series).
Moreover, DPI consumes memory proportional to the do-
main size (which is tolerable even for large domains).

No Numerical Overflow for Extremely Tiny Budgets. The
randomization in DPI is based on “DP-Boosting”, which
effectively translates extremely tiny budgets into negligible
or even no reweighting. Thus, different from noise-additive
DP mechanisms (e.g., Laplace and Gaussian), extremely tiny
budgets in DPI do not entail any numerical overflow.

Limitations. First, DPI presents a new privacy-utility trade-
off compared to traditional noise-additive mechanisms. Util-
ity loss manifests as ineffective tracking of new stream data,

potentially in extreme cases of dynamic data over extremely
long periods, where privacy budget depletes, possibly ne-
cessitating DPI system restart for optimal utility with a
renewed budget. However, DPI may not necessarily need to
restart in practice for two reasons: (1) our random budget
allocation ensures that budgets are not depleted even after
a large number of time slots (Figure 10 demonstrates that
budgets are adequate after 500 time slots), and (2) given
extremely tiny privacy budgets, DPI maintains low MSE and
KL divergence for different data distributions over extremely
long periods. Figure 11 shows that the results are still stable
even after 200, 000 time slots (no need to restart), evaluated
on the synthetic data generated in Section 6.4. Indeed, we
cannot find extreme cases of the low utility of DPI in our
extensive empirical studies.
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Figure 10. Remaining budget for DPI with the random privacy budget
allocation: (a) € = 2, and (b) € = 10.

Second, DPI outputs data as a series of PDFs instead of
count histograms, suitable for most downstream analyses.
Nevertheless, counts can be estimated from these PDFs by
discretizing the domain into bins, calculating each bin’s
probability mass, and scaling these probabilities by the total
data size. For instance, a 0.02 probability in a bin for
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ages 15-20 in a million-record dataset implies an estimated
20,000 individuals in that age group. To privately disclose
counts in certain applications, DPI only needs to assume the
release of the non-private total data size at time slot .

8. Related Work

Data Streaming with DP. Since the early studies on the
private data streaming [47], [48], DP models were proposed
to protect the streaming data. Ebadi et al. [49] proposed
a personalized DP for dynamically adding records to the
database. Meanwhile, Liu et al. [50] also proposed person-
alized DP with the weighted posterior sampling to reduce
the extra Gaussian noise to the parameter space. To further
apply DP to streaming data, many works [5], [8], [51],
[52], [6], [7], [12] focus on continuously publishing statistics
computed over events. Chan et al. [6] propose several meth-
ods that can handle binary streams of different users over
potential infinite streams. Several works [7], [9], [10] follow
a similar idea of applying partition algorithms to handle
numeric values in the streaming data. However, event-level
privacy is not strong enough to prevent sensitive data. Later,
Kellaris et al. [11] proposed the w-event privacy to protect
event sequence occurrence in w timestamps. This notion
converges to user-level privacy when w is set to infinite, but
the noise would be unbounded. Aiming to achieve user-level
DP, FAST [13] was proposed to release real-time statistics
without full DP infinite data stream.

Query Boosting with DP. Boosting has been widely used
for improving the accuracy of learning algorithms [53].
There are also many algorithms that boost the DP results. In
[54], they combined private learning with DP, using learn-
ing theory to comprehend database probabilities, potentially
enhancing DP’s distortion reduction. For general counting
queries, Dwork et al. proposed a base synopsis generator
[25], and also constructs an appropriate base synopsis gen-
erator for any set of low-sensitivity queries (not just counting
queries) [22]. These well-designed synopsis generators can
significantly boost the utility of DP results. Recall that our
synopsis generator significantly differs from them to support
infinite data streaming.

Data Streaming with LDP. LDP [20] involves users per-
turbing their data before sending it to an untrusted server
for aggregation, posing challenges in privacy accumulation

for streaming data with limited utility (e.g., a sequence of
locations [55]). Joseph et al. [56] proposed a framework
for continuous data sharing under LDP, consuming privacy
budget based on distribution changes rather than collection
periods to reduce the overall privacy expenditure. Wang
et al. [10] proposed an algorithm using the Exponential
mechanism with a quality function to publish a stream of
real-valued data under both centralized and LDP. Li et al.
[57] proposed an LDP approach to heavy hitter detection on
data streams with bounded memory. These works can pro-
vide event-level privacy protection. Bao et al. [58] proposed
a novel correlated Gaussian mechanism for (e, )-LDP on
streaming data aggregation. However, CGM needs to update
the privacy budget periodically. Compared to these, Ren
et al. [59] then proposed a population division framework
that not only avoids the high sensitivity of LDP noise to
the budget division but also requires less communication.
However, it can only provide the w-event privacy.

Applications. Differential privacy (DP) has been the de
facto rigorous privacy solution for learning algorithms [60],
[61], [62], [63], [64], [65], [66], [67]. McSherry et al. [68]
applied DP to provide personal recommendations. Chen
et al. [69] proposed to publish the rating matrix of the
source domain with DP guarantee. Feng et al. [70] pro-
posed a topic privacy-relevance parameter method for top-k
recommendations. Okada et al. [71] used three queries on
statistical aggregation on outliers to detect the occurrence
of anomalous situations with differential privacy guarantee.

9. Conclusion

This paper addresses the significant challenges in an
open problem: differential privacy for infinite data streams,
which is crucial for various real-time monitoring and an-
alytics applications. DP has been widely used to protect
streaming data, but it has key limitations in terms of un-
bounded privacy leakage and sensitivity for ensuring user-
level protection. We propose a novel solution, DPI, to effec-
tively bound privacy leakage and enhance accuracy in real-
time analysis on infinite data streams. We have conducted
extensive theoretical studies to prove the convergence of
privacy bound and the bounded errors (utility loss) for
DPI over infinite data streams. We have also conducted
comprehensive experiments to validate DPI on various real
streaming applications and datasets.
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Appendix A.
DP with AdaBoosting [22]
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Figure 12. The architecture of DP AdaBoosting [22]

Appendix B.
Proofs

B.1. Proof of Theorem 5.2

As stated in Claim 4.3 in [22], the probability of inaccu-
racy produced by a DP boosting algorithm can be described
in terms of (1), §)-base learners. In DPI, we can analogously
consider (nf(q’t), nf? , B3)-base learners at each iteration .

After ¢t rounds of DP boosting, the probability of
inaccuracy in the DPI framework is upper-bounded by

I, [(1 - 4(7}?)2) (1-— 4(7#%')2)]. By taking the natu-

ral log of this bound, a version similar to the privacy bound
(the sum of natural logs) is obtained. Specifically,

log [P(bad outcome)] <
321 =1""%log (1 — 21;) (1 + 21)

Thus, this completes the proof. O

B.2. Proof of Remark 5.1

Our construction involves a decreasing sequence of pri-
vacy budgets, thus proving that 7; must also decrease. We
assume 7(z) < 0.5 is a converging function of at least an
exponential order (exp(_< ‘®)). Then, we have

7' (x) > —Cn(z),
where ¢ =| inf,e(1,00) d?ﬁ”) |. By replacing 2n(x) with u, and
for constants m = m>1111(77(a:)) and M = mgi((n(m ), we obtain

Vr € R* (®)

1 Mlegl0 w1 —w)
L2 4/m < d

but given that the Spence’s function [72] is defined as
Lis(z) = — [ Losll=wl gy, for |2| < 1, we have
1
| L[> i (Lia(M?) — Liz(m®) + 4Liz(m) — 4Li>(M))
Here, we have utilized the following two results:
[ oal0twl gy = — Lin(—2) ©)
Liz(z) + L’iz(—z) = %Liz(ZQ)

Thus, this completes the proof. O

B.3. Proof of Theorem 5.3

According to Equation 4, the continuous format of DPI utilizes
the following privacy budget.

By following a similar process as that described in the Remark 5.1,
we will have

14w

4 M log [—Fu]

€> — / ———dx.
Cl S u

Finally, by utilizing the two results in Equation 9, we have

> 2 (Lis(M?) — Lis(m?)).
7
Thus, this completes the proof. O

B.4. Proof of Theorem 5.4

By establishing lower bounds for both privacy and accuracy
loss, we can determine the optimal series. Thus, our optimization
problem can be succinctly stated as follows.
= (Li2(M?) — Liz(m®) 4 4Liz(m) — 4Liz(M))

min
0<m<M<1 8¢

wrt. 2 (Li2(M?) — Liz(m?)) = e, (10)
but Spence’s function has the following infinite series form:
>t
Li(z)=S "%
t
t=1
Therefore, we have Liy(M) — Liz(m) = Y 52 | ="~ Due to
. . L ME —m?
Lio(M?) = Li(m®) = _ — —=0(), (D
t=1

However, we note that minimizing probability loss is equivalent
to if we maximize m® + M*. This is true because our objective
function has two opposite sign terms A = [Liz(M?)—Lia(m?)] >
0 and B = 4Liz(m) —4Li2(M) < 0, where B appears in A, and
minimization is translated into maximizing (m' + M") (using the
sequence of mean theroems). Since Spence’s function is strictly
increasing, maximizing terms m’ 4+ M", Vc means that M = 1.
Thus, when M =1 = C (Li(1) — Li (m?)) = ¢, we have

2

) i) & T € a2
:>Ll(m)—Lz(1) ol C”C_,uC
2
=m?=Li; (% - %)

6 C



2
Li;' (-5 12
1o ( 6 c (12)
Since each term in the series representation of the overall e

(Equation 11) has to be equal to the budget spent over the same
index’s disclosure, we have

2 Mo 4 (1+2m)

ne = t2 J 1—2n,
1—m2t

e 202 1+ 2n;

1-— 27]1

1-(Liy ! %?7%))t
e t2¢ —1
= =
n 1-(Lig N2 - 5t
2 |e 2¢ +1
Thus, this completes the proof. O

Appendix C.
Approximation of the Universe of PDFs

Algorithm 2: 0-DP Synopsis Generator

Input: streaming dataset D, size of dataset n, sample size N
Output: the universe of synopses A

1 Initialize the quantization precision p
corresponding precision level n, =
n

k < distinct value number of data D

Initialize the synopses pool A as empty

for i € N do

Set equal sampling probability for each distinct value in the

domain Prob = %

/* Sampling n times from k distinct
values with Prob= % and have a number
of times each distinct value show
among n times x/

6 t < Multinomial(n, k, Prob)

/* Sum of P; is 1 %/

7 P+ txp

s A.append(F;)

9 return the universe of synopses A

(0,1) to make the
+ 1 equal to datset size

[ M

n ok W oN

When n is sufficiently large, we can employ an asymptotic
approximation to analyze the behavior. This approximation corre-
sponds to the normal distribution limit of the Binomial distribution.

For large n, we have: H ~ k — 1 In(2mne) + %Zle In p;,
where the natural logarithm is used for entropy calculation. Note
that this approximation is not intended to provide an upper or lower
bound, but rather an approximate form for large n. In the special
case where the p; are uniform, the expression simplifies to:

1 k
H=~k-— 51n(27rne) — Elnk
While this is not an exact expression, it yields a highly accurate
estimate of H when n is large.

Lemma C.1. Let H(A) denote the entropy of the constructed
pool of synopses A, and let Hijq denote the entropy of the
ideal multinomial PDF. As the number of samples drawn from

the multinomial distribution, denoted as N, approaches infinity,
the ratio Ij{(qu) converges to 1.

Proof. This proof is based on the concept that as the number of
samples approaches infinity, the constructed pool of synopses be-
comes more representative of the ideal multinomial PDF. By con-
structing A from the multinomial distribution, which is designed
to distribute the available probability units uniformly, the synopses
generated cover a comprehensive range of possible outcomes. As
a result, the entropy of A approaches the entropy of the ideal

multinomial PDF. Therefore, the ratio Hdil) converges to 1. [

Theorem C.2. Let H(A;ny, k) denote the entropy of the con-
structed pool of synopses A, given a precision level n,, (equivalent
to 1/p, where p is the quantization precision) and a domain size
k. For sufficiently large values of N (number of samples drawn),
H(A;np, k) approximates the entropy expression for the ideal
multinomial PDF.

Proof. The proof of Theorem C.2 involves comparing the entropy
expression for the ideal multinomial PDF, denoted as Hjgea, With
H(A;n, k). For a large value of n, the entropy of a heterogeneous
multinomial PDF can be approximated as:

k—1
Happrox (N k) =

In(27 Ne) — gln(k), (13)

where N represents the number of samples drawn from the
multinomial distribution [73].

By examining the entropy expression for the ideal multinomial
PDF, which depends on k, and comparing it with H(A; nyp, k) for
different values of n and k in the constructed pool of synopses, we
can establish a relationship between the two. Specifically, for suffi-
ciently large values of N, H(A;ny, k) approaches Happrox (IV, k),
indicating that the constructed pool of synopses accurately repre-
sents the ideal multinomial PDF. Figure 13 shows the information

theory of 0-DP Synopsis Generation. O
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Figure 13. Information theory of 0-DP synopsis generation.

Appendix D.
Random Budget Allocation (Alternative)

Random budget allocation with a non-depleting total budget
output can also be achieved by dividing the total privacy budget
€ into several ranges like high, medium, and low. In each time
slot t, €; is randomly selected from one of these ranges. Refer to
Algorithm 4 for details of this alternative approach. In essence,
the random allocation of the privacy budget allows us to cater to
diverse and changing data streams, ensuring the high utility of DPI
while preserving privacy.



TABLE 3. EXPANDED SENSITIVITY AND PRIVACY LOSS (ACTUAL DP) FOR THE MEDIAN QUERY OF PACKETS IN EACH TIME SLOT (0.5 SECONDS) ON
A NETWORK TRAFFIC DATASET. € = 0.5 IS USED TO GENERATE NOISE FOR EXISTING METHODS (e IS ALWAYS BOUNDED BY 0.5 IN DPI).

Sensitivity after 5 slots | Sensitivity after 50 slots | Actual DP after 5 slots | Actual DP after 50 slots
Chan et al. [6] 7 67 0.590 1.771
Chen et al. [7] 7 67 1.841 2.166
Perrier et al. [9] 7 67 1.734 2.248
Wang et al. [10] 7 67 1.674 1.972
DPI (ours) 2 2 0.001 0.005

Algorithm 3: Random Budget Allocation (RBA)

Data: available privacy budget space ¢ = {e€1,€2,...}
Data: tuning parameter A = 10%
/+ A is a large number tunable to scale of

remaining epsilon values in & x/

/* sample from exponential distribution */
1 S ~Exp(A);

/* find the closest remaining privacy budget

to S */

2 € < argmin e, e — S[;

/* update available privacy budget space */
3 er+1 e\ {ee};

/+ return the selected privacy budget */
4 return €¢;

Algorithm 4: RBA: Alternative Approach

1 initialize queues small Numbers, mediumNumbers,
largeNumbers

2 define the ranges: small Range, mediumRange,
largeRange

3 for each i in small Range, mediumRange, and
largeRange do

4 \ correspondingQueue.enqueue(s)
5 while true do
6 randomQueue < randomly choose from
(small Numbers, mediumNumbers, largeNumbers)
7 if randomQueue is not empty then
8 number < randomQueue.dequeue()
9 return number

Appendix E.
Additional Results

E.1. Privacy Loss of DPI vs Existing Methods

We additionally conduct experiments to compare the privacy
loss of DPI with representative existing methods [7], [6], [10], [9].
Existing methods for differentially private data stream disclosures
have several limitations. Most critically, they cannot preserve over-
all privacy loss in a bounded or converging manner. To prove this,
we measure the expansion of sensitivity across the first 5 time
slots and 50 time slots, respectively (in terms of the user-level DP
protection) using the median query of packets in each time slot
over a network traffic dataset in Table 3. In addition, we derive
the privacy loss via the notion of Rényi differential privacy (e.g.,
deriving the Rényi differential privacy guarantees after injecting
the noise and then converting the Rényi differential privacy to e-
DP [74]). Figure 14 further demonstrates that existing methods
cannot bound the privacy over time. Thus, we do not benchmark
DPI with them in the infinite stream settings.

—— DPI
10{ —* Chanetal
—s— Chenetal.
—=— Perrier et al.
—— Wang etal

- DPI

100{ —— Chanetal giloe
—+— Chenetal. o

—o— Perrier et al

~— Wang etal. #7
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(a) 0.5 seconds each time slot (b) 5 seconds each time slot

Figure 14. Total privacy loss of DPI and existing methods.

E.2. Additional Results on Synthetic Data

To further show that DPI can produce accurate output results
on datasets with diverse characteristics, we conducted additional
experiments on more synthetic data. Figure 15 shows the utility of
DPI (w.l.0.g., using the accumulative query on the data distribution
as an example) evaluated on additional 20 synthetic datasets and
different privacy budgets e varying from 0.5 to 10. Out of 594, 000
query results (2,700 time slots, 11 different €, 10 datasets, 2
different domain sizes), DPI can still ensure low and stable MSE
and KL divergence in all these different settings. These results
demonstrate high utility on datasets with diverse characteristics.
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Figure 15. Evaluation of DPI on 10 synthetic datasets (each box includes
10 results for a specific privacy bound e: the average MSE/KL of 2, 700
time slots in each of the 10 datasets). (a) (b) MSE and KL divergence:
domain size 1, 000. (c) (d) MSE and KL divergence: domain size 10, 000.
Each experiment is repeated for 10 times, and the average results are plotted
in the figures.



Appendix F.
Meta-Review

The following meta-review was prepared by the program com-
mittee for the 2024 IEEE Symposium on Security and Privacy
(S&P) as part of the review process as detailed in the call for
papers.

F.1. Summary

DPI is a framework for handling infinite data streams with
differential privacy and bounded privacy leakage.

F.2. Scientific Contributions

o Provides a Valuable Step Forward in an Established Field

F.3. Reasons for Acceptance

The paper provides a valuable step forward in an established
field. Handling streaming data with differential privacy, particularly
infinite streams, is a known open research problem. The paper
proposes the combination of several novel techniques to bound
privacy loss, including: data independent synopses, DP boosting,
and budget allocation from a converging infinite series.
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