
ALMOST DISJOINT FAMILIES UNDER DETERMINACY

WILLIAM CHAN, STEPHEN JACKSON, AND NAM TRANG

Abstract. For each cardinal κ, let B(κ) be the ideal of bounded subsets of κ and Pκ(κ) be the ideal of

subsets of κ of cardinality less than κ. Under determinacy hypothesis, this paper will completely characterize

for which cardinals κ there is a nontrivial maximal B(κ) almost disjoint family. Also, the paper will
completely characterize for which cardinals κ there is a nontrivial maximal Pκ(κ) almost disjoint family

when κ is not an uncountable cardinal of countable cofinality. More precisely, the following will be shown.

Assuming AD+, for all κ < Θ, there are no maximal B(κ) almost disjoint families A such that ¬(|A| <
cof(κ)). For all κ < Θ, if cof(κ) > ω, then there are no maximal Pκ(κ) almost disjoint families A so that

¬(|A| < cof(κ)).
Assume AD and V = L(R) (or more generally, AD+ and V = L(P(R))). For any cardinal κ, there is a

maximal B(κ) almost disjoint family A so that ¬(|A| < cof(κ)) if and only if cof(κ) ≥ Θ. For any cardinal

κ with cof(κ) > ω, there is a maximal Pκ(κ) almost disjoint family if and only if cof(κ) ≥ Θ.

1. Introduction

The classical almost disjoint family on ω is a set A ⊆ P(ω) so that for each element A ∈ A, |A| = ω
and for any A,B ∈ A with A ̸= B, |A ∩ B| < ω. An almost disjoint family A on ω is maximal if for
all almost disjoint families B on ω, if A ⊆ B, then A = B. Maximal almost disjoint families on ω exists
using the axiom of choice. Mathias had asked whether maximal almost disjoint families on ω could exists in
choiceless universes satisfying certain regularity properties. Possible settings include extensions of the axiom
of determinacy, AD, such as Woodin’s theory AD+, where all sets of reals have the perfect set property, have
the Baire property, are Lebesgue measurable, and the Ramsey property holds for all partitions. Neeman
and Norwood [15] showed that there are no maximal almost disjoint families on ω under AD+ using forcing
absoluteness results. Schrittesser and Törnquist [16] resolved a question of Mathias by showing that there
are no maximal almost disjoint families on ω if dependent choice for the reals DCR, the Ramsey property, and
a Ramsey almost everywhere uniformization principle hold. (These combinatorial principles hold in AD+).

Under the axiom of choice AC, maximal almost disjoint families exist on all cardinals κ. There has been
much work on the possible cardinalities of maximal almost disjoint families on uncountable singular cardinals.
(For example, see results by Erdős and Heckler [5] and Kojman, Kubís, and Shelah [11].) More recently,
Müller and Lücke ([14]) showed under AC that there are no nontrivial maximal almost disjoint families which
are Σ1 definable with parameters from Hκ∪{κ} when κ is an iterable cardinal which is a limit of measurable
cardinals.

Müller asked the first author whether there exist uncountable maximal almost disjoint families on ω1 under
the axiom of determinacy. More generally, when do maximal almost disjoint families on other cardinals exist
under determinacy assumptions? There are also two candidates for the definition of an almost disjoint
family for singular cardinals. Let κ be a cardinal. The more classical Pκ(κ) almost disjoint family is a set
A ⊆ P(κ) so that for all A ∈ A, |A| = κ and for all A,B ∈ A, if A ̸= B, then |A ∩B| < κ. A B(κ) almost
disjoint family is an A ⊆ P(κ) so that for all A ∈ A, sup(A) = κ and for all A,B ∈ A, if A ̸= B, then
sup(A ∩B) < κ. If κ is a regular cardinal, then these two notions are the same.

The main result of this paper, Theorem 6.14, will completely characterize, under AD+ and V = L(P(R)),
for which cardinals κ there exist nontrivial maximal B(κ) and Pκ(κ) almost disjoint families (except when
κ is uncountable of countable cofinality for the Pκ(κ) case). This paper is fairly self-contained and all
necessary consequences of determinacy will be precisely stated and/or proved.
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For any cardinal κ, if λ < cof(κ), there is always a Pκ(κ) and a B(κ) maximal almost disjoint family
of size λ (Fact 2.4). Thus the natural maximal Pκ(κ) or B(κ) almost disjoint family problem is whether
there exists a maximal Pκ(κ) or B(κ) almost disjoint family A so that ¬(|A | < cof(κ)). (Cardinalities are
ordered by the injection comparison relation. Thus |A | < cof(κ) is the assertion that A injects into cof(κ)
but cof(κ) does not inject into A or in other words, A is wellorderable and in bijection with a cardinal
strictly less than cof(κ). Without the axiom of choice, cardinalities are not wellordered and thus its negation
is not equivalent to cof(κ) ≤ |A | which abbreviates cof(κ) injects into A .) Since the axiom of choice fails,
non-wellorderable families must be considered. An immediate observation is that every Pκ(κ) or B(κ)
almost disjoint family of size exactly cof(κ) cannot be maximal (Fact 2.5).

In many settings, if κ is a cardinal of uncountable cofinality, then Pκ(κ) and B(κ) almost disjoint families
are wellorderable sets. Generalizing the perfect set property for R, the perfect set dichotomy for a set X
is the assertion that X is either wellorderable or R injects into X. Using category arguments, one has the
following result concerning wellorderability.

Theorem 3.12. Assume all sets of reals have the Baire property. If κ is a cardinal with cof(κ) > ω
and the perfect set dichotomy holds for all subsets of P(κ), then every Pκ(κ) or B(κ) almost disjoint
family is wellorderable.

Alternatively, measures with wellfounded ultrapowers can also be used to establish wellorderability.

Proposition 3.17. Suppose κ is a cardinal and there exists a countably complete ultrafilter µ on κ so
that every subset A ⊆ κ with |A| < κ does not belong to µ and the ultrapower κκ/µ is a wellordering. Then
every Pκ(κ) or B(κ) almost disjoint family is wellorderable.

The category and ultrapower approaches yield slightly different conclusion in certain extensions of AD.
For instance, using the methods of measures and wellfounded ultrapower, one has the following result using
only AD and DCR.

Theorem 3.18. Assume AD and DCR. If κ < Θ and cof(κ) > ω, then every Pκ(κ) or B(κ) almost
disjoint family is wellorderable.

Woodin showed under AD+ that all sets which are surjective images of R satisfy the perfect set dichotomy.
Caicedo and Ketchersid [1] showed that in natural models of AD+ satisfying V = L(P(R)), all sets satisfy
the perfect set dichotomy. The category approach yields the following wellorderability result which holds for
all cardinals κ of uncountable cofinality in natural models of the form V = L(P(R)) (even if κ ≥ Θ where
Θ is the supremum of the ordinals which R surjects onto).

Theorem 3.13. Assume AD+. If κ < Θ and cof(κ) > ω, then every Pκ(κ) or B(κ) almost disjoint
family is wellorderable.

Assume AD+ + V = L(P(R)). If κ is a cardinal with cof(κ) > ω, then every Pκ(κ) or B(κ) almost
disjoint family is wellorderable.

Given that when κ has uncountable cofinality, Pκ(κ) and B(κ) almost disjoint families are wellorderable,
knowledge of the possible sizes of such families will be useful for the maximal almost disjoint family problem
at these cardinals. The boldface GCH at κ is the assertion that there are no injections of κ+ into P(κ).
Under AD, boldface GCH holds at ω since there are no uncountable wellorderable sets of reals (Fact 3.3).
Boldface GCH holds at ω1 since ω2 is measurable under AD (Fact 3.20). More generally, results of Steel ([20])
and Woodin show that boldface GCH holds below Θ under AD+.

Using the boldface GCH at ω1 and the fact that the ultrapower of the club measure on ω1 is wellfounded
under AD, the measure and ultrapower approach gives a solution to Müller’s question under AD alone.
Moreover since branches of Kurepa trees are Pω1(ω1) almost disjoint families, these methods also yield the
failure of the Kurepa hypothesis under AD.
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Theorem 3.23. (AD) There are no uncountable maximal Pω1(ω1) = B(ω1) almost disjoint families. There
are no Kurepa trees and thus the Kurepa hypothesis KH fails. There are no maximal Pω1(ω1) = B(ω1)
almost disjoint families.

More generally,

Theorem 4.1. Suppose κ is a cardinal and boldface GCH holds at cof(κ). If A is a wellorderable Pκ(κ) or
B(κ) almost disjoint family of cardinality greater than cof(κ), then A is not maximal.

Under AD+, this resolves the maximal Pκ(κ) and B(κ) almost disjoint family problem at cardinals κ
with ω < cof(κ) < Θ.

Theorem 4.3. Assume AD+. If κ < Θ is a cardinal and cof(κ) > ω, then there are no maximal Pκ(κ) or
B(κ) almost disjoint families A so that ¬(|A| < cof(κ)).

Assume AD+ + V = L(P(R)). If κ is a cardinal so that ω < cof(κ) < Θ, then there are no maximal
Pκ(κ) or B(κ) almost disjoint families A so that ¬(|A| < cof(κ)).

The results concerning wellorderability requires that cof(κ) > ω. For any cardinal κ of countably cofinal-
ity, there are always nonwellorderable Pκ(κ) and B(κ) almost disjoint families. An interesting consequence
of Theorem 4.1 is that any potential maximal almost disjoint families on ω must be nonwellorderable. The
maximal almost disjoint family problem is more challenging at cardinals of countable cofinality since one
necessarily needs to handle nonwellorderable objects.

ω → (ω)ω2 is the strong partition property for ω or the Ramsey property which asserts for every partition
P : [ω]ω → 2, there is an i ∈ {0, 1} and an infinite A ⊆ ω so that for all f ∈ [A]ω, P (f) = i. Under AD+,
Mathias forcing over an inner model of the axiom of choice containing an ∞-Borel code (a highly absolute
definition) for a partition will create infinite homogeneous sets for the partition. Thus ω → (ω)ω2 holds in
AD+ models although it is open if AD proves ω → (ω)ω2 . Ramsey Uniformization for κ is the assertion that
every relation R ⊆ [ω]ω ×P(κ) has a Ramsey almost everywhere uniformization: there is an infinite C ⊆ ω
and Λ : dom(R) ∩ [C]ω → P(κ) so that for all f ∈ dom(R) ∩ [C]ω, R(f,Λ(f)). By a reflection into scales,
Ramsey Uniformization for ω holds in L(R) |= AD and more generally in AD+. The additivity of the Ramsey
null ideal and almost everywhere continuity for functions on [ω]ω will be investigated in Section 5. The
following almost everywhere weak continuity for functions of the form Φ : [ω]ω → P(κ) will be established.

Theorem 5.10. Assume AD, DCR, ω → (ω)ω2 , and Ramsey Uniformization for ω. Suppose κ ∈ ON and
Φ : [ω]ω → κ2. Then there is an infinite B ⊆ ω so that Φ : [B]ω → κ2 is continuous in the following sense:
for all f ∈ [B]ω, for all α < κ, there exists an n ∈ ω so that for all g ∈ [B]ω such that f ↾ n = g ↾ n,
Φ(f)(α) = Φ(g)(α).

The arguments of Schritteser and Törnquist can be adapted to show the following.

Theorem 5.13. Assume AD, DCR, and ω → (ω)ω2 . Suppose κ is an infinite cardinal, cof(κ) = ω,
Ramsey Uniformization for κ holds, and ω-injects into every infinite subset of P(κ). Then there are no
infinite maximal B(κ) almost disjoint families.

This yields the following solution to the B(κ) almost disjoint family problem when cof(κ) = ω.

Theorem 5.17. Under AD+, there are no infinite maximal B(κ) almost disjoint families for κ < Θ with
cof(κ) = ω.

Theorem 6.2. Assume AD and V = L(R). For any κ with cof(κ) = ω, there are no infinite B(κ) al-
most disjoint families.

The maximal Pκ(κ) almost disjoint family problem for singular cardinals κ of countable cofinality is
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still open. In the constructions, it appears to be much more challenging to make intersections have large
cardinality than to make intersections unbounded.

Woodin’s analysis of L(R) satisfying AD implies that when κ ≥ Θ, the boldface GCH fails at κ since
κ+ = (κ+)HOD. Moreover, there are maximal B(κ) and Pκ(κ) almost disjoint families of size κ whenever
cof(κ) ≥ Θ.

Theorem 6.3. Assume AD and V = L(R). For any cardinal κ with cof(κ) ≥ Θ, there exists a wellorderable
maximal Pκ(κ) almost disjoint family and a wellorderable maximal B(κ) almost disjoint family which does
not inject into cof(κ) and in fact has cardinality κ+.

Combining the earlier results, one has, in L(R) satisfying AD, the following complete answer to the
B(κ) almost disjoint family problem for all cardinals κ and a solution to the Pκ(κ) almost disjoint family
problem when κ is not a singular cardinal of countable cofinality.

Theorem 6.4. Assume AD and V = L(R). For every cardinal κ, there is a maximal B(κ) almost dis-
joint family A so that ¬(|A| < cof(κ)) if and only if cof(κ) ≥ Θ.

Theorem 6.5. Assume AD and V = L(R). Suppose κ is a cardinal which is not a singular cardinal
of countable cofinality. There is a maximal Pκ(κ) almost disjoint family A such that ¬(|A| < cof(κ)) if and
only if cof(κ) ≥ Θ.

These arguments can be generalized to the following main result of this paper which gives an analogous
answer in all natural models of AD+ of the form V = L(P(R)).

Theorem 6.14. Assume AD+ and V = L(P(R)).
• There is a maximal B(κ) almost disjoint family A so that ¬(|A| < cof(κ)) if and only if cof(κ) ≥ Θ.
• If κ is not a singular cardinal of countable cofinality, then there is a maximal Pκ(κ) almost disjoint
family A so that ¬(|A| < cof(κ)) if and only if cof(κ) ≥ Θ.

2. Almost Disjoint Families

Definition 2.1. An ideal on a set X is a set I ⊆ P(X) so that ∅ ∈ I, X /∈ I, for all A,B ∈ P(X), if
A ⊆ B and B ∈ I, then A ∈ I, and for all A,B ∈ I, A ∪ B ∈ I. A filter on a set X is a set F ⊆ P(X)
so that X ∈ F , ∅ /∈ F , for all A,B ∈ P(X), if A ⊆ B and A ∈ F , then B ∈ F , and for all A,B ∈ F ,
A ∩B ∈ F .

If I is an ideal on X, then let FI = {A ∈ P(X) : X \ A ∈ I} which is the filter dual to I. Let
I+ = P(X) \ I which is the collection of I-positive sets.

The ideal I is countably complete if and only if for any sequence ⟨An : n ∈ ω⟩ in I,
⋃

n∈ω An ∈ I. A
filter F is countably complete if and only for any sequence ⟨An : n ∈ ω⟩ in F ,

⋂
n∈ω An ∈ F .

Let Pκ(κ) = {A ⊆ κ : |A| < κ}. Pκ(κ) is an ideal and is countably complete if and only if cof(κ) > ω.
Let B(κ) = {A ⊆ κ : sup(A) < κ}. B(κ) is an ideal and is countably complete if and only if cof(κ) > ω. If
κ is regular, then Pκ(κ) = B(κ).

Definition 2.2. Suppose I is an ideal on a set X. An I almost disjoint family is a set A ⊆ I+ so that for
all A,B ∈ A with A ̸= B, A∩B ∈ I. An I almost disjoint family is called a maximal almost disjoint family
if and only if if B ⊇ A and B is a I almost disjoint family, then B = A.

If κ is a cardinal, a Pκ(κ) almost disjoint family is traditionally called an almost disjoint family on κ.
When κ is regular, Pκ(κ) almost disjointness and B(κ) almost disjointness coincide.

Fact 2.3. (AC) For any ideal I, there exists a maximal I almost disjoint family.

Fact 2.4. For any cardinal κ and λ < cof(κ), there is a A ⊆ P(κ) which is both a maximal Pκ(κ) and
B(κ) almost disjoint family of size λ.

Proof. Since |κ × λ| = |κ|, let π : κ × λ → κ be a bijection. For each α < λ, let Aα = π[κ × {α}]. Let
A = {Aα : α < λ}. Note that κ =

⋃
A. For all α < β < λ, Aα ∩ Aβ = ∅. Let B ⊆ κ be a set with |B| = κ
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and for all α < λ, |B ∩ Aα| < κ. Let δα = |B ∩ Aα|. Since B =
⋃

α<λ B ∩ Aα, sup{δα : α < λ} = κ. This
contradicts λ < cof(κ). A is a maximal Pκ(κ)-almost disjoint family. A is also a maximal B(κ)-almost
disjoint family. □

Fact 2.5. For any cardinal κ, there is no A ⊆ P(κ) with |A| = cof(κ) which is a maximal Pκ(κ) or B(κ)
almost disjoint family.

Proof. Let ρ : cof(κ) → κ be an increasing cofinal map.
Let A be a B(κ) almost disjoint family such that |A| = cof(κ). Let ⟨Aα : α < cof(κ)⟩ be a bijection of

cof(κ) with A. For each α < β < cof(κ), let δα,β = sup(Aα ∩ Aβ). For each β < cof(κ), let ϵβ = sup{δα,β :
α < β}. Let ξβ be the least element of Aβ greater than max{ϵβ , ρ(β)}. Let E = {ξα : α < cof(κ)}. Note
that E is unbounded in κ and thus E ∈ B(κ)+. Let α < cof(κ). For all β with α < β < cof(κ), ξβ /∈ Aα.
Thus Aα ∩E ⊆ {ξγ : γ ≤ α} and thus Aα ∩E is bounded below κ. A∪ {E} is a strictly larger B(κ) almost
disjoint family.

Let A be a Pκ(κ) almost disjoint family such that |A| = cof(κ). Let ⟨Aα : α < cof(κ)⟩ be a bijection
of cof(κ) with A. For each β < cof(κ), let Σ(β) =

⋃
α<β Aα ∩ Aβ and observe |Σ(β)| < κ since β < cof(κ)

and |Aα ∩ Aβ | < κ for each α < β. Therefore for each β < cof(κ), |Aβ \ Σ(β)| = κ. Let νβ be the
least ν < κ so that (Aβ \ Σ(β)) ∩ ν has ordertype ρ(β). Let Eβ = (Aβ \ Σ(β)) ∩ νβ which is a set
bounded below κ. Let E =

⋃
β<cof(κ) Eβ . Observe that |E| = κ and thus E ∈ Pκ(κ)

+. Note that for all

α < β < cof(κ), Aα ∩Eβ ⊆ Aα ∩ (Aβ \Σ(α)) = ∅. Thus Aα ∩E ⊆ Aα ∩
⋃

γ≤α Eγ . Thus Aα ∩E is bounded

by sup{νγ : γ ≤ α} < κ and in particular, |Aα ∩ E| < κ. Thus A ∪ {E} is a strictly larger Pκ(κ) almost
disjoint family than A. □

3. Concerning Wellorderability of Almost Disjoint Families

Fact 3.1. Assume all sets of reals have the Baire property, then a wellordered union of meager subsets of
R is a meager subset of R. That is, if ζ ∈ ON and ⟨Aα : α < ζ⟩ is a sequence of meager subsets of R, then⋃

α<ζ Aα is a meager subset of R.

Proof. Consider R as ωω. Suppose there is a wellordered sequence of meager sets whose union is not meager.
Then there is a sequence ⟨Aα : α < δ⟩ of meager subsets of ωω (where δ is an ordinal) such that

⋃
α<δ Aα

is nonmeager but for all γ < δ,
⋃

α<γ Aα is meager. By the property of Baire, there is an s ∈ <ωω so

that
⋃

α<δ Aα is comeager in the basic neighborhood Ns = {f ∈ ωω : s ⊆ f}. Let Π : Ns → ωω be
a homeomorphism. For each α < δ, let Bα = Π[Aα ∩ Ns]. Then ⟨Bα : α < δ⟩ has the property that⋃

α<δ Bα is comeager and for all γ < δ,
⋃

α<γ Bα is meager. For x ∈
⋃

α<δ Bα, let ι(x) be the least

α < δ so that x ∈ Bα. Define R(x, y) by x, y ∈
⋃

α<δ Bα and ι(x) ≤ ι(y). For any x ∈
⋃

α<δ Bα,
Rx = {y ∈ ωω : R(x, y)} =

⋃
ι(x)≤α<δ Bα is comeager. So {x ∈ ωω : Rx is comeager} =

⋃
α<δ Bα is

comeager. By the Kuratowski-Ulam theorem, R is comeager in ωω× ωω. By the Kuratowski-Ulam theorem
again, {y ∈ ωω : Ry is comeager} is comeager, where Ry = {x ∈ ωω : R(x, y)}. However, for all y ∈

⋃
α<δ Bα,

Ry =
⋃

α≤ι(y) Bα is meager. Thus {y ∈ ωω : Ry is meager} is comeager. Contradiction. □

Fact 3.2. Assume all sets of reals have the Baire property. Then there is no injection of R into ON.

Proof. Suppose Φ : R → ON is an injection. By replacement, there is a δ < ON so that Φ[R] ⊆ δ. Then
R =

⋃
α<δ Φ

−1[{α}]. Since Φ is an injection, this shows that R is a wellordered union of singletons (which
are meager sets). By Fact 3.1, R is meager which is impossible. □

Fact 3.3. If all sets of reals have the Baire property and the perfect set property, then there are no uncountable
wellorderable sets of reals.

Proof. Let X be an uncountable wellorderable set of reals. Thus let Ψ : X → δ be a bijection into some
ordinal δ. By the perfect set property, there is an injection Φ : R → X. Then Ψ ◦ Φ : R → δ is an injection
of R into the ordinals which is impossible by Fact 3.2. □

Fact 3.4. Assume all sets of reals have the Baire property. Suppose δ ∈ ON and ⟨Tα : α < δ⟩ is a sequence of
pairwise disjoint subsets of R so that

⋃
α<δ Tα is a nonmeager subset of R. Then E = {α : Tα is nonmeager}

is countable.
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Proof. Suppose E as above is uncountable. Let Φ : ω1 → E be an injection. Consider R as ω2 and fix a
recursive wellordering of <ω2. For each s ∈ <ω2, let Ns = {f ∈ ω2 : s ⊆ f}. Since all sets of reals have the
Baire property and each TΦ(α) is nonmeager, let sα be the least s ∈ <ω2 so that TΦ(α) is comeager in Ns.
Since Φ is an injection and ⟨Tα : α < δ⟩ consists of pairwise disjoint sets, if α < β < ω1, then sα ̸= sβ . Thus
⟨sα : α < ω1⟩ is an injection of ω1 into the countable set <ω2. Contradiction. □

The following result asserts that for all ordinals κ and function Φ : R → P(κ), Φ is well behaved on a
comeager set: there is a countable set E and a comeager set C so that for all x ∈ C, Φ(x) is a union of
elements from E .

Proposition 3.5. Assume all sets of reals have the Baire property and there are no uncountable wellorderable
sets of reals. Suppose κ is an ordinal and Φ : R → P(κ). Then there is a countable set E ⊆ P(κ) and a
comeager subset C ⊆ R so that E consists of pairwise disjoint subsets of κ,

⋃
E = κ, and for all x ∈ C, there

is an F ⊆ E so that Φ(x) =
⋃
F .

Proof. For each α < κ, let Bα = {x ∈ ω2 : α ∈ Φ(x)}. For each α < κ, let Uα = {s ∈ <ω2 :
Bα is comeager in Ns}. Let Kα =

⋃
s∈Uα

Ns. Since all sets of reals have the Baire property, Bα△Kα is
meager. Let Cα = ω2\ (Bα△Kα) = (Bα∩Kα)∪ (ω2\ (Bα∪Kα)), which is a comeager subset of ω2. Observe
that for all x ∈ Cα, x ∈ Bα if and only if (∃s ∈ Uα)(s ⊆ x). By Fact 3.1, C =

⋂
α<κ Cα is comeager. Since

for each α < κ, Uα is a subset of <ω2 and there are no uncountable wellorderable set of reals, {Uα : α < κ}
is a countable set. Let ⟨Ûn : n ∈ ω⟩ be a surjection onto this countable set. For each α ∈ κ, let n(α) be

the least n ∈ ω so that Ûn = Uα. Let En = {α ∈ κ : n(α) = n}. Note that if m ̸= n, then Em ∩ En = ∅.
Suppose n ∈ ω, x ∈ C, and α, β ∈ En. Note α ∈ Φ(x) if and only if x ∈ Bα if and only if (∃s ∈ Uα)(s ⊆ x)

if and only if (∃s ∈ Ûn)(s ⊆ x) if and only if (∃s ∈ Uβ)(s ⊆ x) if and only if x ∈ Bβ if and only if β ∈ Φ(x).
It has been shown that for all n ∈ ω and x ∈ C, En ⊆ Φ(x) or En ∩ Φ(x) = ∅. Let E = {En : n ∈ ω}. Since⋃

n∈ω En = κ, Φ(x) =
⋃
F where F =

⋃
{En : En ⊆ Φ(x)}. □

Definition 3.6. A set p ⊆ <ω2 is a tree if and only if for all s, t ∈ <ω2, if s ⊆ t (s is an initial segment of t)
and t ∈ p, then s ∈ p. If p is a tree, then let [p] = {f ∈ ω2 : (∀n)(f ↾ n ∈ p)}. A tree p is a perfect tree if
and only if p ̸= ∅ and for all s ∈ p, there is a t ∈ p with s ⊆ t and t̂ 0, t̂ 1 ∈ p. If p is pefect, then |[p]| = |ω2|.

Fact 3.7. (Mycielski’s theorem) Suppose R ⊆ ω2 × ω2 is a comeager subset of R2, then there is a perfect
tree p ⊆ <ω2 so that {(x, y) ∈ [p]× [p] : x ̸= y} ⊆ R.

Proof. Since R is comeager, there is a sequence ⟨Dn : n ∈ ω⟩ of comeager subset of ω2×ω2 with the property
that for all n ∈ ω, Dn+1 ⊆ Dn and

⋂
n∈ω Dn ⊆ R. A sequence ⟨us : s ∈ <ω2⟩ will be defined with the

following properties:

(1) For all s ∈ <ω2 and i ∈ ω, us î ⊆ usˆi.
(2) For all s, t ∈ <ω2 with s ̸= t and |s| = |t|, if n = |s| − 1, then Nus

×Nut
⊆ Dn.

Let p be the ⊆-downward closure of {us : s ∈ <ω2}. p is a perfect tree with the desired properties. It
remains to construct ⟨us : s ∈ <ω2}. Let u∅ = ∅. Suppose n ∈ ω and us has been defined for all s ∈ n2. Let
⟨(ei, fi) : i < K⟩ for some K ∈ ω enumerate {(e, f) : e, f ∈ n+12 ∧ e ̸= f}. For each s ∈ n2, let v0sˆi = us î.
This defines ⟨v0s : s ∈ n+12⟩. Suppose i < K and ⟨ui

s : s ∈ n+12⟩ has been defined. Since Dn is dense open,
there is some a, b ∈ <ω2 so that uei ⊆ a, ufi ⊆ b and Na ×Nb ⊆ Dn. Let v

i+1
ei = a, vi+1

fi
= b, and vi+1

s = vis
for all s ∈ n+12 with s ̸= ei and s ̸= fi. Let us = vKs for all s ∈ n+12. This defines ⟨us : s ∈ n+12⟩. This
completes the construction. □

Lemma 3.8. Assume all sets of reals have the Baire property. Suppose κ is a cardinal with cof(κ) > ω. If
A is a Pκ(κ) or B(κ) almost disjoint family, then there is no injection of R into A.

Proof. Suppose there is a cardinal κ with cof(κ) > ω, a Pκ(κ) or B(κ) almost disjoint family A, and an
injection Φ : R → A. For each r ∈ R, let Ar = Φ(r). Let R2

∗ = {(r, s) ∈ R2 : r ̸= s} which is a comeager
subset of R2. Define Ψ : R2

∗ → κ by Ψ(r, s) = ot(Ar ∩As). Let E = {γ ∈ κ : Ψ−1[{γ}] is nonmeager} which
is a countable set by Fact 3.4. For each γ ∈ E and η < γ, let Σγ

η : Ψ−1[{γ}] → κ be defined by Σγ
η(r, s) is the

ηth-element of Ar∩As. Again by Fact 3.4, the set F γ
η = {α ∈ κ : (Σγ

η)
−1[{α}] is nonmeager} is countable. Let

Dγ
η =

⋃
α∈Fγ

η
(Σγ

η)
−1({α}) which is comeager in the nonmeager set Ψ−1[{γ}]. Let Dγ =

⋂
η<γ D

γ
η which is a
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comeager subset of Ψ−1[{γ}] by Fact 3.1. Let D =
⋃

γ∈E Dγ which is a comeager subset of R2. Since for each

γ ∈ E and η < γ, F γ
η is countable, |

⋃
η<γ F

γ
η | < κ. Since E is countable and cof(κ) > ω, G =

⋃
γ∈E

⋃
η<γ F

γ
η

has cardinality strictly less than κ. Let (r, s) ∈ D. There is a γ ∈ E so that (r, s) ∈ Dγ ⊆ Ψ−1[{γ}]. So
ot(Ar ∩ As) = γ. For each η < γ, (r, s) ∈ Dγ

η =
⋃

α∈Fγ
η
(Σγ

η)
−1[{α}]. For each η < γ, there is an α ∈ F γ

η

so that Σγ
η(r, s) = α which means that the ηth-element of Ar ∩ As is α. Since η < γ was arbitrary, this

shows that Ar ∩ As ⊆
⋃

η<γ F
γ
η ⊆ G. Let H = κ \ G. Observe that since for all (r, s) ∈ D, Ar ∩ As ⊆ G,

(Ar ∩H)∩ (As ∩H) = ∅. Also since |G| < κ and |Ar| = |As| = κ, one has that Ar ∩H ̸= ∅ and As ∩H ̸= ∅.
By Fact 3.7, there is a perfect tree p ⊆ <ω2 so that {(r, s) ∈ [p] × [p] : r ̸= s} ⊆ D. Let Λ : R → [p] be a
bijection. Let Υ : R → κ be defined by Υ(r) = min(AΛ(r) ∩H). If r, s ∈ R and r ̸= s, then (Λ(r),Λ(s)) ∈ D
and thus (AΛ(r) ∩H) ∩ (AΛ(s) ∩H) = ∅. Hence Υ(r) ̸= Υ(s). This shows that Υ : R → κ is an injection.
This is impossible by Fact 3.2. □

Proof. (The following is another proof of Lemma 3.8 under the additional assumption that there are no
uncountable wellorderable sets of reals.) Suppose κ is a cardinal with cof(κ) > ω, A is a Pκ(κ) or B(κ)
almost disjoint family, and Φ : R → A is an injection. By Proposition 3.5, there is a countable set E
and a comeager C ⊆ R such that E consists of pairwise disjoint subsets of κ,

⋃
E = κ, and for every

x ∈ C, Φ(x) is a countable union of elements from E . Let E ′ = {E ∈ E : |E| = κ}. For each E ∈ E ′, let
KE = {x ∈ C : E ⊆ Φ(x)}. Since E ′ is countable, there is some E ∈ E ′ so that KE has at least two elements.
Let x, y ∈ KE with x ̸= y. Then E ⊆ Φ(x) ∩ Φ(y) and |E| = κ. Thus |Φ(x) ∩ Φ(y)| = κ. Hence A is not a
Pκ(κ) or B(κ) almost disjoint family. Contradiction. □

Definition 3.9. For x, y ∈ ω2, let x ≤Turing y denote x is Turing reducible to y. Let x ≡Turing y if and
only if x ≤Turing y and y ≤Turing x. ≡Turing is an equivalence relation on ω2. For any x ∈ ω2, let [x]Turing
be the ≡Turing equivalence class of x and is called the degree of x. Let DTuring be the set of ≡Turing-degrees.
If X,Y ∈ DTuring, then let X ≤Turing Y if x ≤Turing y for all x ∈ X and y ∈ Y . If X ∈ DTuring, then let
CX = {Y ∈ DTuring : X ≤Turing Y } which is the Turing cone above X.

Let the Martin filter µTuring on DTuring be defined by A ∈ µTuring if and only if there exists an X ∈ DTuring

so that CX ⊆ A. Under AD, Martin showed that µTuring is a countably complete ultrafilter.

Definition 3.10. Let X be a set. The perfect set dichotomy holds for X if and only if either X is wellorder-
able or |R| ≤ |X| (that is, there is an injection of R into X).

Fact 3.11. The following are some settings in which the perfect set dichotomy holds.

(1) (Woodin) Assume AD, all sets of reals have ∞-Borel codes, and
∏

DTuring
ω1/µTuring is wellfounded.

(These assumptions hold under AD+.) For every set X which is a surjective image of R, the perfect
set dichotomy holds for X.

(2) (Caicedo-Kechersid; [1]) Assume AD+ + V = L(P(R)). Then every set X satisfies the perfect set
dichotomy.

Proof. For the argument of (1) see [2] Theorem 8.5 or [9]. For (2), under these assumptions, Woodin showed
V = L(J,R) where J is a set of ordinals or V |= ADR. If V = L(J,R), then every set is uniformly (in
the ordinals, reals, and formula witnessing that the original set is ordinal definable from J and a real)
a wellorderable union of sets which are surjective images of R coming from the structure of L(J,R). If
V |= ADR, then every set is also a uniform wellorderable union of sets which are surjective images of R
using certain supercompactness measures. By (1), each piece either contains an injective copy of R or is
wellorderable. By the uniformity of the proof of (1), if all pieces are wellorderable, then there is uniformly
a wellordering for each pieces. These wellorderings can be patched together to provide a wellordering of the
original set. The details of a similar argument can be found in [3]. □

Theorem 3.12. Assume all sets of reals have the Baire property. If κ is a cardinal with cof(κ) > ω and
the perfect set dichotomy holds for all subsets of P(κ), then every Pκ(κ) or B(κ) almost disjoint family is
wellorderable.

Proof. Suppose A is a Pκ(κ) or B(κ) almost disjoint family. By Lemma 3.8, there is no injection of R into
A. Since the perfect set dichotomy holds for A, A must be wellorderable. □
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Theorem 3.13. Assume AD+. If κ < Θ and cof(κ) > ω, then every Pκ(κ) or B(κ) almost disjoint family
is wellorderable.

Assume AD+ + V = L(P(R)). If κ is a cardinal with cof(κ) > ω, then every Pκ(κ) or B(κ) almost
disjoint family is wellorderable.

Proof. Lemma 3.8 implies that there is no injection of R into any Pκ(κ) or B(κ) almost disjoint family
for any κ with cof(κ) > ω. The first statement follows since the perfect set dichotomy holds for all sets
which are surjective images of R by Fact 3.11 (1). The second statement follows since all sets now satisfy
the perfect set dichotomy by Fact 3.11 (2). □

Fact 3.14. (Moschovakis Coding Lemma; [6] Theorem 2.12) Assume AD. Let P ⊆ R, ⪯ is a prewellordering
on P , and φ : P → κ is the unique surjective norm associated to ⪯. Let Γ be a nonselfdual pointclass closed
∃R and ∧ and contains P and ⪯. For all R ⊆ P × R, there is an S ∈ Γ so that S ⊆ R and for all α < κ,
R ∩ (φ−1[{α}]× R) ̸= ∅ if and only if S ∩ (φ−1[{α}]× R) ̸= ∅.

The following consequence of the Moschovakis coding lemma is very useful.

Fact 3.15. (Moschovakis) If κ < Θ, then there is a surjection of R onto P(κ).

Proof. If κ < Θ, then there is a surjection φ : R → κ. Let ⪯ be a prewellordering on R defined by x ⪯ y
if and only if φ(x) ≤ φ(y). Let Γ be any nonselfdual pointclass closed under ∃R and ∧ and ⪯∈ Γ (for
example, Γ = Σ1

1(⪯)). Since Γ is nonselfdual, the Wadge lemma implies there is a U ⊆ R3 which is universal
for subsets of R × R in Γ. If e ∈ R, define Ae = {α < κ : (∃x, y ∈ R)(φ(x) = α ∧ U(e, x, y))}. Define
Π : R → P(κ) by Π(e) = Ae. Fix A ⊆ κ. Define RA ⊆ R×R by RA(x, y) ⇔ φ(x) ∈ A. By the Moschovakis
coding lemma (Fact 3.14), there is an S ∈ Γ so that S ⊆ RA and for all α < κ, RA ∩ (φ−1[{α}] × R) ̸= ∅
if and only if S ∩ (φ−1[{α}] × R) ̸= ∅. Since U is universal, there is some e ∈ R so that S = Ue. Then
A = Ae = Π(e). Π has been shown to be a surjection. □

Fact 3.16. (Kunen) Assume AD. Every countably complete filter on an ordinal κ < Θ can be extended to a
countably complete ultrafilter on κ.

Proof. Let F be a countably complete filter. Since κ < Θ, the Moschovakis coding lemma (Fact 3.15)
implies there is a surjection π̃ : R → P(κ) and thus a surjection π : R → F . For each Turing degree X, let
EX = {π(y) : [y]Turing ≤Turing X} which is a countable set. Since F is countably complete,

⋂
EX ∈ F and

thus EX ̸= ∅. Define Φ : DTuring → κ by Φ(X) = min(
⋂

EX). Let U = {A ⊆ κ : Φ−1[A] ∈ µTuring} which is
a countably complete ultrafilter on κ. Suppose A ∈ F . There is an x ∈ R with π(x) = A. Let X = [x]Turing.
For all Y ≥Turing X, A = π(x) ∈ EY . Thus

⋂
EY ⊆ A and so Φ(Y ) = min(

⋂
EY ) ∈ A. Thus the Turing

cone above X lies inside of Φ−1[A] and hence A ∈ U . This shows F ⊆ U . □

Proposition 3.17. Suppose κ is a cardinal and there exists a countably complete ultrafilter µ on κ so that
every subset A ⊆ κ with |A| < κ does not belong to µ and the ultrapower κκ/µ is a wellordering. Then every
Pκ(κ) or B(κ) almost disjoint family is wellorderable.

Proof. Let A be a Pκ(κ) almost disjoint family. For each A ∈ A, since A ∈ Pκ(κ), let fA : κ → A be
the strictly increasing enumeration of A. Define Φ : A → κκ/µ by Φ(A) = [fA]µ. Suppose A,B ∈ A and
A ̸= B. Let E = {α ∈ κ : fA(α) = fB(α)}. Then |E| ≤ |A ∩ B| < κ. By the hypothesis on µ, E /∈ µ. Thus
Φ(A) = [fA]µ ̸= [fB ]µ = Φ(B). Φ : A → κκ/µ is an injection of A into a wellordering and therefore A is
wellorderable.

Now suppose A is a B(κ) almost disjoint family. For each A ∈ A and α < κ, let gA(α) be the least
element of A strictly greater than α which exists since A ∈ B(κ)+ is unbounded in κ. Suppose A,B ∈ A
and A ̸= B. Let δ = sup(A ∩ B) < κ. For all α > δ, gA(α) ̸= gB(α) and so [gA]µ ̸= [gB ]µ. The map
Ψ : A → κκ/µ defined by Ψ(A) = [gA]µ is an injection and so A is wellorderable. □

Theorem 3.18. Assume AD and DCR. If κ < Θ and cof(κ) > ω, then every Pκ(κ) or B(κ) almost disjoint
family is wellorderable.

Proof. Since cof(κ) > ω, the filter F consisting of A ⊆ κ so that |κ \ A| < κ is a countably complete filter
on κ. By Fact 3.16, let µ be a countably complete ultrafilter extending F . Every A ⊆ κ with |A| < κ does
not belong to µ since κ \A ∈ F ⊆ µ. Since κ < Θ, the Moschovakis coding lemma (Fact 3.15) implies there
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is a surjection of R onto P(κ). Thus DCR is sufficient to provide DCκκ and hence κκ/µ is a wellordering.
Proposition 3.17 implies that every Pκ(κ) and B(κ) almost disjoint family on κ is wellorderable. □

Definition 3.19. If κ is a cardinal, then boldface GCH at κ is the statement that there is no injection of
κ+ into P(κ). One says that boldface GCH holds below λ if and only if boldface GCH holds for all κ < λ.

Fact 3.20. If κ is a cardinal so that κ+ is measurable, then boldface GCH holds at κ.

Proof. Let µ be a κ+-complete nonprincipal ultrafilter on κ+. Suppose there is an injection Φ : κ+ → P(κ).
For each β < κ, let E0

β = {α < κ+ : β /∈ Φ(α)} and E1
β = {α < κ+ : β ∈ Φ(α)}. Since E0

β ∪ E1
β = κ+ and

µ is an ultrafilter, there is an iβ ∈ 2 so that E
iβ
β ∈ µ. Let A∗ = {β ∈ κ : iβ = 1}. Since µ is κ+-complete,

E =
⋂

β<κ E
iβ
β ∈ µ. Since µ is nonprincipal, let δ, ϵ ∈ E with δ ̸= ϵ. Then Φ(δ) = A∗ = Φ(ϵ). This

contradicts Φ being an injection. □

Under AD, Martin showed that ω2 is measurable (by being a weak partition cardinal). Thus boldface
GCH holds at ω1. Under AD+DCR, Jackson and Kunen showed for all n ∈ ω, δ12n+2 = δ+2n+1 is a measurable

cardinal (by being a weak partition cardinal). Thus under AD+DCR, boldface GCH holds at δ13 = ωω+1 and
more generally δ12n+1 for all n ∈ ω.

Definition 3.21. If κ is an ordinal, a κ-tree T is a partial order (κ,≺) so that for all γ ∈ T , {β ∈ κ : β ≺ γ}
is a wellordering under ≺ and for each α < κ, the αth level LT

α = {β ∈ T : rkT (t) = α} has cardinality less
than κ. A branch of T is a maximal subset of κ which is linearly ordered by ≺. If T is a tree, then let BT
be the set of branches of T .

A Kurepa tree is a ω1-tree T = (ω1,≺) so that ¬(|BT | ≤ ω1), i.e BT does not inject into ω1. For a cardinal
κ, a κ-Kurepa tree is a κ-tree T = (κ,≺) so that ¬(|BT | ≤ κ).

The Kurepa hypothesis KH is the assertion that there is a Kurepa tree. The κ-Kurepa hypothesis is the
assertion that there is a κ-Kurepa tree.

Fact 3.22. If κ is a cardinal and T is a κ-tree on κ, then BT is a Pκ(κ) almost disjoint family.

The following result resolves the Kurepa hypothesis and the maximal almost disjoint family problem for
ω1, which answers a question of Müller.

Theorem 3.23. (AD) There are no uncountable maximal Pω1(ω1) = B(ω1) almost disjoint families. There
are no Kurepa trees and thus the Kurepa hypothesis KH fails.

Proof. AD implies the partition relation ω1 → (ω1)
ω1
2 . This partition relation implies the club filter W 1

1 on
ω1 is a countably complete normal ultrafilter. In particular, ω1 is a regular cardinal of uncountable cofinality
and thus Pω1(ω1) = B(ω1). Using Kunen trees and normality, [2] Fact 5.8 and 5.13 show that ω1ω1/W

1
1 is

a wellordering without using DCR. ω2 = (ω1)
+ is measurable under AD and therefore boldface GCH holds

at ω1 by Fact 3.20.
Let A be a Pω1

(ω1) = B(ω1) almost disjoint family. By Proposition 3.17, A is wellorderable. Therefore
by boldface GCH at ω1, |A| ≤ ω1. If |A| = ω1, then A cannot be maximal by Fact 2.5. Thus there are no
uncountable maximal Pω1(ω1) = B(ω1) almost disjoint families.

Let T be a tree on ω1. BT is Pω1(ω1) almost disjoint family and thus by the above |BT | ≤ ω1. T is not
a Kurepa tree. The Kurepa hypothesis fails. □

Proposition 3.24. Suppose κ is a cardinal with cof(κ) > ω and boldface GCH holds at κ. Suppose one of
the following two hypotheses holds:

(1) There is a countably complete ultrafilter µ on κ so that for all A ⊆ κ with |A| < κ, A /∈ µ and κκ/µ
is a wellordering.

(2) All sets of reals have the Baire property and the perfect set dichotomy holds for all subsets of P(κ).

Then there are no κ-Kurepa trees (and hence κ-Kurepa hypothesis fails), and if κ is regular, then every
maximal Pκ(κ) = B(κ) almost disjoint family is wellorderable of size strictly less than κ.

Proof. Let A be a Pκ(κ) or B(κ) almost disjoint family. A must be wellorderable by Proposition 3.17 under
the first assumption and Theorem 3.12 under the second assumption. By the boldface GCH, |A| ≤ κ. If κ
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was regular, then by Fact 2.5, there are no maximal Pκ(κ) = B(κ) almost disjoint family of size cof(κ) = κ.
Thus every maximal almost disjoint family A on κ must be wellorderable of size strictly less than κ.

If T is a tree on κ, then BT is a Pκ(κ) almost disjoint family. Thus by the previous observation, |BT | ≤ κ.
So T is not a κ-Kurepa tree. The κ-Kurepa hypothesis fails. □

Inner model theoretic arguments of Steel and Woodin show boldface GCH below ΘL(R) and Θ under AD+.
More combinatorial argument can be used to establish the boldface GCH below ωω+1 (and even below the
supremum of the projective ordinals).

Fact 3.25. ([20] Steel) Assume AD. Boldface GCH holds below ΘL(R).
(Woodin) Assume AD+. Boldface GCH holds below Θ.

Proof. Steel’s result is usually stated as a result within L(R) |= AD. The following are some brief remarks on
deriving the first statement from Steel’s result: Work in an arbitrary model V of AD. Suppose κ < ΘL(R).
There is a surjection π : R → κ with π ∈ L(R). Let ⪯ be the prewellordering on R associated to π, namely
x ⪯ y if and only π(x) ≤ π(y). Let Γ be a boldface nonselfdual pointclass in L(R) closed under ∃R, ∧,
∨, containing all closed subsets, and containing ⪯. Let U ⊆ R3 be a set in Γ universal for subsets of R2

in Γ. Since V and L(R) contain the same reals, Γ is also a boldface pointclass of V . For each A ⊆ κ, let
ZA ⊆ R2 be defined by ZA(w, x) if and only if π(w) ∈ A and x = 1̄ (the constant 1 function) or π(w) /∈ A
and x = 0̄ (the constant 0 function). By the Moschovakis coding lemma (Fact 3.14) applied in V , there a
real e so that Ue ⊆ ZA and for all α < κ, there is a w ∈ R and an x ∈ R so that π(w) = α and Ue(w, x)
holds. Then α ∈ A if and only if there exists a w ∈ R so that Ue(w, 1̄) holds. Since L(R) and V have the
same reals, e ∈ L(R). Applying the same definition using e, π, and U in L(R) shows that A ∈ L(R). Thus
P(κ) ∩ V = P(κ) ∩ L(R). This implies that κ+ = (κ+)L(R). By a similar application of the coding lemma,
P(κ+) ∩ L(R) = P(κ+) ∩ V . Since every function Φ : κ+ → P(κ) can be coded as a subset of κ+, this
implies that L(R) and V have the same functions from κ+ into P(κ). Steel ([20]) showed that if L(R) |= AD,
then L(R) believes boldface GCH below its own Θ, namely ΘL(R). Thus L(R) has no injection of κ+ into
P(κ). Hence V has no injections of κ+ into P(κ). □

Theorem 3.26. (AD) If κ < ΘL(R) and cof(κ) > ω, then the κ-Kurepa hypothesis fails, and if κ is regular,
then there are no maximal Pκ(κ) = B(κ) almost disjoint families.

(AD+). If κ < Θ and cof(κ) > ω , then the κ-Kurepa hypothesis fails, and if κ is regular, then there are
no maximal Pκ(κ) = B(κ) almost disjoint families.

Proof. Let F be the filter consisting of those A ⊆ κ so that |κ \A| < κ which is a countably complete filter
on κ since cof(κ) > ω. By Fact 3.16, let µ be a countably complete ultrafilter extending F . Now suppose
κ < ΘL(R). Kechris [8] showed that if AD holds, then L(R) |= DCR. By an application of the Moschovakis
coding lemma (Fact 3.14) as in the proof of Fact 3.25, κκ ∩ L(R) = κκ ∩ V . Thus κκ/µ is a wellordering
in L(R) and hence in V . In the AD+ case, if κ < Θ, then κκ/µ is a wellordering since DCR is a part of the
theory AD+. Alternatively, one can also apply Fact 3.11. Boldface GCH holds at κ by Fact 3.25. Therefore
Proposition 3.24 implies every maximal almost disjoint family on κ must be wellorderable and have size
strictly less than κ. By Fact 3.22, there are no κ-Kurepa trees. □

In the above, the assumption that cof(κ) > ω is necessary. The following shows that if cof(κ) = ω, then
there are non-wellorderable Pκ(κ) and B(κ) almost disjoint families on κ.

Fact 3.27. There is a Pω(ω) = B(ω) almost disjoint family which is in bijection with R.
Proof. For each f ∈ ω2, let Af = {f ↾ n : n ∈ ω}. A = {Af : f ∈ ω2} is a classical almost disjoint
family on <ω2. The map Φ : R → A defined by Φ(f) = Af is a bijection. Since |<ω2| = ω, there exists a
Pω(ω) = B(ω) almost disjoint family which is in bijection with R. □

Fact 3.28. Let κ be a cardinal. If A is a Pcof(κ)(cof(κ)) = B(cof(κ)) almost disjoint family, then there is
a B which is both a Pκ(κ) and B(κ) almost disjoint family with |A| = |B|.
Proof. Let ρ : cof(κ) → κ be an increasing cofinal map. For each α < cof(κ), let Iα = {γ : ρ(α) ≤ γ < ρ(α+
1). For each A ∈ A, let BA =

⋃
{Iα : α ∈ A}. Let B = {BA : A ∈ A}. Note that B ⊆ Pκ(κ)

+ ⊆ B(κ)+.
Suppose A0, A1 ∈ A and A0 ̸= A1. Thus γ = sup(A0 ∩ A1) < cof(κ). Thus sup(BA0

∩ BA1
) < ρ(γ). B is a

B(κ) and Pκ(κ) almost disjoint family. The map Φ : A → B defined by Φ(A) = BA is a bijection. □
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Fact 3.29. Assume R is not wellorderable. Then for every cardinal κ with cof(κ) = ω, there is a Pκ(κ)
and B(κ) almost disjoint family which is not wellorderable.

Under AD, for every cardinal κ with cof(κ) = ω, there is a Pκ(κ) and B(κ) almost disjoint family which
is not wellorderable.

Proof. This follows from Fact 3.27 and Fact 3.28. □

Fact 3.30. Assume R is not wellorderable. Then for every cardinal κ with cof(κ) = ω, there is a κ-Kurepa
tree.

Under AD, for every cardinal κ with cof(κ) = ω, there is a κ-Kurepa tree.

Proof. Suppose κ is a cardinal with cof(κ) = ω and ρ : ω → κ is an increasing cofinal sequence. Let
⟨Aℓ : ℓ ∈ <ω2⟩ be a sequence in P(κ) with the following properties.

(1)
⋃
{Aℓ : ℓ ∈ <ω2} = κ

(2) For all ι, ℓ ∈ <ω2, if ι ̸= ℓ, then Aι ∩Aℓ = ∅
(3) For all ℓ ∈ <ω2, ot(Aℓ) = ρ(|ℓ|).

Let T = (T,≺) be the tree on κ defined by α ≺ β if and only if the disjunction of the following holds.

(1) There exists an ι ∈ <ω2 so that α, β ∈ Aι and α < β.
(2) There exists ι, ℓ ∈ <ω2 so that α ∈ Aι, β ∈ Bι, and ι ⊊ ℓ.

For each f ∈ ω2,
⋃

n∈ω Af↾n is a branch of T . Thus ω2 injects into BT , the set of branches of T . Thus
BT does not inject into κ. □

4. Wellorderable Almost Disjoint Families

Theorem 4.1. Suppose κ is a cardinal and boldface GCH holds at cof(κ). If A is a wellorderable Pκ(κ) or
B(κ) almost disjoint family of cardinality greater than cof(κ), then A is not maximal.

Proof. Let A be a wellorderable B(κ) almost disjoint family of cardinality λ > cof(κ). Let ρ : cof(κ) → κ
be an increasing cofinal map through κ. Let Φ : λ → A be a bijection. For each α < cof(κ), let Aα = Φ(α).
For each β < λ, let Bβ = Φ(cof(κ) + β). For each β < λ, let fβ : cof(κ) → cof(κ) be defined by fβ(α)
is the least γ < cof(κ) so that sup(Aα ∩ Bβ) < ρ(γ). ⟨fβ : β < λ⟩ is essentially a sequence in P(cof(κ)).
Since there is no injection of cof(κ)+ into P(cof(κ)) by the boldface GCH at cof(κ), {fβ : β < λ} must have
wellorderable cardinality less than or equal to cof(κ). Let ⟨gα : α < cof(κ)⟩ be a surjection of cof(κ) onto
the set {fβ : β < λ}. Let g : cof(κ) → cof(κ) be defined by g(α) = sup{gγ(α) : γ < α}. For each α < cof(κ),
let ηα be the least element of Aα strictly greater than ρ(α), sup{sup(Aα ∩ Aγ) : γ < α}, and g(α). Let
C = {ηα : α < cof(κ)} which belongs to B(κ)+ since it is unbounded. For each γ < δ < cof(κ), note that
ηδ /∈ Aγ since ηδ > sup{sup(Aδ ∩ Aγ) : γ < δ}. Thus for all γ < cof(κ), Aγ ∩ C ⊆ {ηα : α ≤ γ} which is
bounded below κ and hence belongs to B(κ). Let β < λ. There is an γ < cof(κ) so that fβ = gγ . For any
α > γ, ηα /∈ Bβ since sup(Aα∩Bβ) < fβ(α) = gγ(α) ≤ g(α) < ηα and ηα ∈ Aα. Thus Bβ∩C ⊆ {ηα : α ≤ γ}
which is a bounded set and hence belongs to B(κ)+. A is not a maximal B(κ) almost disjoint family since
A ∪ {C} is a strictly larger B(κ) almost disjoint family.

Let A be a wellorderable Pκ(κ) almost disjoint family of cardinality λ > cof(κ). Let Φ : λ → A be a
bijection. For each α < cof(κ), let Aα = Φ(α). For each β < λ, let Bβ = Φ(cof(κ) + β). For each β < λ,
let fβ : cof(κ) → cof(κ) be defined by fβ(α) is the least γ < cof(κ) so that ot(Aα ∩ Bβ) < ρ(γ). By the
boldface GCH at cof(κ), there is a surjection ⟨gα : α < cof(κ)⟩ of cof(κ) onto {fβ : β < λ}. For each
α < cof(κ), let Eα = {Aα∩Bβ : β < ρ(α)∧ot(Aα∩Bβ) < ρ(g(α))}∪{Aα∩Aγ : γ < α}. Since |Eα| < κ and
Aα ∈ Pκ(κ)

+, |Aα \ Eα| = κ. Let Fα be the next ρ(α) many elements of Aα \ Eα. Let C =
⋃

α<cof(κ) Fα

which has cardinality κ and thus belongs to Pκ(κ)
+. If γ < δ < cof(κ), then Aδ ∩Aγ ⊆ Eα. Since Fδ ⊆ Aδ,

Fδ ∩Aγ = ∅. Hence Aγ ∩C ⊆
⋃

α≤γ Fα which has cardinality less than κ (and even bounded below κ). Thus

Aγ ∩C belongs to Pκ(κ) for all γ < cof(κ). Let β < λ. There is γ < cof(κ) so that fβ = gγ . For any α > γ,
ot(Aα ∩ Bβ) < ρ(fβ(α)) = ρ(gγ(α)) < ρ(g(α)). Thus Aα ∩ Bβ ⊆ Eα. Since Fα ⊆ Aα, Fα ∩ Bβ = ∅. Thus
C ∩ Bβ ⊆

⋃
α≤γ Fα which has cardinality less than κ. Thus C ∩ Bβ ∈ Pκ(κ). A is not a maximal Pκ(κ)

almost disjoint family since A ∪ {C} is a strictly larger Pκ(κ) almost disjoint family. □

The following consequence for cardinals of cofinality ω is worth isolating. It states that if κ has cofinality
ω, then any potential maximal Pκ(κ) or B(κ) almost disjoint families must be nonwellorderable.

11
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Proposition 4.2. Assume there are no uncountable set of reals (i.e. boldface GCH at ω). If κ is a cardinal
with cof(κ) = ω, then every infinite wellorderable Pκ(κ) or B(κ) almost disjoint family is not maximal.

As a consequence, under AD, if κ is a cardinal with cof(κ) = ω, then every infinite wellorderable Pκ(κ)
or B(κ) almost disjoint family is not maximal.

Proof. Suppose A is an infinite wellorderable Pκ(κ) or B(κ) almost disjoint family. Let λ = |A|. If λ = ω,
then Fact 2.5 asserts that A is not maximal. If λ > ω, then Theorem 4.1 implies A is not maximal.

Under AD, ω1 is measurable (for instance, by the partition relation ω1 →∗ (ω1)
ω1
2 ). Fact 3.20 implies

boldface GCH holds at ω. This also follows from Fact 3.3. The result under AD follows from the previous
statement. □

Theorem 4.3. Assume AD+. If κ < Θ is a cardinal and cof(κ) > ω, then there are no maximal Pκ(κ) or
B(κ) almost disjoint families A so that ¬(|A| < cof(κ)).

Assume AD+ + V = L(P(R)). If κ is a cardinal so that ω < cof(κ) < Θ, then there are no maximal
Pκ(κ) or B(κ) almost disjoint families A so that ¬(|A| < cof(κ)).

Proof. For the first statement, Theorem 3.13 or Proposition 3.17 implies all Pκ(κ) or B(κ) almost disjoint
families must be wellorderable if κ < Θ and cof(κ) > ω. Let A be a Pκ(κ) or B(κ) almost disjoint family.
Let λ = |A|. If λ = cof(κ), then A cannot be wellorderable by Fact 2.5. If λ > cof(κ), then A is not maximal
by Theorem 4.1 since Fact 3.25 implies boldface GCH holds at cof(κ).

For the second statement, the argument is similar after observing that for any κ with cof(κ) > ω, a Pκ(κ)
or B(κ) almost disjoint family must be wellorderable by Theorem 3.13. □

5. Nonwellorderable Almost Disjoint Families on Countable Cofinality

This section will adapt the argument of Schrittesser and Törnquist [16] which shows there are no infinite
maximal Pω(ω)-almost disjoint families to show for all cardinals κ with cof(κ) = ω, there are no infinite
maximal B(κ) almost disjoint family under AD+.

Definition 5.1. If A ⊆ ω, then let [A]ω be the collection of increasing functions f : ω → A. If f ∈ [ω]ω and
n ∈ ω, let drop(f, n) ∈ [ω]ω be defined by drop(f, n)(k) = f(n+ k).

For N ∈ ω + 1, let ω → (ω)N2 be the statement that for all P : [ω]N → 2, there exists an infinite A ⊆ ω
and an i ∈ 2 so that for all f ∈ [A]N , P (f) = i. For all n ∈ ω, ω → (ω)n2 holds in ZF by Ramsey theorem. If
ω → (ω)ω2 holds, then one says that ω satisfies the strong partition property or that all subsets of [ω]ω have
the Ramsey property.

Definition 5.2. If s ∈ [ω]<ω and g ∈ [ω]ω with sup(s) < f(0), then ŝ g ∈ [ω]ω is the concatenation of s
followed by g. Suppose s ∈ [ω]<ω and A ∈ [ω]ω so that max(s) < minA. Let Ns,A = {ŝ g : g ∈ [A]ω}.

X ⊆ [ω]ω is Ramsey null if and only for all s ∈ [ω]<ω and A ∈ [ω]ω (with max(s) < minA), there exists
an infinite B ⊆ A so that Ns,B ∩X = ∅. X ⊆ [ω]ω is Ramsey conull if and only if [ω]ω \X is Ramsey null.

Fact 5.3. (Mathias) Assume DCR and ω → (ω)ω2 . For every function Φ : [ω]ω → ω2, there exists an infinite
B ⊆ ω so that Φ ↾ [B]ω is continuous: for all f ∈ [B]ω, for all m ∈ ω, there exists an n ∈ ω so that for all
g ∈ [B]ω such that f ↾ n = g ↾ n, Φ(f) ↾ m = Φ(g) ↾ m.

Proof. Let B0 = ∅ and C0 = ω. Let t00 = ∅ and ℓ00 = ∅. Let p00 = (t00, ℓ
0
0) = (∅, ∅). Define P p0

0 : [C0]
ω → 2 by

P p0
0(g) = 0 if and only if Φ(t00 ĝ) ↾ 0 = ℓ00. By ω → (ω)ω2 , pick an infinite Cp0

0 ⊆ C0 which is homogeneous

for P p0
0 which means that P p0

0 is constant on [Cp0
0 ]ω. (Note that this first step is trivial. One may even

let Cp0
0 = C0 in which case P p0

0 is necessarily homogeneous taking value 0.) Let B1 = B0 ∪ {minCp0
0} and

C1 = Cp0
0 \B1.

Suppose Bn and Cn have been defined. Let pn0 , ..., p
n
Kn

, for some Kn ∈ ω, enumerate [Bn]
<ω × n2. For

each k ≤ Kn, let tnk ∈ [Bn]
<ω and ℓnk ∈ n2 be such that pnk = (tnk , ℓ

n
k ). Let P pn

0 : [Cn]
ω → 2 be defined by

P pn
0 (g) = 0 if and only if Φ(tn0 ĝ) ↾ n = ℓn0 . By ω → (ω)ω2 , pick an infinite Cpn

0 ⊆ Cn which is homogeneous

for P pn
0 . Suppose for k < Kn, C

pn
k has been defined. Define P pn

k+1 : [Cpn
k ]ω → 2 by P pn

k+1(g) = 0 if and

only if Φ(tnk+1 ĝ) ↾ n = ℓnk+1. By ω → (ω)ω2 , let Cpn
k+1 ⊂ Cpn

k be infinite and homogeneous for P pn
k+1 . Let

Bn+1 = Bn ∪ {minCpn
Kn }. Let Cn+1 = Cpn

Kn \Bn+1.
12
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By DCR, there are sequences ⟨Bn : n ∈ ω⟩, ⟨Cn : n ∈ ω⟩, and ⟨Cpn
k : n ∈ ω ∧ k ≤ Kn⟩ compatible with

the above construction. Let B =
⋃

n∈ω Bn. The claim is that Φ ↾ [B]ω is continuous: Let f ∈ [B]ω and
m ∈ ω. Let k ≤ Km be such that Φ(f) ↾ m = ℓmk and tmk is such that f = tmk ĝ for some g ∈ [Cm+1]

ω.

Since ℓmk = Φ(f) ↾ m = Φ(tmk ĝ) ↾ m and g ∈ [Cm+1]
ω, one has that Cm+1 ⊆ Cpm

k must be homogeneous for

P pm
k taking value 0. Let n′ = |tmk |. Let n = n′ + 1. Suppose h ∈ [B]ω is such that h ↾ n = f ↾ n. Since

h(n′) = f(n′) ∈ Cm+1, drop(h, n
′) ∈ [Cm+1]

ω. Thus P pm
k (drop(h, n′)) = 0 which implies that Φ(h) ↾ m =

Φ(tmk d̂rop(h, n′)) ↾ m = ℓmk = Φ(f) ↾ m. This establishes that Φ ↾ [B]ω is continuous. □

Fact 5.4. Assume DCR. Suppose ⟨Xn : n ∈ ω⟩ is such that each Xn ⊆ [ω]ω is Ramsey null. Then
X =

⋃
n∈ω Xn is Ramsey null.

Proof. Fix a sequence ⟨Xn : n ∈ ω⟩ so that each Xn is Ramsey null. Also fix s ∈ [ω]<ω and A ∈ [ω]ω such
that max(s) < minA.

Let B0 = ∅ and C0 = A. Let t00 = ∅. Since X0 is Ramsey null, there exists an infinite Ct00 ⊆ C0 so that

N
sˆt00,C

t00
∩X0 = ∅. Let B1 = B0 ∪ {minCt00} and C1 = Ct00 \B1.

Now suppose that the finite set Bn and infinite set Cn have been defined. Let tn0 , ..., t
n
Kn

for some Kn ∈ ω

enumerate [Bn]
<ω. Since Xn is Ramsey null, there exists an infinite Ctn0 ⊆ Cn so that N

sˆtn0 ,C
tn0

∩Xn = ∅.
Suppose for k < Kn, Ctnk have been defined. Again since Xn is Ramsey null, there exists an infinite
Ctnk+1 ⊆ Ctnk so that N

sˆtnk+1,C
tn
k+1

∩Xn = ∅. Let Bn+1 = Bn ∪ {minCtnKn } and Cn+1 = CtnKn \Bn+1.

Using DCR, one obtains a sequence of finite sets ⟨Bn : n ∈ ω⟩ and two sequences of infinite sets ⟨Cn : n ∈ ω⟩
and ⟨Ctnk : n ∈ ω ∧ k ≤ Kn⟩ compatible with the above construction. Let B =

⋃
n∈ω Bn. Suppose

Ns,B ∩X ̸= ∅. Then there is an n ∈ ω so that Ns,B ∩Xn ̸= ∅. Let f ∈ Ns,B ∩Xn. Then there is a (unique)
tnk ∈ [Bn]

<ω so that f = ŝ tnk ĝ where g ∈ [Cn+1]
ω. However by construction, Nsˆtnk ,Cn+1

∩ Xn = ∅ and
f ∈ Nsˆtnk ,Cn+1

. Contradiction. It has been shown that B ⊆ A is infinite and Ns,B ∩X = ∅. Since s and A
were arbitrary, X is Ramsey null. □

Definition 5.5. If κ ∈ ON, let Ramsey Uniformization for κ be the statement that for all relations R ⊆
[ω]ω × P(κ), there exists an infinite A ⊆ ω and a function Φ : dom(R) ∩ [A]ω → P(κ) so that for all
f ∈ dom(R) ∩ [A]ω, R(f,Φ(f)).

Definition 5.6. A map ϕ : Q → ON is called a norm (or prewellordering) on Q, where Q is a subset of R.
If ϕ : Q → κ is a surjective norm onto κ, then κ is the length of the norm ϕ. (By definition, κ < Θ.)

Recall if δ ∈ ON, a set A ⊆ ωω is δ-Suslin if and only if there is a tree T on ω × δ so that A = {x ∈ ωω :
(∃f ∈ ωδ)((x, f) ∈ [T ])}. A surjective norm ϕ : Q → κ is a δ-Suslin bounded norm (or prewellordering) if
and only if for every δ-Suslin set A ⊆ Q, sup(ϕ[A]) < κ.

Fact 5.7. (Steel) Assume AD + DCR. Suppose κ < Θ and ω < cof(κ). There is an ω-Suslin bounded
prewellordering ϕ : Q → κ of length κ.

Proof. This argument can be found in [6] Theorem 2.28 or [4] Fact 3.8. An important tool is a result of
Steel ([18] Theorem 2.1) which relates intersections of certain Suslin sets with other sets of certain Wadge
degree. □

By augmenting the assumptions with ω → (ω)ω2 , Ramsey Uniformization for ω, and AD, Fact 5.4 can be
extended to show the ideal of Ramsey null sets has the full wellordered additivity.

Proposition 5.8. Assume AD, DCR, ω → (ω)ω2 , and Ramsey Uniformization for ω. Let κ ∈ ON and
⟨Xα : α < κ⟩ be a sequence of subsets of [ω]ω so that each Xα is Ramsey null. Then X =

⋃
α<κ Xα is

Ramsey null.

Proof. Suppose not. Let κ be the least ordinal so that there exists a sequence ⟨Xα : α < κ⟩ of Ramsey
null sets so that X =

⋃
α<κ Xα is not Ramsey null. Let π : X → ON be defined by π(f) is the least α so

that f ∈ Xα. Note that ot(π[X]) = κ. Since otherwise there is an ordinal δ < κ with ot(π[X]) = δ. Let
τ : δ → π[X] be a bijection. Then X =

⋃
α<δ Xτ(α). The sequence ⟨Xτ(α) : α < δ⟩ and the ordinal δ < κ

would contradict the minimality of κ. Since π induces a surjection of R onto κ = ot(π[X]), κ < Θ.
13
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Next the claim is that cof(κ) > ω. Suppose otherwise that cof(κ) = ω. Let ρ : ω → κ be a cofinal map
through κ. For each n ∈ ω, let Yn =

⋃
α<ρ(n) Xα. By the minimality of κ, each Yn is Ramsey null. Then

Fact 5.4 implies that X =
⋃

n∈ω Yn is Ramsey null. Contradiction.
Since X is not Ramsey null, there exists an s ∈ [ω]<ω and an infinite A with max(s) < minA so that

for all infinite B ⊆ A, Ns,B ∩X ̸= ∅. Define a partition P : [A]ω → 2 by P (g) = 0 if and only if ŝ g ∈ X.
By ω → (ω)ω2 , there is an infinite set C0 ⊆ A which is homogeneous for P . Since Ns,C0 ∩ X ̸= ∅ by the
assumption on s and A, C0 must be homogeneous for P taking value 0. Thus Ns,C0 ⊆ X.

Since cof(κ) > ω and κ < Θ, by Fact 5.7, there is a set Q ⊆ R and a surjective map ϕ : Q → κ which is
ω-Suslin bounded. Define R ⊆ [C0]

ω ×Q by R(g, z) if and only if ŝ g ∈ Xϕ(z). By Ramsey Uniformization for
ω, there is an infinite C1 ⊆ C0 and a function Λ : [C1]

ω → R so that for all g ∈ [C1]
ω, R(g,Λ(g)). By Fact

5.3, there is an infinite C2 ⊆ C1 so that Λ ↾ [C2]
ω is a continuous function. Therefore, Λ[[C2]

ω] is a Σ1
1 and

hence ω-Suslin subset of Q. By ω-Suslin bounding, there is a δ < κ so that ϕ[Λ[[C2]
ω]] ⊆ δ.

For each α < δ, let Yα = {ŝ g : g ∈ [C2]
ω ∧ ϕ(Λ(g)) = α}. Note that for each α < δ, Yα ⊆ Xα so Yα is

Ramsey null. However,
⋃

α<δ Yα = Ns,C2
which is not Ramsey null. Thus ⟨Yα : α < δ⟩ has the property

that each Yα is Ramsey null but
⋃

α<δ Yα is not Ramsey null. This contradicts the minimality of κ. □

The next theorem is an almost everywhere continuity result for functions Φ : [ω]ω → κ, where κ is an
ordinal.

Theorem 5.9. Assume AD, DCR, ω → (ω)ω2 , and Ramsey Uniformization for ω. Let κ be an ordinal and
Φ : [ω]ω → κ. Then there is an infinite B ⊆ ω so that Φ ↾ [B]ω is continuous: for all f ∈ [B]ω, there exists
an n ∈ ω so that for all g ∈ [B]ω, if g ↾ n = f ↾ n, then Φ(f) = Φ(g).

Proof. Consider the partition P0 : [ω]ω → 2 defined by P0(f) = 0 if and only if there exists an n ∈ ω so that
for all g ∈ [rang(f) \ sup(f ↾ n)]ω, Φ(f) = Φ(f ↾ n ĝ). By ω → (ω)ω2 , there is an infinite C0 ⊆ ω which is
homogeneous for P0.

Claim 1: C0 is homogeneous for P0 taking value 0.
To see this, suppose otherwise. This means that for all f ∈ [C0]

ω, for all n ∈ ω, there exists g ∈
[rang(f) \ sup(f ↾ n)]ω so that Φ(f) ̸= Φ(f ↾ n ĝ). For each α < κ, let Xα = {f ∈ [C0]

ω : Φ(f) = α}. Note
that [C0]

ω =
⋃

α<κ Xα. Since [C0]
ω is not Ramsey null, Proposition 5.8 (applied relative to C0 rather than

ω) implies that there is some β < κ so that Xβ is not Ramsey null (relative to C0). This means that there is
some s ∈ [C0]

<ω and an infinite D ⊆ C0 with sup(s) < min(D) so that for all infinite E ⊆ D, Ns,E ∩Xβ ̸= ∅.
Consider the partition P1 : [D]ω → 2 by P1(g) = 1 if and only if ŝ g /∈ Xβ . By ω → (ω)ω2 , there is an infinite
E ⊆ D which is homogeneous for P1. By assumption, Ns,E ∩Xβ ̸= ∅. Thus E is homogeneous for P1 taking
value 0. So Ns,E ⊆ Xβ . Pick any h ∈ [E]ω. Let f = ŝ h. Since f ∈ [C0]

ω, P0(f) = 1. This implies that
there exists a g ∈ [rang(h)]ω so that β = Φ(f) ̸= Φ(ŝ g). However, for all g ∈ [rang(h)]ω, g ∈ [E]ω. Thus
ŝ g ∈ Ns,E ⊆ Xβ . So Φ(ŝ g) = β = Φ(f). Contradiction. This establishes Claim 1.

Let F0 = ∅ and G0 = C0. Let t00 = ∅. Let Gt00 ⊆ G0 be infinite so that for all g0, g1 ∈ [Gt00 ]ω,

Φ(t00 ĝ0) = Φ(t00 ĝ1), if such a set exists. Otherwise let Gt00 = G0. Let F1 = F0∪{minGt00
}. Let G1 = Gt00 \F1.

Now suppose that Fn and Gn have been defined. Enumerate [Fn]
<ω by tn0 , ..., t

n
Kn

for some Kn ∈ ω. Let

Gtn0 ⊆ Gn be infinite so that for all g0, g1 ∈ [Gn]
ω, Φ(tn0 ĝ0) = Φ(tn0 ĝ1) if such a set exists. Otherwise,

let Gtn0 = Gn. Suppose for some k < Kn, Gtnk has been defined. Let Gtnk+1 ⊆ Gtnk be infinite so that
for all g0, g1 ∈ Gtnk+1 , Φ(tnk+1 ĝ0) = Φ(tnk+1 ĝ1), if such a set exists. Otherwise, let Gtnk+1 = Gtnk . Let

Fn+1 = Fn ∪ {minGtnKn }. Let Gn+1 = GtnKn \ Fn+1.
Using DCR, there are sequences ⟨Fn : n ∈ ω⟩, ⟨Gn : n ∈ ω⟩, and ⟨Gtnk : n ∈ ω ∧ k ≤ Kn⟩ compatible with

the above construction. Let H =
⋃

n∈ω Fn.
Claim 2: Φ is continuous on [H]ω.
To see this, suppose f ∈ [H]ω. Since H ⊆ C0, one has that f ∈ [C0]

ω. Thus P0(f) = 0 and hence there
exists an n ∈ ω so that for all g ∈ [rang(f) \ sup(f ↾ n)]ω, Φ(f) = Φ(f ↾ n ĝ). Let m be least so that there is

some k ≤ Km with tmk = f ↾ n. Thus there is an infinite G∗ ⊆ Gk (if k = 0) or G∗ ⊆ Gtmk−1 (if k > 0) so that
for all g0, g1 ∈ G∗, Φ(tmk ĝ0) = Φ(tmk ĝ1) (namely rang(f)\sup(f ↾ n)). Thus at this stage of the construction,
Gtmk was chosen to be a set with such property. By the minimality of m, one has that max(tmk ) = max(Fm)

and thus drop(f, n) ∈ [Gtmk ]ω. Therefore for all g ∈ [Gtmk ]ω, Φ(tmk ĝ) = Φ(f ↾ n ĝ) = Φ(f). For any h ∈ [H]ω,
14
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if h ↾ n = f ↾ n = tmk , then drop(h, n) ∈ [Gtmk ]ω since max(tmk ) = max(Fm) and H \ Fm ⊆ Gtmk . Thus
Φ(h) = Φ(tmk d̂rop(h, n)) = Φ(f). Claim 2 has been shown which completes the proof. □

The next result is an almost everywhere weak continuity result for functions Φ : [ω]ω → P(κ), where κ
is an ordinal.

Theorem 5.10. Assume AD, DCR, ω → (ω)ω2 , and Ramsey Uniformization for ω. Suppose κ ∈ ON and
Φ : [ω]ω → κ2. Then there is an infinite B ⊆ ω so that Φ : [B]ω → κ2 is continuous in the following sense:
for all f ∈ [B]ω, for all α < κ, there exists an n ∈ ω so that for all g ∈ [B]ω such that f ↾ n = g ↾ n,
Φ(f)(α) = Φ(g)(α).

Proof. Say that h ∈ [ω]ω satisfies weak continuity for Φ if and only if for all α < κ, for all f ∈ [h[ω]]ω, there
exists an n ∈ ω so that for all g ∈ [h[ω]]ω such that f ↾ n = g ↾ n, Φ(f)(α) = Φ(g)(α). The theorem is
equivalent to the existence of an h ∈ [ω]ω which satisfies weak continuity for Φ (by letting B = h[ω]).

Suppose there are no h ∈ [ω]ω satisfying weak continuity for Φ. This means that for all h ∈ [ω]ω, there
exists an α < κ, there exists an f ∈ [h[ω]]ω so that for all n ∈ ω, there exists a g ∈ [h[ω]]ω so that
f ↾ n = g ↾ n and Φ(f)(α) ̸= Φ(g)(α). Define Ψ : [ω]ω → κ by Ψ(h) is the least α so that there exists an
f ∈ [h[ω]]ω so that for all n ∈ ω, there exists a g ∈ [h[ω]]ω with f ↾ n = g ↾ n and Φ(f)(α) ̸= Φ(g)(α). If
h ∈ [ω]ω and f ∈ [h[ω]]ω, then f is said to be a witness that h fails weak continuity for Φ if and only if for all
n ∈ ω, there exists a g ∈ [h[ω]]ω with f ↾ n = g ↾ n and Φ(f)(Ψ(h)) ̸= Φ(g)(Ψ(h)). The assumption implies
that every h ∈ [ω]ω has a witness to the failure of weak continuity for Φ.

By Theorem 5.9, there is a C ⊆ ω infinite so that Ψ ↾ [C]ω is continuous. Fix h∗ ∈ [C]ω. Thus there
is an m ∈ ω so that for all h ∈ [C]ω, if h ↾ m = h∗ ↾ m, then Ψ(h) = Ψ(h∗). Let α∗ = Ψ(h∗). Let
F = {h∗(0), ..., h∗(m − 1)} and enumerate [F ]<ω by t0, ..., tK for some K ∈ ω. Let Q0 : [C \ (sup(h∗ ↾
m) + 1)]ω → 2 be defined by Q0(g) = Φ(t0 ĝ)(α∗). By ω → (ω)ω2 , let D0 ⊆ C \ (sup(h ↾ m) + 1) be an
infinite homogeneous set for Q0. Suppose Qi and Di for i < K have been defined. Let Qi+1 : [Di]

ω → 2 be
defined by Qi+1(g) = Φ(ti ĝ)(α

∗). By ω → (ω)ω2 , let Di+1 ⊆ Di be an infinite homogeneous set for Qi+1.
Let D = F ∪DK .

Let h⋆ be such that h⋆[ω] = D. Since h∗ ∈ [C]ω and h⋆ ↾ m = h∗ ↾ m (as both enumerate F ),
Ψ(h⋆) = Ψ(h∗) = α∗ by the weak continuity. Let f ∈ [h⋆[ω]]ω. Let i ≤ K be such that f = ti p̂ for some
p ∈ [DK ]ω. Let n = |ti|. For all g ∈ [D]ω = [h⋆[ω]]ω so that f ↾ n + 1 = g ↾ n + 1, drop(g, n) ∈ [Di]

ω since
g(n) = p(0) ∈ DK ⊆ Di. Since drop(g, n), drop(f, n) ∈ [Di]

ω and Di is homogeneous for Qi, Φ(f)(Ψ(h⋆)) =
Φ(f)(α∗) = Φ(ti d̂rop(f, n))(α

∗) = Φ(ti d̂rop(g, n))(α
∗) = Φ(g)(α∗) = Φ(g)(Ψ(h⋆)). Since g ∈ [h⋆[ω]]ω was

arbitrary so that g ↾ n + 1 = f ↾ n + 1, f is not a witness that h⋆ fails weak continuity for Φ. Since f
was arbitrary in [h⋆[ω]]ω, h⋆ has no witnesses to the failure of weak continuity for Φ. This contradicts the
assumption that every h ∈ [ω]ω has a witness to the failure of weak continuity for Φ. □

The following is the analog for Proposition 3.5 for the Ramsey null ideal.

Proposition 5.11. Assume AD, DCR, ω → (ω)ω2 , and Ramsey Uniformization for ω. Suppose Φ : [ω]ω →
P(κ). There is an infinite B ⊆ ω and a countable set E ⊆ P(κ) so that E consists of pairwise disjoint
subsets of κ,

⋃
E = κ, and for all f ∈ [B]ω, there exists a countable F ⊆ E so that Φ(f) =

⋃
F .

Proof. By Theorem 5.10, there is a D ⊆ ω so that Φ is weakly continuous on [D]ω. For each α < κ, let
Bα = {f ∈ [D]ω : α ∈ Φ(f)} and Uα = {s ∈ [D]<ω : Ns,D\s ⊆ Bα}. Observe that by the continuity of Φ on
[D]ω, Bα =

⋃
s∈Uα

Ns,D\s.

Since Uα is a subset of [D]<ω, {Uα : α < κ} may be regarded as a wellorderable set of reals and thus

countable since AD implies there are no uncountable wellorderable set of reals. Let ⟨Ûn : n ∈ ω⟩ be a

surjection of ω onto {Uα : α < κ}. For each α < κ, let n(α) be the least n ∈ ω so that Uα = Ûn. Let
En = {α < κ : n(α) = n}. Note that if m ̸= n, Em ∩ En = ∅ and κ =

⋃
n∈ω En. Now suppose α, β ∈ En

and f ∈ [D]ω. Observe that α ∈ Φ(f) if and only if f ∈ Bα if and only if (∃s ∈ Uα)(s ⊆ f) if and only if

(∃s ∈ Ûn)(s ⊆ f) if and only if (∃s ∈ Uβ)(s ⊆ f) if and only if f ∈ Bβ if and only if β ∈ Φ(α). Therefore
for all n ∈ ω and f ∈ [D]ω, En ⊆ Φ(f) or En ∩ Φ(f) = ∅. Let E = {En : n ∈ ω}. If F = {En : En ⊆ Φ(f)},
then Φ(f) =

⋃
F . □

Fact 5.12. (Schrittesser-Törnquist [16]) Assume DCR, ω → (ω)ω2 , and Ramsey Uniformization for ω. There
are no maximal Pω(ω) = B(ω) almost disjoint families.
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The argument in [16] will be adapted to prove the following result. (A careful inspect of the argument
below using Fact 5.3 rather than Theorem 5.10 shows that AD and the other additional assumptions are not
needed to prove Fact 5.12.)

Theorem 5.13. Assume AD, DCR, and ω → (ω)ω2 . Suppose κ is an infinite cardinal, cof(κ) = ω,
Ramsey Uniformization for κ holds, and ω injects into every infinite subset of P(κ). Then there are no
infinite maximal B(κ) almost disjoint families.

Proof. Let ρ : ω → κ be an increasing cofinal sequence through κ. Suppose A is an infinite maximal B(κ)
almost disjoint family. By the assumptions, there is an injection ⟨An : n ∈ ω⟩ of ω into A. For each
i < j < ω, let ηi,j be the least element η ∈ Ai so that η > ρ(j) and η /∈

⋃
m<i Am. For each f ∈ [ω]ω, let

Bf = {ηf(n),f(n+1) : n ∈ ω}. Note that Bf is unbounded and hence Bf ∈ B(κ)+. Define R ⊆ [ω]ω×P(κ) by

R(f,A) if and only if A ∈ A and A∩Bf ∈ B(κ)+ (is unbounded). Since A is maximal, dom(R) = [ω]ω. By
Ramsey Uniformization for κ, let C0 ⊆ ω be infinite and Φ : [C0]

ω → A so that R(f,Φ(f)), that is, Φ(f) ∈ A
and Φ(f) ∩Bf is unbounded. Let C1 ⊆ C0 be infinite so that Φ ↾ [C1]

ω is weakly continuous in the sense of
Theorem 5.10.

Φ is not constant on [C1]
ω. To see this, suppose there is an Â ∈ A so that for all f ∈ [C1]

ω, Φ(f) = Â.
A function h ∈ [C1]

ω will be constructed by recursion as follows. Let h(0) = min(C1). Suppose h(n) has

been defined. If Â = Ah(n), then let h(n + 1) be the next element of C1 greater than h(n). If Â ̸= Ah(n),

then Â∩Ah(n) is bounded. Let h(n+1) be the least element of C1 so that ηh(n),h(n+1) /∈ Â. This completes

the construction of h. Suppose there is a k ∈ ω so that Â = Ak. Since ⟨An : n ∈ ω⟩ is an injection, there

can only be one such k. Thus Â ∩ Bh = {ηh(k),h(k+1)}. If there are no k so that Ak = Â, then Â ∩ Bh = ∅.
Since Φ(h) = Â, Φ(h) ∩ Bh = Â ∩ Bh which is bounded. However Φ(h) ∩ Bh is unbounded by definition of
Φ. Contradiction.

Since Φ is not constant on [C1]
ω, let f, g ∈ [C1]

ω be such that Φ(f) ̸= Φ(g). Let α∗ < κ be the least α
so that Φ(f)(α) ̸= Φ(g)(α). Since Φ is weakly continuous on [C1]

ω, let s0 ⊆ f and t0 ⊆ g be such that for
all f ′ ∈ [C1]

ω and g′ ∈ [C1]
ω, if s0 ⊆ f ′ and t0 ⊆ g′, then Φ(f ′)(α∗) = Φ(f)(α∗), Φ(g′)(α∗) = Φ(g)(α∗), and

therefore Φ(f ′)(α∗) ̸= Φ(g′)(α∗).
Suppose sn, tn ∈ [C1]

<ω have been defined for some n ∈ ω. Define P : [C1]
2 → 2 by P (i, j) = 1 if and

only if there exists an f ∈ [C1]
ω with sup(sn) < min(f) so that ηi,j ∈ Φ(sn f̂). By the Ramsey theorem

ω → (ω)22, there is a D ⊆ C1 homogeneous for P . Pick a f ∈ [D]ω so that sup(sn) < f and let h = sn f̂ . By
definition of Φ, Φ(h) ∩ Bh is unbounded. Pick an n so that h(n) > sup(sn) and ηh(n),h(n+1) ∈ Φ(h). Then

(h(n), h(n+1)) ∈ [D]2 and ηh(n),h(n+1) ∈ Φ(h) = Φ(ŝ f). P (h(n), h(n+1)) = 1. So D must be homogeneous
for P taking value 1. Pick a g ∈ [D]ω with sup(tn) < min(g). Let q = tn ĝ. Φ(q) ∩ Bq is unbounded. Pick
an n so that q(n) > sup(tn) and ηq(n),q(n+1) ∈ Φ(q). Since q(n) > sup(tn), (q(n), q(n + 1)) ∈ [D]2.
P (q(n), q(n + 1)) = 1 implies that there is an f0 ∈ [C1]

ω with sup(f0) > sup(sn) so that ηq(n),q(n+1) ∈
Φ(sn f̂0). Let p = sn f̂0. Observe that ηq(n),q(n+1) ∈ Φ(p) ∩ Φ(q). By the weak continuity of Φ, there are
sn+1, tn+1 so that sn ⊊ sn+1 ⊆ p, tn ⊊ tn+1 ⊆ q, and for all p′, q′ ∈ [C1]

ω, if sn+1 ⊆ p′ and tn+1 ⊆ q′,
then ηq(n),q(n+1) ∈ Φ(p) ∩ Φ(q). Note that since q(n) > sup(tn), ηq(n),q(n+1) > ρ(q(n)) > ρ(sup(tn)). Let
δn = ηq(n),q(n+1).

This construction yields sequences ⟨sn : n ∈ ω⟩, ⟨tn : n ∈ ω⟩, and ⟨δn : n ∈ ω⟩ so that the following holds.

(1) For all n ∈ ω, sn, tn ∈ [C1]
ω, sn ⊊ sn+1, tn ⊊ tn+1.

(2) For all n ∈ ω, δn > ρ(sup(tn)). Since sup{sup(tn) : n ∈ ω} = ω, {δn : n ∈ ω} is unbounded in κ.
(3) For all f ′, g′ ∈ [C1]

ω with s0 ⊆ f ′ and t0 ⊆ g′, Φ(f ′) ̸= Φ(g′) since Φ(f ′)(α∗) ̸= Φ(g′)(α∗).
(4) For all n ∈ ω and f ′, g′ ∈ [C1]

ω with sn+1 ⊆ f ′ and tn+1 ⊆ g′, δn ∈ Φ(f ′) ∩ Φ(g′).

Let f =
⋃

n∈ω sn and g =
⋃

n∈ω tn. By (3), Φ(f) ̸= Φ(g). By (4), {δn : n ∈ ω} ⊆ Φ(f) ∩ Φ(g). Thus by
(2), Φ(f) ∩ Φ(g) is unbounded. Hence Φ(f) and Φ(g) are two distinct elements of the B(κ) almost disjoint
family A with Φ(f) ∩ Φ(g) ∈ B(κ)+. Contradiction. □

Question 5.14. Under similar assumptions, are there no maximal Pκ(κ) almost disjoint families whenever
cof(κ) = ω?

By the result of Schrittesser and Törnquist [16], one needs to analyze the case for singular cardinals of
countable cofinality.
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For the argument concerning maximal B(κ) almost disjoint families in Theorem 5.13, at each stage of the
construction, finite initial segments forced one element to belong to intersections of any future extensions
through the weak continuity of Theorem 5.10. An analogous attempt to handle Pκ(κ) almost disjoint
families would require forcing the intersections to be large. Proposition 5.11 seems potentially useful as it
gives a deeper understanding of functions Φ : [ω]ω → P(κ).

Next, some remarks will be made concerning the hypotheses of this section and Woodin’s theory AD+.

Fact 5.15. Assume AD+. Then DCR, ω → (ω)ω2 , and Ramsey Uniformization for all κ < Θ hold. Also, ω
injects into every infinite set which is a surjective image of R.

Proof. DCR is already a part of AD+. Let X be an infinite set which is a surjective image of R. Let
Π : R → X. Let T ⊆ <ωR be defined by s ∈ T if and only if Π ◦ s : |s| → X is an injection. T is a tree on
R ordered by string extension. Since X is infinite, T has no endnodes. By DCR, there is a branch f ∈ [T ]
(that is, for all n ∈ ω, f ↾ n ∈ T ). Thus Π ◦ f : ω → X is an injection. It has been shown that ω injects into
any infinite set which is a surjective image of R.

Suppose P : [ω]ω → 2. P can be coded as a set of reals. AD+ asserts all sets of reals have an ∞-Borel
code. Thus P has an ∞-Borel code (S, φ) where S is a set of ordinals, φ is a formula of set theory, and for
all f ∈ [ω]ω, P (f) = i if and only if L[S, f ] |= φ(S, f, i). Thus P is correctly defined in any inner model
M containing S by the formula L[S, f ] |= φ(S, f, i). The usual proof establishing ω → (ω)ω2 using Mathias
forcing can be applied here. See [13] or [7] Theorem 26.23.

For simplicity, an argument for Ramsey Uniformization for ω will be sketched assuming AD and V =
L(R). By results of Kechris and Woodin, L(R) |= AD+. By the previous observation, L(R) |= ω →
(ω)ω2 . Suppose L(R) |= ¬Ramsey Uniformization. By replacement, there is an α ∈ ON so that Lα(R) |=
¬Ramsey Uniformization. Thus L(R) |= (∃α)[Lα(R) |= ¬Ramsey Uniformization]. The inner statement is Σ1

in a language possessing a constant symbol for R and each element r ∈ R. Since δ21 = δ∅ and δ∅ is the
least ordinal δ so that Lδ(R) ≺Σ1

L(R) (see [10] Theorem 2.28 and Remark 2.29), Lδ2
1
(R) |= (∃α)[Lα(R) |=

¬Ramsey Uniformization]. Thus there is an α < δ21 so that Lα(R) |= ¬Ramsey Uniformization. Since α < δ21,
there is a surjection π : R → Lα(R) so that the corresponding coding of Lα(R), {(x, y) : π(x) ∈ π(y)}, is ∆2

1

(see [10] Lemma 2.26). Lα(R) has a relation R ⊆ [ω]ω × R which has no almost everywhere uniformization.
This relation R is then ∆2

1. Martin and Steel ([12] and [19]) showed that all ∆2
1 relation in L(R) (and hence

R) has a scale or Suslin representation in L(R). In L(R), R has a uniformization function Φ : dom(R) → R.
By Fact 5.3, there is an infinite C ⊆ ω so that Φ ↾ [C]ω is a continuous function. Such a continuous function
can be coded by a real r∗ in a simple manner. Since R ⊆ Lα(R), r∗ ∈ Lα(R) and hence Φ ↾ [C]ω ∈ Lα(R). By
absoluteness, Lα(R) believes Φ ↾ [C0]

ω is an almost everywhere uniformization for R. However R ∈ Lα(R)
was chosen so that Lα(R) |= R witnesses the failure of Ramsey Uniformization. Contradiction.

In the general setting of AD+, Ramsey Uniformization for ω holds by a very similar argument after using
a result of Woodin under AD+ which asserts Σ1 reflection into Suslin co-Suslin sets (see [17]).

Let R ⊆ [ω]ω ×P(κ). By the Moschovakis coding lemma (Fact 3.15), if κ < Θ, then there is a surjection
π : R → P(κ). Define S ⊆ [ω]ω × R by S(f, r) ⇔ R(f, π(r)). Note that dom(S) = dom(R). Applying
Ramsey Uniformization for ω to S, there is an infinite A ⊆ ω and a function Ψ : dom(S) ∩ [A]ω → R
such that for all f ∈ [A]ω, R(f,Ψ(f)). Define Φ : [A]ω ∩ dom(R) → P(κ) by Φ(f) = π(Ψ(f)). Then
for all f ∈ [A]ω ∩ dom(R), R(f,Φ(f)). Φ is a uniformization for R on [A]ω ∩ dom(R). This establishes
Ramsey Uniformization for κ whenever κ < Θ. □

The following was originally established by Neeman and Norwood using a form of generic absoluteness
for proper forcings.

Fact 5.16. ([15]Neeman-Norwood) Under AD+, there are no maximal Pω(ω) = B(ω) almost disjoint
families.

Theorem 5.17. Under AD+, there are no infinite maximal B(κ) almost disjoint families for κ < Θ with
cof(κ) = ω.

Proof. This follows from Theorem 5.13 and Fact 5.15. □
17
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6. Almost Disjoint Families in L(R)

Fact 6.1. Assume AD and V = L(R). For any ordinal κ, Ramsey Uniformization for κ holds.
More generally, if there is a set of ordinals J so that V = L(J,R) and L(J,R) |= AD+, then for any

ordinal κ, Ramsey Uniformization for κ holds.

Proof. In L(R), every set is ordinal definable from a real. Thus there is a definable surjection Φ : R×ON →
L(R). Suppose R ⊆ [ω]ω × P(κ). For each f ∈ [ω]ω, let αf be the least α so that there exists an r ∈ R
so that R(f,Φ(r, α)). Let A be the collection of x ∈ P(κ) so that there exists an f ∈ [ω]ω and a r ∈ R
so that x = Φ(r, αf ). Note that f ∈ dom(R) if and only if there exists some x ∈ A with R(f, x). Since R
surjects onto A, fix a surjection Ψ : R → A. Define S ⊆ [ω]ω × R by S(f, r) if and only if R(f,Ψ(r)). Note
dom(R) = dom(S). Since L(R) |= AD implies L(R) |= AD+, L(R) |= Ramsey Uniformization. Thus there is
an infinite B ⊆ ω and a function Γ : dom(S) ∩ [B]ω → R so that for all f ∈ dom(S) ∩ [B]ω, R(f,Γ(f)). Let
Υ : dom(R) ∩ [B]ω → P(κ) be defined by Υ(f) = Ψ(Γ(f)). Then for all f ∈ dom(R) ∩ [B]ω, R(f,Υ(f)).

The argument for L(J,R) |= AD+ is similar using the fact every set is ordinal definable from J and a
real. □

Theorem 6.2. Assume AD and V = L(R). For any κ with cof(κ) = ω, there are no infinite B(κ) almost
disjoint families.

Proof. Since L(R) |= AD implies L(R) |= AD+, the result follows from Fact 5.15, Fact 6.1, and Theorem
5.13. □

Theorem 6.3. Assume AD and V = L(R). For any cardinal κ with cof(κ) ≥ Θ, there exists a wellorderable
maximal Pκ(κ) almost disjoint family and a wellorderable maximal B(κ) almost disjoint family which does
not inject into cof(κ) and in fact has cardinality κ+.

Proof. This argument will use the Vopěnka forcing and Woodin’s result that L(R) is a symmetric collapse

extension of HODL(R). See [2] Section 7 and 8 for an account of these results. For each 1 ≤ n < ω, let nA
be the forcing of nonempty subsets of Rn which have OD-infinity Borel codes ordered by p ≤

nA q if and
only if p ⊆ q. (Woodin showed that nA is actually the usual Vopěnka forcing of nonempty OD subsets of
Rn; see [2] Corollary 7.22.) The projection maps πn,m : Rn → Rm for m ≤ n induce forcing projection
maps πn,m : nA → mA (see [2] Fact 7.14). Let ωA be the finite support direct limit of ⟨nA : 1 ≤ n < ω⟩.
Observe that for all 1 ≤ n < ω, nA and ωA belong to HOD and are essentially subsets of Θ. HOD = L[ωA]
by [2] Corollary 7.21. So by the usual condensation arguments, for all κ ≥ Θ, HOD satisfies GCH at κ
and in fact satisfies GCH below Θ by results of Steel [20]. For each r ∈ R, G1

r = {p ∈ 1A : r ∈ p} is a

1A-generic filter over HOD that naturally adds r. For each r ∈ R, HOD[G1
r] = HOD[r] by [2] Fact 7.6. Also

for each r ∈ R, HODr = HOD[G1
r] by [2] Theorem 7.19. By [2] Theorem 7.16, for any g ⊆ Coll(ω,R) which

is Coll(ω,R)-generic over L(R), there is, inside L(R)[g], an induced ωA-generic filter G over HOD so that

L(R) = L(Ṙsym)
HOD[G]. ωA preserves cardinals above Θ since ωA is a forcing of size Θ in HOD. Therefore for

all κ ≥ Θ, κ+ ≤ (κ+)HOD[G] = (κ+)HOD ≤ κ+ where the first inequality comes from L(R) = L(Ṙsym)
HOD[G]

being an inner model of HOD[G]. This shows that κ+ = (κ+)HOD = (P(κ))HOD where the latter equality
comes from HOD satisfying GCH at κ. (Therefore boldface GCH fails for κ ≥ Θ in L(R).)

Now fix a κ with cof(κ) ≥ Θ. Since HOD |= GCH, HOD |= 2<κ = κ. Let π : <κ2 → κ be a bijection with
the property that for all σ ⊊ τ , π(σ) < π(τ). Working in HOD, for each f ∈ κ2, let Af = {π(f ↾ α) : α < κ}
andX = {Af : f ∈ κ2}. X is both a Pκ(κ) and B(κ) almost disjoint family and |X| = |P(2<κ)| = |P(κ)| =
2κ = κ+ since HOD satisfies GCH at κ. Since HOD |= AC, there is a maximal Pκ(κ) almost disjoint family
A0 and a maximal B(κ) almost disjoint family A1 so that X ⊆ A0 and X ⊆ A1. |A0| = |A1| = |X| = κ+

in HOD.
Claim 1: In L(R), A0 is a maximal Pκ(κ) almost disjoint family and A1 is a maximal B(κ) almost

disjoint family.
To see Claim 1: Suppose A0 is not maximal in L(R). Then there is a set B ∈ Pκ(κ)

+ (i.e. |B| = κ)
so that for all A ∈ A0, A ∩ B ∈ Pκ(κ) (i.e. |A ∩ B| < κ). In L(R), all sets are ordinal definable from
some real. Thus B is ODr∗ for some r∗ ∈ R. Thus B ∈ HODr∗ = HOD[r∗] = HOD[G1

r∗ ]. B ∈ HOD[G1
r∗ ]

and HOD[G1
r∗ ] |= for all A ∈ A0, |A ∩ B| < κ. Thus there is a 1A-name Ḃ ∈ HOD and a p∗ ∈ G1

r so that

Ḃ[G1
r∗ ] = B and p∗ ⊩

1A for all A ∈ Ǎ0, |A ∩ Ḃ| < κ̌. Let E = {α < κ : HOD |= (∃q ≤
1A p∗)(q ⊩

1A α̌ ∈ Ḃ)}.
18

7 Nov 2023 15:15:26 PST

220808-Chan Version 2 - Submitted to Adv. Math.



E ∈ P(κ)
HOD

. Since B = Ḃ[G1
r∗ ] ∈ Pκ(κ)

+ and B ⊆ E, E ∈ Pκ(κ)
+. Since E ∈ HOD and HOD |= A0

is a Pκ(κ) almost disjoint family, there is some C ∈ A0 so that |C ∩ E| = κ. For each r ∈ p∗ (each 1A
condition is a set of reals in L(R)), let Tr = {α ∈ E ∩ C : α ∈ Ḃ[G1

r]}.
Note that E ∩ C =

⋃
r∈p∗ Tr. To see this: By definition,

⋃
r∈p∗ Tr ⊆ E ∩ C. If α ∈ E ∩ C, then there

exists a q ≤
1A p∗ so that q ⊩

1A α̌ ∈ Ḃ. Pick any r ∈ q ⊆ p∗. Then α ∈ Ḃ[G1
r] and hence α ∈ Tr.

Claim 1.1: There is an r ∈ p∗ so that |Tr| = κ.
To see Claim 1.1: Suppose not. Then for all r ∈ p∗, ot(Tr) < κ. Define a prewellordering ⪯ on p∗ by r ⪯ s

if and only if ot(Tr) ≤ ot(Ts). The length of ⪯ is less than Θ since ⪯ is a prewellordering on p∗ ⊆ R and the
definition of Θ. Since cof(κ) ≥ Θ, there must be a δ < κ so that ot(Tr) < δ for all r ∈ p∗. Let Σr : Tr → δ be
an injection given by the Mostowski collapse of Tr. For each γ < δ, let Dγ = {Σ−1

r (γ) : γ ∈ rang(Σr) ∧ r ∈
p∗}. Since p∗ surjects onto Dγ , ot(Dγ) < Θ. Let Λγ : Dγ → ot(Dγ) be the Mostowski collapse of Dγ . Note
also that

⋃
γ<δ Dγ = E ∩ C since E ∩ C =

⋃
r∈p∗ Tr. Let ζ = sup{ot(Dγ) : γ < δ}. Note that ζ ≤ Θ. If

κ = Θ, then Θ must be regular since cof(κ) ≥ Θ. Thus if κ = Θ, then ζ = sup{ot(Dγ) : γ < δ} < Θ = κ
since δ < κ = Θ.

Define Ψ : E ∩ C → δ × ζ by Ψ(α) = (γ, η) so that γ is the least γ′ < δ so that α ∈ Dγ′ , and Λγ(α) = η.
Ψ is an injection and therefore, |E ∩C| ≤ |δ× ζ| = max{|δ|, |ζ|} < κ which is clear if Θ < κ and follow from
ζ < Θ if κ = Θ. This contradicts |E ∩ C| = κ. Claim 1.1. has been shown.

Thus there is an r ∈ p∗ so that |Tr| = κ. Tr ⊆ Ḃ[G1
r]∩C. So |Ḃ[G1

r]∩C| = κ. Since C ∈ A0, this violates

p∗ ⊩
1A for all A ∈ Ǎ0, |A∩ Ḃ| < κ̌. This contradiction implies A0 remains a maximal Pκ(κ) almost disjoint

family in L(R).
A1 remains a maximal B(κ) almost disjoint family by a similar argument with the appropriate change to

the ideal B(κ). This completes the proof of the Claim 1.
Note that |A0| = |A1| = (κ+)HOD = κ+. This completes the proof. □

The following is the complete solution to the maximal B(κ) almost disjoint family problem at every
cardinal κ in L(R) |= AD. A solution for maximal Pκ(κ) almost disjoint families is known when κ is not a
singular cardinal of countable cofinality. The next theorem is a special case of Theorem 6.14 which holds in
AD+ and V = L(P(R)).

Theorem 6.4. Assume AD and V = L(R). For every cardinal κ, there is a maximal B(κ) almost disjoint
family A so that ¬(|A| < cof(κ)) if and only if cof(κ) ≥ Θ.

Proof. If κ is a cardinal with cof(κ) = ω, Theorem 6.2 shows there are no infinite maximal B(κ) almost
disjoint families. If κ is a cardinal with ω < cof(κ) < Θ, then Theorem 4.3 implies there are no maximal
B(κ) almost disjoint families which do not strictly inject into cof(κ). If κ is a cardinal with cof(κ) ≥ Θ,
then there is a maximal B(κ) almost disjoint family of cardinality κ+ by Theorem 6.3. □

Theorem 6.5. Assume AD and V = L(R). Suppose κ is a cardinal which is not a singular cardinal of
countable cofinality. There is a maximal Pκ(κ) almost disjoint family A such that ¬(|A| < cof(κ)) if and
only if cof(κ) ≥ Θ.

Proof. If κ = ω, Theorem 6.2 or Fact 5.12 shows there are no infinite maximal Pω(ω) almost disjoint
families. If κ is a cardinal with ω < cof(κ) < Θ, then Theorem 4.3 implies there are no maximal Pκ(κ)
almost disjoint families. If κ is a cardinal with cof(κ) ≥ Θ, then there is a maximal Pκ(κ) almost disjoint
family of cardinality κ+ by Theorem 6.3. □

Question 6.6. What is the answer to the maximal Pκ(κ) almost disjoint family problem in L(R) |= AD
when κ is a singular cardinal of countable cofinality? This question is closely related to Question 5.14.

The argument for L(R) from Theorem 6.3, Theorem 6.4, and Theorem 6.5 can be adapted to models
satisfying AD+, V = L(P(R)), and there is a set of ordinals J so that V = L(J,R). (ADR necessarily fails
in this setting.) The following provides some of the details.

Theorem 6.7. Suppose AD+, V = L(P(R)), and there is a set of ordinals J so that V = L(J,R).
• For every cardinal κ, there is a maximal B(κ) almost disjoint family A so that ¬(|A| < cof(κ)) if

and only if cof(κ) ≥ Θ.
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• If κ is not a singular cardinal of countable cofinality, then there is a maximal Pκ(κ) almost disjoint
family A so that ¬(|A| < cof(κ)) if and only if cof(κ) ≥ Θ.

Proof. For A,B ∈ P(R), let A ≤L B if and only if there is a Lipschitz function Ξ : R → R so that x ∈ A
if and only if Ξ(x) ∈ B. For each A ∈ P(R), let rkL(A) denote the Lipschitz rank of A. If r ∈ R, let
Ξr : R → R denote the Lipschitz continuous function coded by r. Note that if A ≤L B, then there is an
r ∈ R so that Ξ−1

r [B] = A.
Claim 1: There is no surjection of P(R) onto Θ+.
To see this: Suppose Φ : P(R) → Θ+ is a surjection. Let Ψ : Θ+ → Θ be defined by Ψ(α) is the least

β so that there is a set A with rkL(A) = β and Φ(A) = α. There is a β < Θ so that |Ψ−1[{β}]| ≥ Θ. Fix
B ∈ P(R) with rkL(B) = β. Let C = {r ∈ R : rkL(Ξ

−1
r [B]) = β}. Define Λ : C → Θ+ by Λ(r) = Φ(Ξ−1

r [B]).
Since C ⊆ R, Ψ−1[{β}] ⊆ Λ[C], and |Ψ−1[{β}]| ≥ Θ, Λ induces a surjection of R onto Θ which is impossible.
This establishes Claim 1.

Now assume AD+, V = L(P(R)) = L(J,R) for some set of ordinals J .
Claim 2: For all κ ≥ Θ, κ+ is regular.
To see Claim 2: For each n ∈ ω, let nAJ be the forcing of nonempty subsets of R with ODJ -infinity Borel

codes. Let ωAJ be the finite support direct limit of ⟨nAJ : 1 ≤ n < ω⟩. ωAJ ∈ HODJ and HODJ |= |ωAJ | =
Θ. For any g ⊆ Coll(ω,R) which is Coll(ω,R)-generic over L(J,R), there is an induced G ⊆ ωAJ which is

ωAJ -generic over HODJ and L(J, Ṙsym)
HODJ [G] = L(J,R) = V . Since ωAJ is a forcing of cardinality Θ in

HODJ , ωAJ preserves cardinals above Θ. Thus for all κ ≥ Θ, κ+ ≤ (κ+)HODJ [G] = (κ+)HODJ ≤ κ+ since

L(J,R) = L(J, Ṙsym)
HODJ [G] is an inner model of HODJ [G]. Thus κ+ = (κ+)HODJ = (κ+)HODJ [G]. Since

HODJ [G] |= AC, HODJ [G] |= κ+ is a regular cardinal. Since L(J,R) ⊆ HODJ [G] and κ+ = (κ+)HODJ [G],
κ+ is regular in L(J,R).

Claim 3: For each κ ≥ Θ, there is no surjection of P(R)× κ onto κ+.
To see this: Suppose Υ : P(R) × κ → κ+ is a surjection. For each B ∈ P(R), let νB = sup{Υ(B,α) :

α < κ} which is less than κ+ since κ+ is regular by Claim 2. Let E = {νB : B ∈ P(R)}. Since Υ is a
surjection onto κ+, sup(E) = κ+. Since κ+ is regular, ot(sup(E)) = κ+. There is a surjection of P(R) onto
E and thus there is a surjection of P(R) onto κ+ ≥ Θ+. This contradicts Claim 1.

Claim 4: For each κ ≥ Θ, P(κ) ⊆ Lκ+(P(R)).
To see this: Fix κ ≥ Θ. Suppose A ⊆ κ. Let X be the collection of x ∈ Lκ+(P(R)) such that x is definable

in Lκ+(P(R)) from parameters in κ ∪ P(R) ∪ {A}. X is an elementary substructure of Lκ+(P(R)) and
κ ∪ P(R) ∪ {A} ⊆ X. There is an ηA ≤ κ+ so that the transitive collapse of X is LηA

(P(R)). Note that
κ∪P(R)∪{A} ⊆ LηA

(P(R)) and there is a surjection P(R)×κ onto LηA
(P(R)). In particular, there is a

surjection of P(R)× κ onto ηA. By Claim 3, ηA < κ+. Thus P(κ) ⊆
⋃

A∈P(κ) LηA
(P(R)) ⊆ Lκ+(P(R)).

Claim 5: For all κ ≥ Θ, there is no injection of κ++ into P(κ). Thus HODJ satisfies GCH at all κ ≥ Θ.
To see Claim 5: Suppose there is an injection of κ++ into P(κ). Then by Claim 4, there is an injection

of κ++ into Lκ+(P(R)). Since P(κ) × κ+ surjects onto Lκ+(P(κ)), P(κ) × κ+ surjects onto κ++ which
contradicts Claim 3.

With knowledge that HODJ satisfies GCH at all κ ≥ Θ, the argument from Theorem 6.3 can be applied
over HODJ using the forcing 1AJ (which has size Θ). The results follows as in the case of L(R) from Theorem
6.4 and Theorem 6.5 □

Next, some remarks will be made concerning maximal almost disjoint families in L(P(R)) |= AD++ADR.
In this setting, Woodin showed there is an analog of the Vopěnka forcing which adds P(R) symmetrically
over HOD. (See [21] Section 4 for some details of this Vopěnka forcing.) This forcing can be used in manner
similar to the argument of Theorem 6.3 to show the following. (It is unknown if ADR implies AD+ but
ADR + DC does prove AD+.)

Theorem 6.8. Assume AD+, ADR, V = L(P(R)). For any cardinal κ with cof(κ) ≥ Θ, there exists a
wellorderable maximal Pκ(κ) almost disjoint family and a B(κ) almost disjoint family which does not inject
into cof(κ) and in fact has cardinality κ+.

In this setting, the next result gives some partial results concerning Ramsey Uniformization for all κ.

Fact 6.9. Assume AD+, ADR, and V = L(P(R)).
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(1) Assuming cof(Θ) > ω. For all ordinals κ, Ramsey Uniformization holds for all κ.
(2) In general, Ramsey Uniformization for κ holds on a neighborhood: for all ordinals κ and R ⊆ [ω]ω ×

P(κ), there is an s ∈ [ω]<ω, an infinite C ⊆ ω, and a function Λ : dom(R) ∩Ns,C → P(κ) so that
for all f ∈ dom(R) ∩Ns,C , R(f,Λ(f)).

Proof. Woodin showed that under these assumptions, every set is ordinal definable from an element of⋃
λ<Θ Pω(λ). Thus there is a definable surjection Φ :

⋃
λ<Θ Pω(λ) × ON → V . Fix R ⊆ [ω]ω × P(κ).

For each f ∈ [ω]ω, let (λf , αf ) be the least pair (λ, α) so that there a σ ∈ Pω1(λ) with R(f,Φ(σ, α)). Let
Υ : [ω]ω → Θ be defined by Υ(f) = λf . There is an infinite C ⊆ ω so that Υ ↾ [C]ω is continuous in the
sense of Theorem 5.9. Say that s ∈ [C]<ω is a continuity point of Υ (relative to C) if and only if for all
f, g ∈ Ns,C , Υ(f) = Υ(g). Let K be the collection of continuity points of Υ (relative to C). For each s ∈ K,
let ζs < Θ be the value of Υ at the continuity point s; that is, ζs is the unique ζ so that for all f ∈ Ns,C ,
Υ(f) = ζ.

To see (1): If cof(Θ) > ω, then λ = sup{ζs : s ∈ [C]<ω} < Θ. By the Moschovakis coding lemma (Fact
3.15), let π : R → Pω1

(λ) be a surjection. Define S ⊆ [C]ω × R by S(f, r) if and only if R(f,Φ(π(r), αf )).
Note that for all f ∈ [ω]ω, there is some n ∈ ω so that f ↾ n ∈ K and thus there is some σ ∈ Pω1

(λf ) =
Pω1

(ζf↾n) ⊆ Pω1
(λ) so that R(f,Φ(σ, αf )). Thus dom(R) = dom(S). Applying Ramsey Uniformization for

ω (which follows from Fact 5.15), there is an infinite D ⊆ C and a function Γ : dom(S) ∩ [D]ω → R so that
for all f ∈ dom(S) ∩ [D]ω, S(f,Γ(f)). Define Λ : [D]ω ∩ dom(R) → P(κ) by Λ(f) = Φ(π(Γ(f)), αf ).

To see (2): Pick any s ∈ K. By the Moschovakis coding lemma (Fact 3.15), let π : R → Pω1(ζs) be a
surjection. Define S ⊆ [C]ω ×R by S(h, r) if and only if R(ŝ h,Φ(r, αsˆh)). Applying Ramsey Uniformization
for ω, there is an infinite D ⊆ C and Υ : dom(S)∩[D]ω → R so that for all h ∈ dom(S)∩[D]ω, S(ŝ h,Υ(ŝ h)).
Let n∗ = |s|. Define Λ : dom(R) ∩ Ns,D → P(κ) by Λ(f) = Φ(π(Υ(drop(f, n∗))), αf ). Then for all
f ∈ dom(R) ∩Ns,D, R(f,Λ(f)). □

Question 6.10. Under AD+, ADR, V = L(P(R)), and cof(Θ) = ω, does Ramsey Uniformization hold for all
κ ∈ ON?

Regardless of the answer to the question, the proof of Theorem 5.13 can be modified to use Ramsey Uniformization
for κ on a neighorhood.

Theorem 6.11. Assume AD, DCR, and ω → (ω)ω2 . Suppose κ is an infinite cardinal, cof(κ) = ω,
Ramsey Uniformization for κ holds on a neighborhood, and ω injects into every infinite subset of P(κ).
Then there are no infinite maximal B(κ) almost disjoint families.

Proof. In the proof of Theorem 5.13, now use Ramsey Uniformization for κ on a neighborhood to find some
s ∈ [ω]<ω, an infinite C ⊆ ω, and a function Φ : dom(R) ∩Ns,C → P(κ) so that for all f ∈ dom(R) ∩Ns,C ,
R(f,Φ(f)), where R is the relation from the proof. Now run the rest of the argument and construction with
s as an initial segment of all objects. □

Theorem 6.12. Assume AD+, ADR, and V = L(P(R)). If κ ∈ ON and cof(κ) = ω, then there are no
infinite maximal B(κ) almost disjoint families.

Proof. Use Fact 6.9 and Theorem 6.11. □

Theorem 6.13. Assume AD+, ADR, and V = L(P(R)).
• There is a maximal B(κ) almost disjoint family A such that ¬(|A| < cof(κ)) if and only if cof(κ) ≥
Θ.

• If κ is not a singular cardinal of countable cofinality, then there is a maximal Pκ(κ) almost disjoint
family A such that ¬(|A| < cof(κ)) if and only if cof(κ) ≥ Θ.

Proof. This follows from Theorem 4.3, Theorem 6.8, and Theorem 6.12. □

Combining the previous results gives the following main result.

Theorem 6.14. Assume AD+ and V = L(P(R)).
• There is a maximal B(κ) almost disjoint family A so that ¬(|A| < cof(κ)) if and only if cof(κ) ≥ Θ.
• If κ is not a singular cardinal of countable cofinality, then there is a maximal Pκ(κ) almost disjoint
family A so that ¬(|A| < cof(κ)) if and only if cof(κ) ≥ Θ.
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Proof. Woodin showed that if AD+ and V = L(P(R)) holds, then either there is a set of ordinals J so that
V = L(J,R) or ADR holds. In the former case, the result follows from Theorem 6.7. In the latter case, the
result follows from Theorem 6.13.

□
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