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Figure 1: InstruMentAR can automatically generate AR tutorials by directly detecting and recording the user’s operations
on the physical UI elements. (a) The authoring workflow: (a-1) The author with the force sensing hand wearable specifies
the interaction area and image capture area. (a-2) The author presses a button on the instrument (discrete operation). (a-3)
The author turns a knob on the instrument (continuous operation). (a-4) The author records the voice instruction, while a
screenshot is captured automatically. (b-1) The novice user follows the tutorial, which will advance automatically once the user
has completed the correct operation. (b-2) The novice user is warned by preemptive feedback which can prevent the user from
making mistakes.

ABSTRACT

Augmented Reality tutorials, which provide necessary context by
directly superimposing visual guidance on the physical referent,
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represent an effective way of scaffolding complex instrument oper-
ations. However, current AR tutorial authoring processes are not
seamless as they require users to continuously alternate between
operating instruments and interacting with virtual elements. We
present InstruMentAR, a system that automatically generates AR
tutorials through recording user demonstrations. We design a mul-
timodal approach that fuses gestural information and hand-worn
pressure sensor data to detect and register the user’s step-by-step
manipulations on the control panel. With this information, the sys-
tem autonomously generates virtual cues with designated scales
to respective locations for each step. Voice recognition and back-
ground capture are employed to automate the creation of text and
images as AR content. For novice users receiving the authored AR
tutorials, we facilitate immediate feedback through haptic modules.
We compared InstruMentAR with traditional systems in the user
study.
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1 INTRODUCTION

Digital instruments, such as home appliances, office and labora-
tory equipment, and recreational devices, are now interwoven into
the fabric of our society [51, 71]. Most of these instruments fea-
ture a control panel populated with physical Ul elements (e.g., but-
tons, knobs), which serve as the gateway for the user’s operations
[34, 35, 71]. Traditionally, image or video tutorials are created to
guide users through an operation [25, 63]. Recently, Augmented
Reality (AR) tutorials have emerged as a preferable alternative to
traditional image and video tutorials, where visual guidance is dis-
played directly on the associated object and thus is always within
the user’s line of sight [42, 78]. This reduces the user’s cognitive
load by removing the need to switch the context and attention
between the instrument and external information [51, 78, 84]. Dif-
ferent types of tasks require different formats of AR content [22].
In this paper, we focus on arrows with explicit scale and direction.
In addition, we attached the arrows with supplementary text and
images. All these forms of visual guidance have been shown to be
effective in conveying instructions for physical user interfaces on
control panels [3, 22, 46, 59].

The diversity of digital instruments and their associated opera-
tions have motivated researchers to empower end-users to author
sequential AR tutorials on demand and in-situ [51]. To this end, they
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adopted the immersive programming paradigm [17, 54, 95, 104] to
replace traditional 2D programming, in which users simultaneously
operate the instrument and create AR guidance by direct manipula-
tion with virtual objects (e.g., menus, widgets, toolset) [3, 27, 65].
For instance, a user drags an arrow from the virtual library and
rotates it to point down at a button. The challenge of this authoring
process is that for each step of the tutorial, the placement and scale
of the AR visualizations must be properly adjusted by the users.
Otherwise, the misplaced (e.g., an arrow pointing to the wrong
button) and improperly sized (e.g., an arrow not being long enough
to indicate where the slider should be pushed to) visualizations
would undermine the effectiveness of the tutorials. This extra work-
load may cause strain on users who have to switch their attention
back-and-forth between physical instrument operations and vir-
tual object interactions [51, 97]. This issue is exacerbated when an
operational task includes multiple steps (e.g., using an oscilloscope
to measure current).

To address this issue, we seek to eliminate the process of manual
generation of virtual guidance by recording each step of the user’s
demonstrated operations. As a user operates on the instrument, the
system detects and records their manipulations with the UI element
(e.g., button, knob) and automatically translates them into specific
AR visualizations. For example, if a user presses a button, the system
will render a straight arrow pointing downward to the button’s
location. Likewise, if a user rotates a knob, the system will generate
a circular arrow with its starting and ending point matching the
user’s operation. This automated process is often referred to as
authoring by embodied demonstration [27, 97]. It relieves users
from continuous interaction with virtual objects, which could be
both time-consuming and mentally demanding [27, 58, 97, 103].

The key to achieving authoring by demonstration is finding the
proper technique to reliably track the manipulated objects to trans-
fer them into the virtual world. To this end, many works which
focus on assembly utilized overhead cameras to track the move-
ment of manipulated objects and then generated their trajectories
accordingly as visual guidance [37, 41, 76, 97, 99]. However, physi-
cal Ul elements on the control panel are much smaller compared
to the objects involved in the assembly tasks, which makes the
tracking more susceptible to hand occlusion during manipulation
[52, 93]. To address this issue, we propose to track the user’s hand
trajectories instead of the manipulated objects. Our approach can
be summarized into two steps: 1) detecting when does the user’s
hand make contact with and manipulate the Ul elements, and 2)
recognizing how does the user’s hand manipulate them. For the first
step, we employ pressure sensors that are attached to the user’s
fingertips, which allow us to differentiate subtle differences in han-
dling operations. For example, by comparing sensor readings, we
can tell whether users are actually pressing a button or merely
placing their fingers on top of it. For the second step, we resort
to gesture tracking considering its maturity and wide adoption in
modern AR devices. Based on the starting and ending point of ma-
nipulation detected in step one, we extract the gestural information
in between. For instance, the position of the index finger informs
the system where the button is pressed, so that the virtual arrow
can be placed accordingly.

We present InstruMentAR, a system that can automatically gener-
ate AR tutorials by recording the author’s embodied demonstrations.
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The system includes two parts: a custom-designed hand wearable
embedded with pressure sensors and haptic modules, and an au-
thoring interface built on a pair of optical see-through AR glasses
with hand tracking capability (i.e., Hololens 2 [5]). In the initial
setup, the author defines the interaction area and the area for image
capture (Figure 1 a-1). Then the author can proceed to operate the
instrument step-by-step. In the backend, the system records each
operation (e.g., press a button, or turn a knob) and generates AR
visualizations accordingly. After each step of the operation, the
system automatically captures an image of the previously specified
area (Figure 1 a-4). In the meantime, the author can also record
explanations that would later be transcribed to the text displayed in
AR (Figure 1 a-4). During the access mode where the AR tutorial is
displayed to a novice user, the system will automatically proceed to
the next step once it detects that the user has performed the right
operation (Figure 1 b-1). On the other hand, if the system detects
the novice user is performing or about to perform an incorrect op-
eration, the system will immediately issue a visual-haptic warning
(Figure 1 b-2).
Following is a list of our contributions:

e An automated authoring workflow for end-users to create
sequential AR tutorials for digital instruments by intuitive
embodied demonstration.

e A multimodal approach that combines finger pressure and
gesture tracking to translate the author’s operations into AR
visualizations.

o Anautomatic feedback mechanism that can determine whether
the system should proceed to the next step or issue visual-
haptic warning based on the novice user’s real-time opera-
tion.

o A user study that measures the efficiency and usability of
InstruMentAR by comparing it with a non-automated im-
mersive authoring system.

2 RELATED WORK
2.1 AR Tutorials

Traditionally, image- and video-based tutorials were primarily em-
ployed to guide users through complex user interfaces and com-
plicated tasks [25, 53, 63, 89, 90]. With the advent of Augmented
Reality (AR) technology, we now have the opportunity to embed
tutorials into the user’s physical interaction space [21, 27, 42, 45, 69,
73, 92]. AR superimposes visual guidance directly on the associated
object, which ensures that guidance and objects are concurrently
within the user’s lines of sight. As a result, it provides sufficient
contextual information which helps users easily establish men-
tal connections between the guidance and its referred component
[22, 58, 78]. Prior studies have shown that users who receive AR
tutorials tend to make fewer errors compared to those who receive
tutorials from an external display (e.g., monitor, paper) [20, 81]. AR
tutorials can be classified as either synchronous or asynchronous
[83]. In the first category, an instructor must be present to create
and deliver tutorials to novice users in real-time [59, 61, 64, 85]. For
this paper, we focus on asynchronous AR tutorials [22, 83] that are
pre-recorded by instructors, in which novice users can follow these
tutorials at their own pace and at any time.
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Different types of tasks demand different forms of visual guid-
ance in the AR scene [22]. For assembly tasks, 3D animations of
objects’ virtual models are displayed to represent the assembly
motion [27, 48, 101]. For tasks that require body coordination (e.g.,
dancing [16, 26], medical education [29], operating an industrial
machine [46], and playing a musical instrument [87]), body avatars
are employed in the tutorials to represent human motion. In this
paper, we focus on operating physical UI elements on the instru-
ment’s control panel. It is impractical to create virtual models for all
physical Ul elements due to their diversity [51]. On the other hand,
the display of a body avatar is not justified by the lack of body coor-
dination required for control panel operations (e.g., rotating knobs,
pressing buttons) [22]. In addition, due to the avatar’s larger size
relative to the control panel, there will inevitably be obstructions
that could lead to confusion and distraction [22]. Based on these
analyses, we adopt virtual arrows with explicit scale and direction,
as well as supplementary text and images as visual guidance. They
have been shown to effectively convey instructions for physical
user interfaces [3, 22, 46, 59].

2.2 End-User Authoring of AR Tutorials

Empowering end-users to effortlessly author AR applications has
long been the focus of HCI researchers [17, 56, 60, 70, 79]. For AR
tutorial authoring, conventional AR authoring tools (e.g., Unity [12],
Unreal [13], ARCore [1], ARKit [2]) decouple the programming and
operation environment. Developers often struggle to project the
status of the instrument after each operation while programming
[27, 65]. In addition, the transition from the design on a screen to
life-sized visualization in AR often comes with unexpected issues
(e.g., visualizations that are not properly aligned) [67]. Recently,
immersive programming has been adopted to blend the authoring
process into the physical interaction space [54]. Authors can now
refer to the status of instruments for context information while
authoring. In addition, the WYSIWYG (What You See Is What You
Get) metaphor [18] enables users to create virtual guidance (e.g.,
arrows, circles) through direct manipulation of virtual content.
Nevertheless, developers still undertake the workload of manually
selecting, as well as adjusting the position and size, and orientation
of this virtual guidance. For every step, the developers have to
switch their attention back-and-forth between operating on the
instrument and interacting with virtual content, which could be
mentally demanding and time-consuming [27, 58, 97], especially
for those who are not proficient with virtual interactions [103].
To address this issue, we seek to eliminate the process of manual
generation of virtual guidance by recording each step of the user’s
demonstrated operations. For example, TutoriVR [86] and Sketch-
Sketch Revolution [30] record expert users’ sketches in real-time
and use them as sources to generate sketching tutorials. In particu-
lar, we are inspired by prior works about authoring AR tutorials for
assembly tasks, which used overhead cameras [37, 41, 76, 97, 99]
to record the movement of the assembled objects. Instrument op-
erations are different from assembly tasks in that the user’s hands
occlude the majority of UI elements during the manipulation pro-
cess. The resulting occlusion makes external vision-based tracking
of physical UI elements unfeasible [52, 93]. To bypass the occlusion
issue, Kong et al. [51] recorded users’ finger trajectories instead of
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the Ul elements during instrument operations. In the access mode,
each finger is represented by a colored ring to demonstrate to novice
users how to move their fingers. The drawback of this approach is
that the novice user must indirectly infer the intended movement
of UI elements from overlaid 3D finger movement, which may lead
to ambiguity and confusion. For instance, when viewing the replay,
it can be challenging for novice users to tell whether a finger is sim-
ply touching a button or actually pressing it. Thus, we are highly
motivated to explore ways to record the effect of the operation
on the Ul elements (e.g., where the slider is pushed to, the knob’s
rotated angle), so the system could generate explicit symbolic visual
guidance (i.e., arrows) that matches those operations.

2.3 Tracking User Interactions with Physical
Objects

Tracking users’ interactions with physical objects could be either
through tracking the status of the objects or the action of the user.
For the first category, both vision-based [37, 76, 97] and hardware-
based [62, 93] techniques have been proposed. However, both these
approaches are not applicable to our scenario due to constant hand
occlusions and difficulty in reconfiguring every instrument with
extra hardware.

In the second category, some works have designed hand wear-
ables that can accurately detect when and how a user is making
contact with the tabletop [33, 49]. Similarly, some hand wearables
have been designed to detect direct contact with different parts of
the human body (e.g., face [24], palm [49], arm [39]). For physical
objects other than a surface (e.g., food), Zhang et al. [102] designed
a fork with embedded sensors that can detect and record the user’s
food consumption. Recently, with the maturity of hand tracking
algorithms [95] and their wide adoption across mainstream AR de-
vices (e.g., headsets [5, 8], phones [68]), gesture tracking has been
utilized to detect physical interactions. However, gestural informa-
tion alone is inadequate for this task because it can not pinpoint
the beginning and ending points of the physical interaction. To
address this issue, Wu et al. [100] combined gestural information
with depth information from the Kinect camera [7] to detect the
user’s interactions with the kraft paper on the tabletop.

Inspired by the prior work, we designed a multimodal tracking
approach that: 1) detects when an operation starts and ends through
pressure sensor readings, and 2) detects the location and scale of the
operation based on gesture information. The pressure data allows
the system to differentiate subtle differences in operations (e.g.,
touch versus press) while the gesture information is used to de-
rive the position, orientation, and scale of the visual guidance (i.e.,
arrows). Compared to conventional approaches that track manipu-
lated objects, our multimodal tracking approach is more resilient to
occlusions caused by hands as it tracks hands directly. Meanwhile,
our approach does not require the pre-modeling or pre-training of
the objects which significantly streamlines the setup process.

2.4 TFeedback in AR Tutorials

Effective and personalized feedback is important for learning due
to the different characteristics of users, as shown in the worlds
by Gutierrez and Atkinson [38] and Bimba et al.[19]. Due to the
absence of a human instructor during an asynchronous AR tutorial,
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it is crucial for the system itself to provide feedback to novice users
[83]. Recently some works have started to integrate different forms
of feedback (e.g., error detection, suggesting hints, task selection)
into asynchronous AR tutorials [43, 46].

Meanwhile, haptic and visual feedback are two major feedback
modalities [15, 47, 72, 75]. Prior works have sought to seamlessly
combine these two to deliver realistic mixed reality experiences
[77, 80, 91]. These two types of feedback are complementary to
each other as visual feedback can convey richer information while
haptic feedback is more natural and direct [32, 75]. Sigrist et al. [74]
achieved enhancement in complex motor task learning through
leveraging both feedback modalities. Inspired by these works, our
system is designed to provide haptic feedback through a vibration
module integrated into the wearable, as well as the visual feedback
displayed in AR.

In InstruMentAR, the feedback is two-fold. On one hand, the AR
tutorial will automatically proceed to the next step once the system
detects the novice user has performed the correct operation. Pause-
and-play [66] designed a similar mechanism that syncs the video
playback with the application progress. On the other hand, the
system will issue a warning once it detects a potential error from
the novice user. Contrary to the conventional warning feedback
which is only invoked after the error is made [43, 46, 96], we design
a preemptive feedback mechanism in which the novice users are
given a warning when they are performing or about to perform
an incorrect operation. In other words, the system exploits half-
touch interactions to trigger feedback. It is related to pre-touch
interactions explored by prior works in the context of mobile phones
[23, 44], as well as tabletop surfaces [88]. In InstruMentAR, as soon
as the users place their fingers on the wrong button, the warning
is immediately activated. The preemptive feedback is especially
helpful in certain instrument operations where one incorrect action
(e.g., pressing the wrong button) would result in a complete redo.

3 SYSTEM DESIGN

3.1 Implementation

We build our system on Hololens 2 [5] using Unity3D (2020.3.0.f1)
[12]. The InstruMentAR user interface is implemented with support
from the Microsoft Mixed Reality Toolkit (MRTK) [10]. The image
cropping and perspective change functionality is implemented with
OpenCV [11]. The voice-to-text functionality is implemented with
Hololens built-in library.

3.2 Supported Ul Elements and Operations

InstruMentAR supports 5 types of Ul elements: touchscreen, switch,
button, knob, and slider, which can cover the majority of instrument
operations. Specifically, the touchscreen Ul elements we focus on
are digital buttons and digital sliders whose operation logic resem-
bles their physical counterparts. They are prevalent in instruments
that feature touchscreens (e.g., printers, and washing machines)
and cover most of their touchscreen operations. More sophisticated
touchscreen operations (e.g., multi-touch), which have less pres-
ence on these instruments, are not included. How these operations
could be supported in the future is further discussed in section 6.4.

As a way to determine how a user would normally interact with
these UI elements [98], we conducted a survey on 50 individuals
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with prior experience with digital instruments to determine their
preferred gesture for each operation (Figure 2). The survey subjects
are college students who have participated in labs involving the
operation of digital instruments with physical user interfaces (e.g.,
oscilloscope, CNC machine). All of them are also familiar with
operating one or more digital instruments in their daily life (e.g.,
coffee machines, washing machines). For each UI element, survey
subjects were presented with seven possible gestures and were
asked to select up to three of their preferred gestures for each
operation. The seven default gestures are generated by us based
on our experience. The survey result is shown in Figure 2. The
gestures circled in yellow are those that receive at least 30% of the
total vote. The coverage rate indicates the proportion of the vote
that these yellow-circled gestures represent in combine.

We incorporate all the commonly occurred results circled in
yellow into the system (Figure 3 a), except for gestures for switch
operation. We adopt the third most popular gesture in switch oper-
ation (i.e., the one with 30% of the vote). This pinch gesture which
requires two fingers allows the system to determine the orientation
of the generated virtual arrow (further explained in section 3.5.3).

As a first-generation prototype, InstruMentAR expects its users
to perform respective operations using the gestures included in this
taxonomy. We acknowledge this taxonomy is far from comprehen-
sive, and it is likely that some users will be required to perform
demonstrations using unfamiliar gestures. This limitation and its
solutionwould be further discussed in section 6.4. We utilized the
gesture tracking capability of HoloLens, which returns the real-time
locations of every hand joint (Figure 3 b). All of the gestures for
the operations require only the index finger, the thumb, or both.
Meanwhile, the index finger and thumb are the two fingers that
are least likely to be occluded by other fingers. Therefore, we con-
clude that extracting information from three joints (i.e., IndexTip,
IndexDistal, ThumTip) on these two fingers is sufficient for tracking
hand trajectories and generating corresponding visualizations.

Button i

Coverage

Knob 75%
Slider 86%
Switch .. 84%
Touch 77%
Screen

Figure 2: Questionnaire used for the elicitation survey and
the result.

3.3 Hardware Design

InstruMentAR comes with a custom-designed hand wearable for
detecting when the operation takes place and providing haptic feed-
back for an incorrect operation. The wearable has a minimalist
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Button Switch

Two fingers apply force
One finger applies force
d ) Slider

njap

Touch Screen b )

Figure 3: (a) Taxonomy for gestures associated with each
operation (b) Tracked joints in Hololens

design with only three components — a wristband and two finger
caps (Figure 4). Therefore, It hardly alters the appearance of the fin-
ger, which means it is less likely to interfere with the hand-tracking
algorithm. Additionally, the reduced bulkiness would contribute to
a more smooth operation. The finger caps are installed on the tip of
the user’s index finger and thumb, as they are the only two fingers
involved in the operation. We adopt thin film pressure sensors that
can gather pressure strength applied on the fingers. The wristband
holds a microprocessor, a linear actuator haptic module, and a bat-
tery. To optimize hand tracking, these components are all hidden
beneath the user’s wrist when the wearable is put on (Figure 4).
The microprocessor has WIFI capability which allows the wearable
to communicate with the AR headset (i.e., Hololens 2).

The profile (i.e., curvature) of the finger cap is designed to con-
form to the profile of the fingertip. We add conductive tapes on the
fingertips to support touchscreen operations. Two finger bands that
can be tightened by rubber bands hold the cap in its place. For each
finger, three sizes (small, medium, large) of finger caps are provided.
The pressure sensor is secured by a slot and a set of buckles.

With no intention to make the finger cap excessively cumber-
some by attaching multiple pressure sensors, we only include one
pressure sensor to the fingerpad which provides an effective sensing
area of 9mm. However, this pressure sensor alone can only detect
the press gesture while the poke gesture remains undetected. To
address this issue, we design a force-transfer pad that can redirect
the force applied elsewhere to the pressure sensor. With this design,
the users can perform either poke or press to interact with the
physical UI elements, which would suffice for the Ul interactions
we enlisted.

3.4 Operation Threshold

The relationship between the pressure sensor’s analog reading and
the pressure it receives is depicted in (Figure 6 a). To detect the
physical interaction between the finger and the UI, we set 350 g as
the minimal force change (DF in Figure 6 a), which implies that the
user has to exert at least that amount of force onto the UI element
before they could actually move the Ul element. This value is deter-
mined after experimenting with the operation on various physical
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Figure 4: (a) The layout of the hand wearable. (b) The cir-
cuit diagram. (c) The user wears the hand wearable that is
designed to minimize the occlusion for hand tracking.

Ul elements on common instruments. Currently, we adopt the min-
imum pressure required for operation as the universal threshold
value.

Initial pressure applied to the pressure sensor (baseline value in
Figure 6 a) varies between users and fluctuates over time, due to
different wearing habits and the current pose of the finger. To derive
the linear relationship between the analog readings of Threshold
Value and Baseline Value, we collected 8 sets of data to perform data
fitting. During the data collection, we applied the same force to the
Ul element (i.e., button) and measured the initial analog reading of
the pressure sensor (Baseline Value as B) and the analog readings of
the pressure sensor when the minimal force is exerted (Threshold
Value as T). Based on the derived equation T = —0.3923B + 1417.2,
we can dynamically calculate the (analog readings) of operation
threshold from the baseline value, which is updated every time the
user’s hand enters the interaction area near the instrument. Once
the pressure sensor’s analog reading passes operation threshold,
the system determines the operation has started. Likewise, if the
reading decreases lower than the operation threshold, the system
determines the operation has ended.

To enrich the functionality of the pressure sensor, we introduced
another concept named half-press. The analog reading for the half-
press takes half the value of the operation threshold so that it can
detect operations that are about to happen. This value will be later
utilized for the preemptive warning feature.
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Pressure

— Sensor
‘

Rubber Band
Hook

Displacement

Force-Transfer pad

Conductive
Tape b)

Figure 5: (a) CAD of the finger cap. (b ¢ d) The force transfer
pad allows the user to apply force through multiple angles.
(e) The finger caps come in different sizes.

3.5 Author Mode

3.5.1 Setup Procedure. In the initial setup process, the user is re-
quired to draw a bounding box to specify the interaction area (Fig-
ure 7), which serves two purposes. Firstly, the system will only
receive the pressure signal during the time when the hand is within
the interaction area. For instance, when the user taps the table or
rubs finger outside of the area, the system disregards the pressure
signal. It ensures that only operations associated with the instru-
ment will be registered. Secondly, every time the hand enters the
interaction area, the baseline value for calculating the press threshold
is reset to the current pressure sensor reading. Additionally, the
user must specify the area for automatic image capture, which is
typically where the instrument’s screen is located(Figure 7). The
rationale and purpose for this process will be further explained in
the later section.

3.5.2  Operation Detection. As mentioned in the last section, the
wearable can help the system determine when the instrument is
operated. Then the system needs to determine how the instrument
is operated. After an operation is completed, the system records
the gestural information and the pressure sensor input associated
with this operation. We develop a decision-tree-based algorithm
(Figure 8) to classify Ul operations based on this information. At the
first level, the decision tree analyzes whether one or both pressure
readings exceed the operation threshold. The Gesture Pose Filter on
the second level determines whether the user performs a touch or
a pinch gesture by analyzing the hand joint data. Meanwhile, the
Gesture Transformation Filter on both the second and the third level
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Figure 6: (a) Relationship between the pressure sensor’s ana-
log reading and the pressure it receives. (b) Relationship
between the initial analog readings of the pressure sensor
and the analog readings of the pressure sensor after the min-
imal force is applied.

Figure 7: (a) Draw a bounding box around the interaction
area. (b) Draw a red rectangle around the screen area.

determines whether the user’s hand traverses a distance or rotates
in place. The system determines whether the operation is on the
touchscreen by determining whether it falls within the user-defined
screen boundary.

3.5.3 Auto-Generation and Post-Editing of the Arrows. After the op-
eration is detected, the system creates virtual arrows with different
scales and orientations on top of the associated Ul elements (Figure
11 a). For discrete operations (i.e., press a button/a touchscreen, turn
a switch), the system retrieves the location where the operation
takes place as well as the hand pose during operation. Based on
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Figure 8: Decision Tree Algorithm.

Figure 9: Workflow for discrete Ul recording. (Left) The user’s
hand enters the working boundary and the pressure sensor
baselines are reset, (Middle) the press is detected and the
fingertip position is recorded, (Right) the user ends the oper-
ation, and the Ul element is classified as a button.

Enter Working Boundary

End Operation

Perform Continuous Operation

Figure 10: Workflow for continuous Ul recording. (Left) The
user’s hand enters the working boundary and pressure sensor
baselines are reset, (Middle) the press is detected and the
vector between thumb and index tip is recorded, (Right) the
user ends the operation, and the Ul is classified as a knob
and the rotation angle is recorded.

the information, the system generates an arrow that appears at the
exact location where the finger is detected when starting the opera-
tion. The system also sets the orientation of the arrow based on the
hand pose when starting the operation. For the button operation,
the arrow points in the same direction as the index finger. For the
switch operation, the arrow points from the finger which exerts
force to the finger which does not.

While the scale of the arrows is the same for discrete operations,
this is not the case for continuous operations (i.e., turn a knob, swipe
a screen, or push a slider). At both the beginning and the end of
the knob operation, the system retrieves the thumb-to-index-finger
vectors and generates the arrows accordingly. Through vector sub-
traction, the system calculates the rotated angle of the knob which
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determines the length of the arrow. Meanwhile, the distance be-
tween the index finger and thumb, which is related to the knob’s
size, determines the radius of the arrow. For the slider and swipe
operation, the arrow’s length and direction should match the index
finger’s trajectory throughout the operation.

In some cases, the auto-generated arrows may not live up to the
user’s standard due to detection inaccuracies. Therefore, the system
allows users to post-edit the auto-generated arrows by adjusting
their locations, sizes, and orientations. The adjustment process is
performed through direct manipulation of the virtual arrows (Figure
11 b), which is similar to the traditional immersive programming
approaches mentioned in the related work [17, 54].

SWITCH

BUTTON TOUCH
SCREEN

Figure 11: (a) The arrows for different Ul operations that
are automatically generated with our system. (b) Post adjust-
ment.

3.5.4  Supplemental Materials. Although virtual arrows can be eas-
ily interpreted, they may not convey sufficient instructions to guide
users through complex tasks. Therefore we allow users to record
their voices and capture the image of a specific area to convey ad-
ditional information. After each operation, the user can perform a
pinch gesture outside the interaction area to record detailed instruc-
tions. The recording is transcribed to text which will be displayed
on the side of the instrument (Figure 12).

Unlike voice recording, which must be performed manually, the
system automatically captures images after each step. During the
setup, the user manually specifies the area for image capture by
drawing a red rectangle around it. The red rectangle, which con-
stantly appears during the authoring process, serves two purposes.
First, it constantly reminds users of its location to prevent them
from turning their heads away. Then the red boundary displayed in
the captured image can facilitate the automatic image processing.
Specifically, the system segments the contour of the red rectangle
by analyzing the image’s RGB value. The retrieved contour helps
the system determine the coordinates of the rectangle’s four ver-
tices. Based on these coordinates and the rectangle’s original aspect
ratio, the system can automatically crop and correct the image’s
perspective (Figure 12 b) with the help of built-in functions from
OpenCV [4]. In other words, the final image that will be displayed
alongside the instrument is cropped to what is contained within the
red rectangle and the perspective is altered to provide users with
a clearer view of the required information. To avoid occlusion of
the screen, the system would wait until the hands no longer appear
between the AR headset and the screen area to capture the image.
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This is feasible because the system knows the location of the hand,
the screen area, and the AR headset.

Figure 12: (a-1) The automatically captured screenshot, (a-
2) The user performs the pinch gesture outside the work-
ing boundary to record voice, (b-1) the raw image from the
Hololens, (b-2) cropped image based on red rectangle seg-
mentation, (b-3) image after perspective transformation.

Figure 13: Overall workflow of the tutorial Authoring (a) The
user specifies the interaction area and image capture area.
(b) The user presses a button on the instrument (discrete
operation). (c) The user turns a knob on the instrument (con-
tinuous operation). (d) The user records voice instructions.

3.6 Access Mode

3.6.1 Preemptive Feedback. We design a preemptive feedback mech-
anism so that the system will issue a warning prior to the occur-
rence of an error. The feedback includes a vibration from the haptic
module as well as a warning sign shown in AR (Figure 14). This is
especially helpful when users would have to start over from several
steps back due to an incorrect operation, which is a frustrating
experience. There are two classes of errors: locating the wrong UI
elements (e.g., pressing the wrong button Figure 14 a) and operating
in the wrong way (e.g., pushing the slider in the wrong direction
Figure 14 b c). Based on the types of errors, the preemptive feedback
is in three stage. Firstly, the system retrieves the finger’s location
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when it receives the half press signal indicating the finger is touch-
ing the UI element. If the position is not aligned with where the
pre-authored operation takes place (the first class of error), a warn-
ing is immediately issued. Then, we predict the fingers’ intended
movement direction by comparing the pressure signals from In-
dexTip and ThumTip respectively, which is only feasible for slider
operations. For knob and swipe operation, the warning is issued as
soon as the user starts rotating/swipping in the wrong way. Only
when the user removes his finger from the control panel or corrects
the operation to the proper course (e.g., immediately turning the
knob reversely), would the warning feedback disappear.

Figure 14: Preemptive warning when (a) pressing the wrong
button (b) turning the knob in the wrong way (c) pushing the
slider in the wrong way.

3.6.2 Error Handling and Automatic Playback. An error handling
mechanism should be implemented in the event that the user per-
forms the incorrect operation despite the warning. After each opera-
tion is performed, the system will detect the operation and compare
it with the pre-authored operation to determine if an error has
been made. Due to the offset during gesture tracking, we anticipate
that continuous gestures (e.g. push a slider, turn a knob) tracked
in real-time cannot precisely match the pre-recorded ones, even if
the operation is performed correctly. Thus, we allow for a twenty
percent margin of error when comparing the trajectories of contin-
uous operations. The manual pausing and forwarding of a tutorial’s
playback are automated by our system. If an error has been detected,
the AR tutorial will pause. Users may resume it manually if they
believe that the incorrect operation does not have any negative con-
sequences, or they may choose to restart the process if they believe
otherwise. If no error is detected, the system will automatically
advance to the subsequent step.

4 APPLICATION SCENARIO

The predominance of digital instruments is a hallmark of the mod-
ern world. The five types of physical Ul elements can cover the
majority of the common instrument operations. We present three
application scenarios in which InstruMentAR’s ability to generate
AR tutorials automatically could be useful.

4.1 Generating Lab Manuals

Experiments conducted in laboratories frequently require the op-
eration of one or more instruments, and previous research has
demonstrated the need for instructors to create tutorials in a more
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Figure 15: Overall workflow of the tutorial accessing (a) The
user starts by importing the previously authored AR tuto-
rials, which can be accomplished with a single click if the
instrument remains stationary. If not, the user can utilize the
fiducial marker to align the visualization. (b) The user places
the hand on the wrong button and receives a preemptive
warning. (c) The user presses the right button and the system
automatically displays the instruction of the next step. (d)
The user completes the operation.

effective and efficient manner [57]. In addition to the oscilloscope
that is adopted in our user study, InstruMentAR could also be ap-
plied to a centrifuge from a biochemistry laboratory (Figure 16 a-1),
or a laser cutter from a mechanical laboratory (Figure 16 a-2).

4.2 Workforce Training

Companies all over the world have been searching for more efficient
means of training their employees. With InstruMentAR, companies
can easily create AR training manuals to familiarize employees
with the use of the instrument at work. For example, factories can
train workers on how to operate new models of CNC machines
(Figure 16 b-1), and airlines can train pilots on how to operate new
models of aircraft (Figure 16 b-2).

4.3 Generating Operation Manuals for Everyday
Instruments

The instruments used by common people on a daily basis could
also benefit from easily generated AR tutorials. Examples of these
instruments include coffee machines (Figure 16 c-1), printers (Figure
16 c-2), and music pads (Figure 16 c-3). These AR manuals can be
generated not only by manufacturers but also by users themselves.
While referring to the paper/video-based manuals, users perform
operations on the instrument and the corresponding AR tutorials
will be generated in the meantime. These AR tutorials are displayed
directly on the instrument and thus always in a readily accessible
manner. Therefore, users do not need to retrieve the tutorial from
elsewhere whenever they forget about the operation, which is more
convenient.

5 USER STUDY EVALUATION

We conducted a three-session user study to evaluate: a) the accu-
racy of our operation detection model, b) how InstruMentAR can
support end-users to efficiently and effortlessly author AR tutorials,
and c) what novice users feel about the automation features when
receiving the tutorial.
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Figure 16: Possible application scenarios (a-1) Centrifuge
(a-2) Laser cutter (b-1) CNC machine (b-2) Control panel of
helicopter (c-1) Coffee machine (c-2) Printer (c-3) Music pad.

5.1 Session 1: Detection Model Evaluation

In this session, we aim to evaluate our operation detection model.
We recruited 10 users for this user study. We built a mock-up inter-
face populated with tested UI elements (Figure 17). Similar practices
have been adopted by prior works for technical evaluation purposes
[22, 46]. In the later sections, we evaluate the user experience based
on more realistic tasks. The users needed to perform every sup-
ported operation associated with each Ul element. For example, we
tested two operations on the switch which use the thumb and the
index finger to press the switch respectively. Each operation was
required to be performed 30 times consecutively by each user. For
the button, the knob, and the slider, the user performed 10 times on
each of the three shapes of the UI element. An error was recorded if
the spawned arrow did not meet our standard — position within the
diameter of 2 centimeters, orientation and scale within 30% offset.
We summarize the errors into 3 categories:

Error 1: The system cannot detect when the operation starts
since the pressure sensor does not respond to finger contact. This
is because users sometimes manipulate the UI element with less
force than the threshold value. This type of error can be reduced
by allowing users to define customized threshold values (further
discussed in section 6.3).

Error 2: The system misses when the operation ends as the
pressure sensor fails to detect the decrease in applied force upon
the UI element. The tension between the finger and the finger cap
gets larger as the cap may slip away from the original position,
therefore preventing the pressure value from decreasing below
the threshold. This type of error can be reduced by improving the
mounting mechanism which prevents the cap from slipping.

Error 3: Without the occurrence of the first two types of er-
rors, the system sometimes still spawns the arrow with incorrect
transformation (position, orientation, scale). This is due to the mal-
function of hand-tracking algorithms which is beyond our control.

In Figure 18, we report on the result of the study by classifying
the appeared errors into these 3 categories. All the data passed
the Kolmogorov-Smirnov normality test so that we can use the
ANOVA test to evaluate the data.

Regarding the performance of button pressing, screen touching,
and screen swiping with the poke gesture and the press gesture
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respectively, we performed an ANOVA test which suggested that
there was no significant difference between them (p = 0.2586 > 0.01,
p = 0.8154 > 0.01, p = 0.4804 > 0.01). This result suggested that
the force transfer pad design is effective in redirecting the force
applied elsewhere to the pressure sensor. We also compared the
detection performance between different switch operations. The
ANOVA test suggested that there was no significant performance
difference between using the thumb and using the index finger to
turn the switch (p = 0.0992 > 0.01). We also compared the detection
performance among different slider operations. The slider operation
where the index finger presses on the slider has a significantly
higher detection performance compared to the operations with a
pinch gesture while only one pressure sensor on either the index or
the thumb finger is triggered (p = 0.01093<0.03, p = 0.0004 < 0.01).
This is due to the relatively low force required to move the sliders
from sideways, which means the actual force during the latter two
operations was close to the threshold we set. Therefore, they were
more prone to error. Finally, we discovered that the majority of
failures were caused by a hand-tracking malfunction. Meanwhile,
continuous operations were more prone to the loss of hand tracking.

BUTTON

TOUCH
SCREEN

Figure 17: Mock-up machine for technical evaluation.
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Figure 18: Results for Session 1: Performance of each opera-
tion detection.

5.2 Session 2: Authoring AR Tutorials

In this session, we aim to evaluate the author mode of InstruMentAR.
As mentioned in the introduction, InstruMentAR aims to automate
traditional immersive authoring systems for AR tutorials [3, 65].
Therefore, our baseline system is designed based on these systems
where AR tutorials are created by manual manipulation of virtual
content. Specifically, the user has to manually select, place, and
adjust the arrows (Figure 20 a,b) while taking pictures (Figure 20 c)
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once the user completes the current step, the user has to manually
forward to the next step by pressing a button. The voice-to-text
functionality is also implemented in the baseline as it is a feature
that has been adopted by many AR devices (e.g., Hololens [6]).
Meanwhile, it is not part of the automation feature as users still
need to manually start and stop the recording (further discussed in
section 6.1).

The two tasks we choose for this session are common tasks from
the circuitry lab (Figure 19 a), which is using an oscilloscope to
observe and measure two different signal outputs from a micro-
processor board. Each task contains multiple steps of operations.
Compared to the mock-up task in session one, this realistic task
provides users with more context during operation. The oscillo-
scope does not have a switch, a slider, or a touchscreen, and the
associated operations are not included. Nevertheless, the operations
on switches, sliders, and touchscreens were extensively evaluated
in session one. Meanwhile, their tutorial authoring workflows are
similar to that for buttons and knobs. 10 users (8 males and 2 fe-
males, aging from 19-25) were recruited for this session. They were
all college engineering students who have taken circuitry labs be-
fore. Therefore, they understood the operation logic behind the
task and were considered as target users of InstruMentAR in this
scenario. Each user was required to complete the authoring for both
tasks through referencing the paper-based manual we provided. To
counter-balance the familiarity effects, we separated the users into
two groups randomly. Specifically, 5 users used the baseline system
for the first task and then InstruMentAR for the second task. In
contrast, the other 5 users reverse the order by using InstruMentAR
first and then the baseline system. Due to the diversity of users’
proficiency with manipulating virtual objects, we expect a high
disparity in the quality of manually authored tutorials. Therefore,
we designed an intervention mechanism in the baseline system.
Specifically, if the position, orientation, or scale of the authored
virtual arrows deviates more than the maximum value we set, the
system does not allow the user to proceed to the next step. For In-
struMentAR, we set the same maximum value that the arrows can
deviate. During the user study, thanks to the high accuracy of our
detection model (demonstrated in section 5.1) and post-edition from
users, all users with InstruMentAR passed the minimal requirement
themselves without any intervention.

5.2.1 Evaluation Metrics & Results. We report the average time
it took for each user to author the tutorial for each step of the
task (Figure 21). Specifically, we group the interactions into two
categories. The first category is the virtual interactions that hap-
pen in the virtual space aided by the AR device. In this category,
we measured the virtual arrow creation time in the baseline sys-
tem which is the amount of time it took for a user to select an
arrow from a library, place it in a particular location, and adjust
its size and orientation. For InstruMentAR, arrow creation time
only includes the amount of time it took for the user to perform
an operation as the arrow is generated automatically. For both sys-
tems, we recorded the time for creating supplemental materials. For
InstruMentAR, we recorded the occurrence and the time it took for
post-editing. The second category is the physical interactions that
happen entirely in the physical space. After virtual manipulation of
the arrow, the baseline system users needed to physically operate
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Task Step Ul Element
1 | Turn on the oscilloscope 6
2 | Adjust vertical scale 9
3 | Adjust trigger level 11
Measure | 4 Adjust horizontal scale 10
Signal of -
LED 1 5 | Measure signal frequency 2
6 | Measure on-signal width 3
7 | Change measurement menu 5
8 | Measure signal duty cycle 1
1 | Turn on the oscilloscope 6
2 | Turn on input signal 2 7
3 | Adjust vertical scale 9
Measure |4 Adjust vertical offset 8
Signalof | 5 | Change measurement menu 4
LED 2 6 | Measure & compare signal 2
7 | Measure and compare on-signal 3
8 | Change measurement menu 5
easure and compare signal duty cycle
a) 9 |m d ignal d | 1

Figure 19: (a) The description of each task. (b) The oscillo-
scope with its physical Ul elements marked for better refer-
ence in the description.

Figure 20: The Baseline system where the user, (a) creates an
arrow (b) adjusts the position and orientation, and (c) takes
a picture of the screen.

on the Ul element to match its status as required in the next step
(shown as physical operation time). This procedure is omitted in
InstruMentAR as it integrates the physical operation into the arrow
creation process. Meanwhile, users with both systems needed to
refer to manuals for each operation. The occurrence and the time
it took for manual referencing were both recorded. We recorded
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how many times the user switched between a physical interaction
and a virtual interaction. Finally, we compile the total average time
taken for a single step and for a single task.

As hypothesized, the time it took for manual authoring is sig-
nificantly longer than for automated authoring (346.16s vs 160.2s).
The occurrence of context switch in the baseline system was signif-
icantly higher than that in InstruMentAR. This is attributed to the
fact that users using the baseline system had to switch constantly
between operating on the instrument and interacting with virtual
elements. Specifically for authoring arrows during continuous op-
erations (i.e., rotating a knob), we observed that most users (8 out of
10) performed multiple context switches during a single operation.
For instance, they first positioned a virtual arrow at the desired
location, then physically rotated the knob, and finally turned back
to adjust the virtual arrow’s scale and orientation. Meanwhile, for
the baseline system users, it took them more time to reference man-
uals. Based on the user feedback, they often "forget (P4)" what they
read from the manual after virtual operations that "take too long
(P6)". Therefore, they needed to go back to the manual to "revive
their memory (P6)". Notably, individuals with prior experience with
Hololens required much less time for creating arrows during the
manual authoring (Figure 22). In comparison, such distinction was
not obvious for automated authoring which is reflected by the low
standard deviation in the arrow generation time.

The Likert-type question ratings regarding specific features in
InstruMentAR are shown in (Figure 23). In general, users found the
workflow easy to follow (Q1: avg=4.4, sd=0.9165). "The whole pro-
cess is not much different than what I would normally operate on an
oscilloscope (P3)". "I don’t need to memorize any operation, not like in
the former (manual system) system (P5)". The setup procedure which
involves drawing the bounding box around the instrument, specify-
ing the display plane & the image capture area was considered to be
straightforward (Q7: avg=3.9, sd=1.3). Most of them acknowledged
that the post-edit option which allows them to further adjust the
auto-generated AR guidance is necessary (Q3: avg=4.2, sd=1.249).
"I suppose no system is perfect, so it would always be nice to have a
backup (P7)". Also, users believed it is necessary to have images
and text as supplementary material in addition to the virtual arrow
(Q2: avg=4.5, sd=0.5). "I cannot imagine how people could get the
waveform right without comparing their current screen to the image I
captured (P9)". Meanwhile, users appreciated the fact that the visual
guidance (i.e., arrow) for knobs has a dynamic shape and scale to
match actual operations (Q5: avg=4.5, sd=0.922). "It makes sense
to have arrows of different lengths to represent 180-degree turn and
10-degree turn differently, even with the image as the reference (P5)".
Most of the participants did not object to using specified gestures
for operation (Q6: avg=4.2, sd=0.7483). In the meantime, they did
not feel the hand wearable is too cumbersome to impede their op-
erations (Q4: avg=1.9, sd=0.7). "It is not ideal to wear a glove for
sure, but I don’t think it is a big deal considering the time and trou-
ble it saved (P10) ". Nevertheless, some complaints were received
regarding the last two aspects, which will be further discussed and
analyzed in the next session. Before the user study, we informed
our users of the limitations of the gesture tracking speed and asked
them to control their pace to avoid loss of tracking. Nevertheless,
the loss of tracking still occasionally occurred and was reported
as causing a "frustrating experience (P5)" as users had to "carefully
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adjust my hand (P10)" to get it re-tracked. The users did not feel the
negative effect of field of view on video capture in this task because
the screen of the oscilloscope is close to the main interaction area.
The standard SUS survey results for the study received 81 out of 100
with a standard deviation of 15.12, which indicated high usability
for the authoring mode of InstruMentAR.

Virtual Interaction Physical Interaction
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Figure 21: Results for Session 2: Authoring completion time
for the baseline system and InstruMentAR.

Average Time (s) | Standard Deviation (s)
Experienced User 8.28 1.09
Button Arrow Creation
Novice User 13.82 2.27
Experienced User 18.65 2.28
Knob Arrow Creation
Novice User 28.72 7.80

Figure 22: Difference in arrow creation time between experi-
enced users and novice users.
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Figure 23: Results for Session 2: Likert-type questionnaire
results.

5.3 Session 3: Receiving AR tutorials

In this session, we recruited 10 users (8 male, 2 female, aging
from 20-25). 2 of the users had experienced AR applications from
phones. None of them had used Hololens before. Similar to the prior
session, each user was a college engineering student. The study
lasted around 1 hour and each user was compensated with 20 dollars.
We first asked our users to walk through the Hololens 2 official
tutorial to learn how to navigate the user interface with basic hand
gestures. After completing the task, the user completed surveys with
Likert-type (scaled 1-5) questions regarding the user experience of
specific system features and a standard System Usability Scale (SUS)
questionnaire on InstruMentAR. We then conducted an open-ended
interview to get subjective feedback on our system. In this session,
we aim to evaluate the automation features (i.e., automatic playback
and feedback) in the access mode. As discussed in section 2.1, AR
tutorials have found widespread adoption [3, 9], due to their many
advantages over traditional paper/video-based tutorials [22, 58, 78].
Meanwhile, the comparison between paper/video-based tutorials
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and AR tutorials has been thoroughly explored in the past [20, 81].
Therefore, we focus on comparing InstruMentAR with existing AR
tutorials that cannot track users’ interactions. In this session, the
baseline system delivers the same AR tutorial with the same visual
cues ( ie., arrows, text, and images) as InstruMentAR. However,
the baseline system lacks the automation features in InstruMentAR
as it cannot track user interactions. Specifically, users with the
baseline system must manually forward the tutorial every time
they complete a step and they cannot receive any warning feedback.
The AR tutorial used in both the baseline and InstruMentAR was
authored by us so we can control its quality and ensure that it is
consistent for all users. This is important as the evaluation target
is the novel features in the access mode instead of the quality of
AR tutorials. We adopted the same oscilloscope tasks described in
the previous session. Like in the previous session, we separated the
users into two groups randomly. 5 users used the baseline system
for the first task and then InstruMentAR for the second task. The
other 5 users reversed the order by using InstruMentAR first and
then the baseline system.

5.3.1 Evaluation Metrics & Results. We report the average time it
took for each user to complete the operation of the task following
the tutorial (Figure 24). We recorded how much time it took for
baseline users to manually click on the next step to forward the
tutorial. This operation is omitted in InstruMentAR. Overall, it took
less time for the users to follow the AR tutorials in InstruMentAR
(57.06s vs 107.7s). The time difference (50.04s) was attributed to the
omitted procedure of forwarding steps (20.65s) and the warning
feedback. According to the feedback from our users, the real-time
feedback helped them feel confident that they had completed each
step correctly, so they did not need to constantly reference tutorials.
Four users preferred the InstruMentAR to the baseline system. It
was in contrast to the authoring session where InstruMentAR was
the unanimous favorite. Most of the complaints came from the fact
that they had to use specified gestures. "It is already challenging
to understand each operation, I don’t want the devote more effort
on remembering gestures (P1)"(Q3: avg=3.4, sd=1.1135). Also, the
feelings towards the hand wearable were mixed. "Sometimes I worry
I might accidentally press the wrong button with the extra hardware
on my fingertip (P6)"(Q2: avg=2.9, sd=0.9165). Nevertheless, most
users appreciated the preemptive warning feature (Q4: avg=4.9,
sd=0.9434). "I don’t have to worry about pressing the wrong button
and starting all over again. Now I have more confidence when making
the next move (P2)". The feelings towards the automatic playback
feature were also generally positive (Q1: avg=3.7, sd=0.9). "It feels
like magic that the tutorial can move forward on itself". The SUS
survey results for the study received 68 out of 100 with a standard
deviation of 17.49.

6 DISCUSSION, LIMITATIONS, AND FUTURE
WORK

In this section, we discuss the primary results of the study, the
system limitations, and their implications in detail. We also provide
insights and recommendations for the future design of automated
AR authoring systems for instrument operations.
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Click Next | Physical Operation | Total Time Per

Step (s) (s) Step (s)

Button M SD M SD M SD
Baseline 2.42 10.56 3.25 0.47 8.72 1.56
InstrumentAR N/A 1.79 0.40 3.23 | 0.60
Knob M | SD M ) M SD
Baseline 245 (0.44| 5.36 0.50 12.95| 1.27
InstrumentAR N/A 3.52 0.66 5.80 | 0.75

Total Click Next(s) Total Time Per Task (s)
M SD M SD
Baseline 20.65 3.59 Baseline 107.70 11.08

InstrumentAR| NA N/A InstrumentAR| 57.06 4.48

Figure 24: Results for Session 3: Tutorial consumption time
for the baseline system and InstruMentAR.

Q1. 1am confident the tutorials

guide me well ||
2.1 think it is cumbersome and uncomfortble to |
wear a glove throughout the process

Q3. 1 do not feel uncomfortable or awkward when being _ -
asked to operate Ul elements with specified gestures

Q4. 1 think the automated warning _

can prevent incorrect operations -

Figure 25: Results for Session 3: Likert-type questionnaire
results.

6.1 Automated Authoring

As hypothesized, the automated authoring workflow is appreciated
by all users and is less dependent on the user’s familiarity with
virtual interaction. It conforms to the low-friction design principle
[14, 28] which asserts that users should be able to accomplish their
tasks as easily and directly as possible. We believe that some as-
pects of the workflow could be further automated in the future. For
example, the user does not need to manually define the interaction
area by drawing a bounding box if the system can automatically
determine this area by scanning the geometry of the instrument.
However, the resolution of current AR devices’ built-in depth cam-
era is too low to accurately scan the geometry of the instrument.
In addition, the “voice recording” has been identified as the most
time-consuming process in the current authoring workflow as users
have to manually “decide when to start and when to end (P2, ses-
sion one)”. With the advancement in natural language processing
(NLP) technologies and its promising applications in text summa-
rization [31], it is worth investigating the feasibility of recording
users’ ongoing narrations in the background while automatically
summarizing them into bulletin points displayed in AR.

6.2 Multimodal Tracking Approach

In essence, our multimodal tracking approach utilizes the users’
gestural information during the operation to derive the locations
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and orientations of the object. It is more resistant to hand occlusions
compared to conventional approaches that use external cameras
to track manipulated objects directly. Besides, approaches relying
on external cameras require careful calibration to a specific en-
vironment, thus limiting the mobility of interaction [40, 94]. In
contrast, our approach employs hand tracking modules already
integrated into the AR device as well as a plug-and-play wearable,
which fosters spontaneous interactions. Also, our approach does
not require pre-modeling or pre-training of the objects as opposed
to other camera-based approaches [37, 99]. Therefore it can scale
more easily to a variety of objects and tasks. For example, the user
can utilize this approach to empower toys with AR animations
(Figure 26 a). The squeeze upon the cannon can be detected by the
pressure sensor while the cannon’s rotation can be tracked based
on the gestural information. Similarly, it can enable AR sketching
on a hard surface (e.g., a wall, or a table) by recording the finger’s
trajectory during the surface contact (Figure 26 b).

a-1) a-2) b-1) b-2)

Figure 26: (a) The user plays with an AR-empowered toy. (a-
1) The user squeezes the cannon to fire a virtual ball. (a-2)
The user rotates the cannon to fire in different directions. (b)
Sketching on a hard surface. (b-1) The user draws a virtual
picture on the wall. (b-2) The user writes a sticker note on
the refrigerator.

6.3 Supporting User-Defined Operation
Threshold

As previously mentioned, we experimented with the operation of
different physical UI elements on common instruments. We finally
adopted the minimum pressure required as the universal threshold
value. Due to the variety of the Ul element’s physical properties (e.g.,
button’s string stiffness), this universal threshold value is a limiting
factor for the system’s scalability. It is unfeasible for developers to
test every physical Ul element available and recalibrate the thresh-
old on a case-by-case basis. Therefore, we envision a workflow
where end-users can set this value adaptively in real-time.

In the setup process, we introduce an additional step where the
user manually records the pressure value when the Ul element is
being operated. This step is done by explicitly informing the system
when the operation (e.g., pressing the button) takes place. In this
way, the system can register the value in the back-end and apply
it for future operations on this UI element. This step needs to be
repeated on each Ul element (e.g., button, knobs) of the instrument.
This improved workflow allows the system to set a unique threshold
value for each UI element.

Ziyi Liu, Zhengzhe Zhu, et al.

6.4 Supporting More Diverse Gestures

The system currently only supports a fixed number of gestures
for each operation, which does not take into account each user’s
personalized gestural patterns while performing an operation. It is
a major source of the complaints we received. For example, a user
(P2, session two) who preferred to use only the index finger to turn
the knob complained that "I wish I had more freedom in choosing
how to (use my own gestures to) operate”. To support more gestures
for operation, we can extend the Gesture Filter (Figure 8) in the
decision tree to recognize more gestures. This can be achieved by
incorporating more finger joints as input while developing more
sophisticated gesture tracking algorithms. The extension of the
Gesture Filter can also help support more interaction types such as
the multi-touch operation.

Nevertheless, it is still difficult for developers to anticipate every
user’s gesture preferences and incorporate them into the system in
advance. Therefore, we believe that the most effective solution to
this limitation is to enable end users to define their personalized
gestures in real-time. Recently, GesturAR [95] achieved a similar
outcome by allowing end users to define their own gestures which
are used to animate AR content. The one-shot learning technique
[50] they adopted allows the system to detect hand gestures using
only one demonstration example by comparing the real-time hand
data with it. In the future, we can develop a similar methodology
to allow each user to demonstrate and register their own gesture
into the system.

6.5 Incorporating Error Handling During
Authoring

Right now, InstruMentAR only supports authoring single-thread,
sequential tutorials that novice users follow step by step. If the
novice makes an error during operation (e.g., presses the wrong
button), the system will pause its automatic display. The novice user
has to determine if this operation alters the status of the instrument.
If not, users can manually resume the AR tutorials. Otherwise, they
need to start from the first step by resetting the tutorial, which
is described as "discouraging (P3 session two)" and "frustrating (P2
session two)".

One way to address this problem is by incorporating error han-
dling at the authoring stage. Inspired by prior works [55, 90], we
envision adopting the branch-based AR authoring that allows au-
thors to account for potential errors. The author can not only use
the main branch to demonstrate the correct steps of operation but
also use the child branch to direct novice users back to the clos-
est checkpoint so they can restart from there. The multi-branched
AR tutorials facilitate easier recovery from unintended errors for
novice users.

6.6 Modeling the Instrument’s Status

As previously mentioned, InstruMentAR generates sequential
AR tutorials along a single linear path while tracking only user
interactions as input to forward the steps. Meanwhile, tracking
the instrument’s own status through analyzing screen displays can
be incorporated to enable further functionalities. For example, the
current system only displays the screen images as additional visual
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cues. During the user study, several users reflected that the diver-
sity of visual guidance needs to be further expanded. "It took me a
while to find the voltage number on the picture that the instruction
is referring to (P5 session two)". If the system were able to model
and extract the voltage number from the screen capture, it would
only display the number on the side. The number could also change
dynamically as users gradually turn the knob if the system can
understand the relationship between input and output. In addition,
instrument status tracking can complement the existing user inter-
action tracking to determine the completion of the operation. For
example, the "Complete" sign shown on the screen would inform
the system to forward to the next step. Similarly, more extensive
feedback could be facilitated by analyzing the warning signs on the
screen.

Specifically, several recent works have successfully modeled in-
formation on the screen by adopting computer vision techniques
and crowdsourcing [34-36, 51]. In light of their accomplishments,
we plan to draw inspiration from their methodologies and incor-
porate instrument status modeling to achieve the aforementioned
functionalities.

6.7 Improving the Hand Wearable Design

As the first generation of the prototype, our hand wearable has some
flaws in terms of ergonomics, resulting in some user discomfort. For
instance, a user argued that the vibration module should be placed
on the fingertips alongside the pressure sensor since it is more close
to “where the error takes place (P8 session one)". In addition, another
user complained that the pressure sensor attached to his fingertip
altered his touch sensation as the user can no longer feel the texture
of real objects, which results in an "unrealistic and non-intuitive (P9
session one)" operation. This observation aligns with the finding
from prior work [82]. To address this issue, we will explore to find
new methods to detect object contact (e.g., IMU strapped around the
back of the finger [33]) without obstructing touch. In addition, the
operation threshold for the pressure sensor reading is set arbitrarily
based on our test on the different Ul elements. In the future, it could
be fine-tuned dynamically based on users’ individual force profiles.

7 CONCLUSION

In this work, we present InstruMentAR, a system that can automat-
ically generate AR tutorials by recording the author’s embodied
demonstrations. We start by eliciting 5 common UI elements and
their associated operational gestures. Then, we designed the hand
wearable which can precisely detect when the UI operation takes
place. Furthermore, we develop the authoring interface allowing
users to create AR tutorials through step-by-step demonstrations
of the instrument. We also implement preemptive feedback and au-
tomatic feedback in access mode to aid novice users in consuming
tutorials more efficiently. In the user study, we evaluated the effi-
ciency and usability of InstruMentAR by comparing it against two
baseline systems for authoring mode and access mode respectively.
We hope that this paper creates new opportunities for automating
and democratizing AR tutorial authoring for a wider audience.
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