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Figure 1: An overview of the end-to-end learning process in LearnIoTVR. (a) A student starts the learning process by installing
the motion sensor above the door frame and the servo motor inside the door shaft. (b) The student then programs an automatic
door that opens by itself when it detects a person approaching. The programming is performed by assembling the block-based
language which is custom designed for the immersive environment. (b-1) Coding blocks are initially situated beside their
relevant objects. (b-2) The "container" feature creates a proxy for objects from afar. It allows users to program the interaction to
open a door and the light in another room in one place. (c) Two exploration mechanisms supported by LearnIoTVR: (c-1) The
student approaches the door in person and checks if the door would open within the distance set in the program. (c-2) The
student arbitrarily changes the darkness of a room through a control panel and then observes if the light can be automatically
turned on.

ABSTRACT

The rapid growth of Internet-of-Things (IoT) applications has gen-
erated interest from many industries and a need for graduates with
relevant knowledge. An IoT system is comprised of spatially dis-
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tributed interactions between humans and various interconnected
IoT components. These interactions are contextualized within their
ambient environment, thus impeding educators from recreating
authentic tasks for hands-on IoT learning. We propose LearnloTVR,
an end-to-end virtual reality (VR) learning environment which
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helps students to acquire IoT knowledge through immersive de-
sign, programming, and exploration of real-world environments
empowered by IoT (e.g., a smart house). The students start the
learning process by installing virtual IoT components we created in
different locations inside the VR environment so that the learning
will be situated in the same context where the IoT is applied. With
our custom-designed 3D block-based language, students can pro-
gram IoT behaviors directly within VR and get immediate feedback
on their programming outcome. In the user study, we evaluated
the learning outcomes among students using LearnloTVR with
a pre- and post-test to understand to what extent does engage-
ment in LearnloTVR lead to gains in learning programming skills
and IoT competencies. Additionally, we examined what aspects of
LearnIoTVR support usability and learning of programming skills
compared to a traditional desktop-based learning environment. The
results from these studies were promising. We also acquired insight-
ful user feedback which provides inspiration for further expansions
of this system.

CCS CONCEPTS

« Human-centered computing — Human computer interac-
tion (HCI).
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1 INTRODUCTION

The Internet of Things (IoT) refers to the interconnected system
of physical objects — "things" — that are embedded with sensors,
actuators, and software [73, 103]. IoT technologies enable everyday
objects to sense the environment and automatically perform tasks
without human intervention [48, 91]. IoT has a massive potential
to automate conventional workflows and has received ubiquitous
adoption in numerous industries such as healthcare [1], transporta-
tion [10], manufacturing [8], and agriculture [10] with an estimated
economic impact of up to $11 trillion by 2025 [9]. This emerging
market creates a significant demand for graduates with IoT knowl-
edge, which highlights the need to broaden the reach of IoT educa-
tion [68, 69]. As a step in this direction, we explore an entry-level
IoT learning environment for novice learners. Specifically, we tar-
get middle school through college-age learners who either 1) have
no prior IoT knowledge, or 2) only know the basics of IoT while
having no experience of programming IoT applications. The desired
learning outcome for IoT may vary under different circumstances
[80, 123]. In this work, we aim for the learning goals defined by
Lechelt [68] which encompasses: 1) understanding the basics of
IoT components (e.g., sensors and actuators), 2) understanding how
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these components interact with each other in an overall system, and
3) employing basic programming skills to create IoT applications.

With its components scattered around and embedded within the
environment, a real-world IoT system is difficult to be recreated as a
whole for hands-on and authentic learning experiences [21, 59, 75].
To bypass this challenge, some educators have chosen to decouple
IoT components from their environment. For instance, the servo,
the motor, and the microcontroller can be taken out and placed
on the student’s table, as opposed to being installed on the door
(Figure 1 a). However, this approach risks decontextualized learning
since the IoT components are presented in isolation from their
real-world application environment [111]. For this reason, some
educators have gone to great lengths to set up dedicated laboratories
where realistic IoT applications are recreated [35, 50]. However,
this approach has limited scalability due to significant cost and
maintenance effort. On the other hand, virtual reality (VR) can
simulate IoT components and their surrounding environment in
a low-cost and flexible manner [33, 88, 117]. Furthermore, VR can
be utilized to reenact events that would otherwise be difficult or
dangerous to access in real life (e.g., an IoT system putting out a
fire). Thus, we envision that simulating an integrated IoT system in
VR presents a preferable alternative to provide real-world learning
in educational settings.

Although virtual reality has been applied to provide authentic
learning experiences for different subjects (e.g., chemistry [39, 83],
art & cultural learning [55, 56], language learning [34, 84]), a full-
fledged VR environment for IoT learning has yet to be developed.
The main effort is to design a programming interface as program-
ming IoT applications is an integral part of the learning process
[68, 123]. The traditional 2D programming interface is inherently
incompatible with the 3D environment. To address this issue, we
adopt the immersive programming paradigm which directly inte-
grates the programming interface within VR. In this way, students
can constantly refer to spatial information surrounding them while
programming while getting immediate feedback on the programs’
executions. Previously, immersive programming interfaces have
been primarily targeted at end-users who want to quickly prototype
interactions and have rarely been adopted for educational purposes.
To close this gap, we adapt the block-based programming language
for use in VR. This language, which was initially designed for pro-
gramming education and has since received widespread adoption,
has proven to provide sufficient scaffolds for novice learners, who
are our target users [126, 128]. By designing a 3D block-based pro-
gramming interface, we try to open up space for the application of
immersive programming in an educational context.

We propose LearnloT VR, an innovative learning environment
where instructors can bring project-based IoT education to students.
To provide students with a deeper knowledge of the hardware, the
learning process starts with installing IoT components to respective
objects in the environment. Then, the students enter the program-
ming stage where they define interactive behaviors of IoT with
immersive block-based programming. Creating the outcome of a
program requires assembling relevant blocks together and entering
intended parameters. Meanwhile, the student can simultaneously
program several devices from afar thanks to the "container” feature.
During the exploration stage, students can freely alter the environ-
mental context while visualizing the corresponding effects on the


https://doi.org/10.1145/3544548.3581396
https://doi.org/10.1145/3544548.3581396

LearnloTVR: An End-to-End Virtual Reality Environment Providing Authentic Learning Experiences for Internet of Things

IoT system in-situ and in real-time. Our system supports students
to alter environmental context through first-person actions or by
directly adjusting parameters on a control panel.

We propose the following contributions:

e An end-to-end IoT learning framework that supports in-
stalling, programming, and exploring authentic IoT systems
in virtual reality.

e An immersive programming interface along with a custom-
designed 3D block-based programming language.

o A flexible exploration mechanism that allows students to
alter environmental context through first-person actions or
direct parameter adjustments.

e One user study to evaluate the educational efficacy and us-
ability of the system, and another one to compare our system
with a traditional desktop-based virtual learning environ-
ment.

2 RELATED WORK
2.1 Pedagogical Practices of IoT

IoT represents the interconnection of physical objects that are em-
bedded with sensors, actuators, microcontrollers, and other tech-
nologies [67, 71, 75]. It is used for making an environment intel-
ligent and supportive of any human activity [27]. As one of the
most important technologies in the 21st century, it is revolutioniz-
ing many industries [1, 7, 8, 10]. This trend has generated a high,
unmet demand for IoT-knowledgeable graduates [30]. Therefore,
it is crucial for the HCI community to provide context-aware and
immersive applications that can entice students from different back-
grounds to IoT engineering. In this direction, recent works have
proposed learning tools with low entry barriers catering to those
with little or no IoT background [69, 123]. The desired learning
outcome for IoT may vary under different circumstances [80, 123].
In this paper, we aim for a comprehensive learning goal defined
by Lechelt [68] which encompasses: 1) understanding the basics of
IoT components (e.g., sensors and actuators), 2) understanding how
these components interact with each other in an overall system, and
3) employing basic programming skills to program IoT applications.

Based on past findings from IoT education research [27, 29],
effective learning of IoT generally takes place during students’
interactions with real-world issues and applications. Real-world
projects naturally demand real resources but real IoT devices are
typically too complex, expensive, and often privacy-sensitive to be
easily brought into the classroom [107]. Luckily, thanks to afford-
able microcontrollers like Arduino [43] with a wealth of compatible
sensors and actuators [4], it is possible to develop various systems
with less investment. Meanwhile, some modularized IoT toolkits
have been developed in an effort to further lower the entry bar-
rier [69, 102, 118, 123]. Nevertheless, these hardware components
introduced for educational purposes are too simplified and have
too many constraints [27], which could restrict the creativity of
students. For instance, the servo motor used for education does not
have enough torque to open a door, whereas a virtual servo can be
freely configured to take up this task. In light of this limitation, we
propose to virtualize IoT components to make learning experiences
more unconstrained.
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Furthermore, electronic components in an IoT system need to
be embedded with spatially distributed objects, which is often time-
consuming and may require special expertise [20, 50]. To simplify
this process for classroom settings, some educators choose to in-
troduce a mini version of an IoT system that is less constrained by
physical environment. For example, Zhong et al. [140] presented
three educational projects: Stock Ticker, Water Leak Detector, and
Lock Checker, with each involving only one small physical object
embedded with a handful of electronic devices. These projects are
usually designed in an ad-hoc manner with limited room to expand,
thus missing the opportunity to promote a holistic and system-
level understanding of the IoT [107]. To address this issue, some
researchers have tried to build an entire laboratory dedicated to
hands-on IoT learning [35, 50]. These laboratories are designed
using real-world smart environments (e.g., smart public building
[50] and smart home [35]) as templates so that they are sophisti-
cated enough to support various learning objectives. However, the
substantial construction and maintenance costs involved would
inevitably impede wider adoption.

To support a flexible and accessible project-based learning ex-
perience, we propose an end-to-end learning framework where
students acquire comprehensive IoT knowledge through installing,
programming, and exploring various IoT systems while being sit-
uated within a virtual smart environment. Taking advantage of
VR technology, we simulate a wide range of real-world IoT appli-
cations to accommodate diverse learning experiences. Same with
the aforementioned project-based learning approaches, students
explore these applications with the guidance of instructors.

2.2 Applying VR in Education

In recent years, VR technology has seen numerous applications in
the education domain [24, 32, 82, 99]. The availability of consumer-
grade head-mounted displays (HMDs) [14, 17] allows for the cre-
ation of immersive learning experiences at a reasonable cost [46],
paving the way for its mainstream adoption. Meanwhile, many
researchers have set out to investigate the unique benefits of edu-
cational VR technology [22, 22, 95, 135]. Besides bringing more en-
gagement, self-efficacy, and motivation among students [36, 52, 89],
VR has two notable advantages compared to traditional learning
mediums. Firstly, VR can simulate situations that would otherwise
be difficult or impossible to access in real life. For instance, prior
works have created VR environments for surgery training [72], avi-
ation training [88], and chemistry experiment [74]. Secondly, VR
can support a better understanding of spatial context by immersing
students in the same environment [60, 87, 115]. It is particularly
helpful in teaching abstract concepts that are rich in spatial infor-
mation (e.g., molecular structures [83, 133], astronomical objects
[25], and sorting algorithms [95]) which would not be effectively
visualized in a traditional 2D interface [87].

We anticipate that these two benefits of VR could also apply
to IoT education. On the one hand, an IoT system takes a lot of
effort to create and maintain [20, 59]. The vast diversity of IoT
applications may further add to this difficulty [91]. On the other
hand, obtaining spatial information (i.e., environment layout and
components distribution) is crucial for understanding and program-
ming interactions between IoT [51, 108]. For instance, a motion
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sensor’s detection range should be configured depending on where
it is installed, while an LED’s luminance level should be determined
by the size of the area it lights up. Leveraging these benefits, we
adopt VR technology to simulate the IoT system as our learning
environment. To the best of our knowledge, this is the first VR
environment specifically designed for comprehensive IoT learning.

2.3 Programming Interface for VR

2.3.1 2D Programming & Immersive Programming. Currently, IoT
programs are created on 2D interfaces. As a way to lower the barrier,
many works have proposed visual programming interfaces where
users program IoT behaviors by manipulating program elements
graphically instead of writing lines of code [57]. For example, Node-
RED [12] adopted the flow-based programming paradigm where
users program IoT behaviors by wiring together configured IoT
devices. In comparison, Xi et al. [134] adopted the block-based
programming paradigm where users program IoT behaviors by
assembling language blocks. Similarly, Smart Block [23] focused
on increasing expressiveness when creating large IoT applications
with its custom-designed visual block language.

However, these 2D programming interfaces are inherently in-
compatible with the VR’s 3D environment. To address this issue,
we adopt the immersive programming paradigm, which refers to
programming directly within an immersive environment (e.g., AR,
VR, MR) [76, 100, 113, 141]. Steed et al. [112] were among the earli-
est to introduce this concept by allowing users to define interaction
with objects and their behaviors while immersed within the system
itself. Following their lead, researchers have proposed authoring
tools from which developers can program VR applications while
situated in the VR world [137, 138]. Similarly, some other immersive
programming interfaces have been developed for robot task plan-
ning [31, 45, 58] and real-time intelligent environment management
[40, 53, 124].

Based on these works, we summarized two benefits of immersive
programming and apply them to the IoT learning context. Firstly,
it offers students with sufficient spatial information, context, and
functionality of the IoT system while programming. Secondly, it
allows students to get immediate feedback on their programs’ ex-
ecutions since the programming interface is located beside the
targeted IoT. The streamlined code-test cycle encourages students’
active exploration which is essential for discovery learning [38, 86].

2.3.2  Block-Based Programming. In previous works, the develop-
ment of immersive programming interfaces has been primarily
focused on helping end-users (e.g, application developers, and engi-
neers) to achieve higher productivity. Thus, they employed simpli-
fied programming primitives such as icons, arrows, or buttons to
bypass some low-level coding structures. Those programming prim-
itives, although easy to use, generally have a low ceiling of expres-
siveness which limits the room for students’ exploration [78, 138].
They also bypass some low-level coding structures which are essen-
tial for scaffolding the learning process [116]. On the other hand,
block-based programming language, which is initially designed for
educational purposes, has proven to provide sufficient scaffolds for
novice learners (low threshold) who are our target users [126, 128].
Led by the success of Scratch [101], Blockly [44], and Code.org
[5], block-based programming is now an established part of the
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computer science education landscape. It has been shown to re-
duce the cognitive load by chunking code into a smaller number
of meaningful elements [26]. Its elimination of syntax errors also
allows users to focus on understanding the core computer science
concepts and the structure of a program [129]. Users programming
in block-based languages were found to spend less time off task
and complete more of the activity’s goals when compared to those
using text-based languages [127].

There are different variations of block-based programming lan-
guages which caters to a diverse audience. Some are designed to be
easily understandable to pre-teens children [98, 130] while others
can support sophisticated programs taught at university classes
[37, 64]. The three major styles of block languages are: (a) icons
blocks, which rely on images instead of text to convey what the
blocks do; (b) natural language blocks, which use standard written
sentences; and (c) computer language blocks, which look just like an
existing text-based language [90]. Several recent works contribute
to the design of block-based programming languages for the VR
environment that fall into the first two categories [54, 105, 122].
Although intuitive and easier to understand, their block-based lan-
guages can only define a limited set of logic and thus are not gen-
eralizable for more sophisticated programming tasks.

To close this gap, we offer a more flexible design in which a block
could dynamically mutate its shape to incorporate different input
parameters. These parameters can be freely adjusted throughout
the process without affecting the overall block structure. As a result,
more complex and advanced programming constructs (e.g., function
calls) are supported.

3 THEORETICAL FRAMEWORK

The design of LearnloTVR is guided by various established learning
theories. In this section, we analyze prior literature and explain how
their findings inspire us to develop unique features in LearnloTVR.

3.1 Cognitive Theory of Multimedia Learning

Richard Mayer’s seminal book Multimedia Learning [77] details
his extensive research on how to structure multimedia materials
effectively to maximize learning. In particular, two of the principles
he distilled from his finding inspire the design of our system.

The Spatial Contiguity Principle states that “Students learn bet-
ter when corresponding words and pictures are presented near
rather than far from each other on the page or screen” (p. 135). In
essence, spatial proximity can help students draw mental connec-
tions between related elements. Following this principle, we place
function blocks (Figure 5 a-3) near their associated components,
display sensor readings on top of the sensor, and implement the
container feature which can teleport remote IoT components to
students’ local space.

The Temporal Contiguity Principle dictates that different forms
of learning media (e.g., text, and pictures) should be delivered con-
currently. Based on this principle, LearnloT VR displays the sensor
readings in real-time as students continuously alter the environ-
mental context.
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3.2 Cognitive Load Theory

This theory defines Extraneous Load (EL) as the mental resources
devoted to elements that do not contribute to learning [114]. It
has to be kept as low as possible to leave an adequate amount of
mental resources for learning. To this end, LearnloTVR selectively
displays content to avoid overwhelming students with irrelevant
information.

For instance, only finished programs while unused programming
blocks are hidden during the exploration stage. Meanwhile, the con-
trol panel which allows students to adjust environmental context
only displays parameters that are associated with current sensors
in the scene.

3.3 Embodied Learning

Embodied cognition theories emphasize the relationship between
physical activity and cognitive processes and are supported by
a growing body of evidence from psychology and neurobiology
[131, 132]. Thus, educational research incorporating students’ bod-
ily experiences, often referred to as embodied learning, is receiving
considerable attention in the research community. In particular,
some researchers have sought to exploit body interactions in im-
mersive environments (e.g., VR [85, 109], AR [97], immersive white-
board [47, 49]) to promote learning.

Following their lead, LearnloTVR integrates the concept of em-
bodied learning into the exploration interface, where students can
alter the environmental context through embodied activities. For
example, they can test the automatic door by walking towards it or
change the smoke level by turning on the stove. This exploration
mechanism can be more intuitive as it resembles the activities that
an end-user would conduct in real life.

4 SYSTEM OVERVIEW
4.1 Virtual IoT Components

A generic IoT system in the real world consists of sensors, actuators,
microcontrollers, and communication modules [106]. We compile a
list of the most commonly used IoT components and recreated their
corresponding virtual replicas (Figure 2). This list is derived after
surveying popular online stores which sell electronic components
for education [2, 4]. We do not include dedicated communication
modules which are assumed to be already integrated within the
microcontrollers. To avoid overwhelming students with nuanced
details of the components, we choose to overlook the difference
between different models and unify them under one virtual repre-
sentation. In another word, the IoT components we are using are
generic. These virtual IoT components inherit the capabilities as
well as the overall appearance of their real-world counterparts. For
instance, the microcontroller contains the exact same pins as the
real one. Students are required to route the wires to the correct pins
in order for this microcontroller to be functional.

4.2 3D Block-based Programming Language

Recently, some researchers have explored designing 3D block-based
languages for VR environments [54, 105, 122]. Each of their pro-
gramming blocks is represented by a fixed-sized cube which rep-
resents one predefined operation. Due to this lack of flexibility,
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Figure 2: IoT components library: (a) Button (b) switch (c)
potentiometer (d) ultrasonic distance sensor (e) motion sen-
sor (f) temperature sensor (g) gas sensor (h)light sensor
(i)humidity sensor (j) servo motor (k) DC motor (1) linear
actuator (m) buzzer (n) LED (o) heater (p) microcontroller
board.

the proposed block-based languages have had a low ceiling in the
past. They are constrained to be used for programming primitive
behaviors such as navigating a virtual character around the scene.

To support IoT programming which involves more complex logic,
we borrow the inner block concept from Blockly—-a popular block-
based language library available for web platforms. In this paradigm,
blocks can be nested within each other both horizontally (Figure 3
b-1) and vertically (Figure 3 b-2) rather than merely being stacked
together. The shape of the parent block can adjust accordingly when
incorporating different sizes and numbers of child blocks. This
mechanism is particularly helpful when users want to dynamically
configure the input parameters or code structures inside an existing
block. The increased flexibility enables our 3D block-based language
to support more sophisticated programs like IoT applications.

We classify our programming blocks into two categories — uni-
versal blocks (Figure 3 a-1) and IoT-specific blocks (Figure 3 a-2).
The universal blocks are those representing universal program-
ming constructs (e.g., while, if-else) across different components
while the IoT-specific blocks encapsulate modularized functions
(e.g., SetPin ()) for specific sensors/actuators. In a traditional pro-
gramming environment, these functions are generally provided in
certain component libraries (e.g., servo.h).

4.3 Installation Interface

The hands-on learning experience starts with installing IoT com-
ponents to their respective physical objects in different places. For
example, a distance sensor can be attached to the door frame to
detect if a person is approaching, and a servo motor can be installed
into the door shaft to open the door at a certain angle. After this
process, an ordinary door is transformed into an automatic door.
In this interface, we designed a platform to display available com-
ponents. Students can press the arrow button to browse through
all the components in the library (Figure 4 a). Once they find the
desired component, they can directly grab it from the platform and
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Figure 3: (a) The library of custom-designed programming
blocks that includes (a-1) universal blocks and (a-2) IoT spe-
cific blocks. (b) The mesh of a parent block when rescaled
(b-1) horizontally and (b-2) vertically.

Figure 4: The installation interface. (a) Choose the compo-
nent from the library. (b) Route the wires from the compo-
nent to the correct pins on the board. (c) Place them onto
appropriate locations

route the wires from sensors/actuators (assuming the microcon-
troller is pre-selected) to the designated pins on the microcontroller
(Figure 4 b). Lastly, they need to put the components to the appro-
priate locations (Figure 4 c). It is worth noting that the installation
location and angle would affect the components’ behaviors. For
instance, if the motion sensor is not facing down, it cannot detect
the students’ presence during exploration even if they programmed
it correctly.

4.4 Programming Interface

Once the installation process is complete, students enter the pro-
gramming interface. In the middle, there is the central workspace
where students put together blocks to construct programs (Figure
5 a-2). If certain function blocks or variable blocks (e.g., Figure 5
a-3) are specifically applicable to an IoT component (e.g., LED), we
display them directly above that component (Figure 5 a-3). This
positioning enables users to locate and select blocks with minimal
mental effort. The rest of the general-purpose blocks are organized
and listed on a toolbox panel (Figure 5 a-1). For quick access, we
further organize the general-purpose blocks into four categories —
Math, Logic, Variable, and Function (Figure 5 a-3). All the blocks
in the scene are configured to always directly face the students so
they do not have to constantly adjust their body posture to see the
block clearly (Figure 5 b). Throughout the programming period,

Figure 5: (a) The single-device programming interface. (a-
1) The general-purpose blocks. (a-2) The central workspace.
(a-3) The component-specific blocks. (b) The top-down per-
spective of the scene during programming.

the associated IoT components always appear in the background
to give students more context information.

4.4.1 Single Device Programming. A unit of an IoT system is a
single device equipped with several components. The automatic
door shown in Figure 5 is an example. The distance sensor on
the door frame activates the servo motor in the door shaft when
it senses a person is approaching. In such cases, programming
IoT behaviors is straightforward as all the components and their
associated blocks are located in the vicinity.

4.4.2  Multi Device Programming. A holistic IoT system has multi-
ple devices that interact with each other from different locations.
For instance, the user may also want the light in another room to
be turned on simultaneously when the door is opened. However,
it is hard for users to have an overarching view of all these spa-
tially distributed devices while programming. Inspired by an earlier
work that studied distant interactions in VR [96], we introduce an
interaction feature called container, which allows users to create
a ghost replica of the remote device. Represented as a transparent
sphere, the container stores a proxy of the selected device and can
be brought to wherever students need it. Just like a normal device,
the replicated device inside the container has its components’ rele-
vant blocks displayed above the container. Inspired by the concept
of remote function call [16], we allow students to program interac-
tions between multiple devices by directly embedding the function
block of the remote device (e.g., TurnLEDLight (On))into the main
program.

In the previous case, users can navigate to the room where the
light is located through teleportation or continuous locomotion,
create a container for the light (Figure 6 a), go back and place it
near the door for reference (Figure 6 b-1). As an IoT device, the
light has an LED as its component. Therefore, the function blocks
and variable blocks of the LED are visualized above the container
(Figure 6 b-2), which makes them easier to be selected and added
to the main program.

4.5 Exploration Interface

Once the programming is complete, students enter the exploration
interface where they actively change the environmental context
and observe the corresponding effects on the IoT system. In this
interface, we only display the finished program in front of each
device while hiding the unused blocks and components to give
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Figure 6: (a) The multi-device programming interface. (a)
Create a container for the remote device. (b-1) Light inside
container carried to the local space. (b-2) Component-specific
blocks are shown above the container.

users a non-obstructive view during exploration. Leveraging VR as
an immersive technology, we design two exploration mechanisms.

Firstly, students can utilize their body movement to alter the
environmental context. For instance, they can manually turn on
the stove to increase the smoke level (Figure 7 a-1) or open the
window to disperse the smoke (Figure 7 a-2). These processes are
intuitive and realistic as they resemble real-life scenarios. However,
it is hard for students to fine-tune the environmental parameters
using the first method which might be needed in some cases.

To complement the first mechanism, we also allow students to
arbitrarily set environmental parameters (e.g., temperature, humid-
ity, lightness) to a specific value through a control panel (Figure 7
b). To test an automatic light, students decrease the illumination pa-
rameters and see if the LED turns on (Figure 7 b-3). To test a smoke
detector, students increase the smoke level (Figure 7 b-4) until the
buzzer rings. The display of parameters on the panel is dynamic,
as it is related to the kinds of sensors included in the scene. For
instance, if there is only a humidity sensor and a lightning sensor
in the scene, the panel will only display humidity (Figure 7 c-1) and
illumination parameters (Figure 7 c-2) for students to adjust. Each
environment change is reflected through a unique visualization so
that it can be realistically perceived by the users (Figure 7 d).

Sometimes there are issues in a program that prevent devices
from functioning as expected. To help users quickly identify these
issues, we provide a display readings option (Figure 8 a). Once the
option is enabled, every sensor and actuator in the scene displays
their real-time internal value on top (Figure 8 b-1, b-2). For instance,
a distance sensor displays its current distance from the person, and
a servo motor displays its current opening angle. This extra level
of data visualization enables users to closely monitor the execution
of the program, which leads to more efficient debugging.

Throughout this process, users can spontaneously return to the
programming interface and make changes to the blocks in the code,
run it again, and test whether this debugging process was successful.
By displaying the coding and testing process, we encourage students
to learn through frequent trial-and-error exploration.
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Figure 7: (a) Alter the environment through embodied ac-
tions. (a-1) turn on the stove to increase the smoke level. (a-2)
Open the window to disperse the smoke. (b)(c) Adaptive envi-
ronment control panel. (d) The environment change reflected
in VR after the smoke level is tuned up.

a)

0T 0% 0% 0%

Figure 8: (a) The display readings option. (b) The user controls
his avatar to approach the automatic door while checking
the variations of the sensor readings (b-1),(b-2).

4.6 System Summary: A Detailed Use Scenario

We summarize the hands-on learning experience offered by LearnloTVR

with the following example. Bob is a student who wants to learn
about IoT systems, he wants to build an automatic door that opens
by itself upon sensing his presence. After correctly installing the
IoT components (Figure 9 a), he creates and organizes the code
blocks for them to function logically (Figure 9 b). However, after he
starts testing the initial code, he discovers that the door does not
open as expected when he approaches it (Figure 9 c). To locate the
problem in the code, he enables the Display Readings option (Figure
9 d). By comparing the internal value of the distance sensor (i.e.,
raw value readings) with the threshold value for the distance he
set in the program, he soon realizes that this threshold is too small.
After resolving this issue by changing the threshold (Figure 9 e f),
he wants to expand this application by adding a light that would
simultaneously turn on by itself when the door opens. To do so, he
navigates to another room where the light is located and uses the
container to teleport it to the vicinity of the door (Figure 9 g). After
adding the light’s function block (i.e., TurnLEDLight (On)) to the
main program (Figure 9 h), he can enter the exploration interface
to experience the final IoT system (Figure 9 i).

4.7 Implementation

The BlocklyVR interface is developed in Unity3D (2020.3.0.f1) and
compiled into an Oculus Quest headset [14]. The 3D IoT component
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Figure 9: Step-by-step example of a learning process.

models and 3D programming blocks were made in Blender [3], and
then exported into Unity3D. To dynamically change the shape of
a parent block once it takes in child blocks, we performed mesh
recalculation of the parent block based on the vertices of child
blocks previously stored in arrays. This process is done in Blender
with the help of its built-in mathematical functions.

5 USER STUDY EVALUATION

We conducted a two-session user study to evaluate our system. The
first session aims to evaluate how effective our system is in helping
students acquire IoT knowledge. We also evaluated the usability of
the system using a System Usability Scale (SUS).

In the second user study, we compared LearnloTVR with a tradi-
tional 2D screen-based virtual learning environment. In the second
user study, we went in depth on what students like and dislike about
this system compared to its traditional replacement. The second
user study is designed to evaluate user experience. Therefore, we
did not measure the participants’ learning outcomes in the second
session.

5.1 Session One: Educational Efficacy and
Usability

5.1.1  Setup. For this session, we recruited 24 participants (15 male,
9 female) ranging from 18 to 25 years old (M=19.7, SD=2.29). 59%
of our participants were freshmen who just entered university this
year. 71% of our participants did not have programming experience
in general. 92% of our participants did not have any prior knowl-
edge of IoT, and 83% of our participants had no previous experience
with programming electronic devices. 17% of our participants had
previous VR experience, but it was limited to a few gaming expe-
riences. None of the users have programmed an IoT application
before. In general, the participants met our definition of target users.

The entire study took around 3.5 hours including the 2 hours for
learning in VR and the rest for completing the pre-test and post-test.
Considering that fatigue and motion sickness that are common in
VR experiences, we allocate 5 min of resting time every 20 min.
Each user was paid 40 dollars.

At the start of the user study, each participant received the con-
text of the experiment and was requested to complete a pre-test on
paper. The pre-test assessed previous knowledge of IoT and coding,
as well as presented several exercises on organizing, writing, read-
ing, and understanding block-based code. Then, participants wore
the headset and were asked to explore the VR environment and ad-
just to the controllers. The VR environment is set in a “Smart Home”,
meaning that all IoT components are spatially distributed to where
they correspond inside the house. This process took approximately
30-40 minutes.

After this preparation, participants began to explore the two
tasks we provided. The first task requires students to program
several single devices while the second task deals with the pro-
gramming of a holistic IoT system involving two devices. The tasks
are designed to increase in complexity so that participants would
not get overwhelmed at the beginning. After reaching the desig-
nated goal of each step, participants were encouraged to further
explore their IoT applications by adjusting some parameters and
observing its outcomes. The descriptions of the tasks are as follow:

Task 1
Step 1: Programming the door (servo motor, ultrasonic distance
sensor, push-button)

e When the push-button is pressed, the door opens at a 90-
degree angle.
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e Replace the push button with an ultrasonic distance sensor.
When the ultrasonic distance sensor detects human is within
a certain range, the door opens at a 90-degree angle.

o Use the while () loop and wait () function in conjunction to
control the speed to open the door. The longer the wait time
in each iteration, the slower the door opens.

Step 2: Programming the window (linear actuator, switch, poten-
tiometer)

e When the switch is raised, the linear actuator opens the
window completely. When the switch is lowered the window
is closed completely.

o Use a potentiometer as a knob to linearly control the linear
actuator to partially open the window.

Step 3: Programming the smoke alarm (smoke sensor, buzzer)

o Set the smoke sensor in digital mode (i.e., return 0 or 1) and
set the volume of the buzzer to a fixed value. If the smoke
sensor detects that the smoke level is above a threshold, then
the buzzer turns on.

o Set the smoke sensor in analog mode (i.e., return range of
values) and set the volume of the buzzer adaptively. The
higher the smoke level, the louder the buzzer rings.

Task 2: Integration of step 2 and step 3 of task 1 (linear actuator,
switch, potentiometer, smoke sensor, buzzer)
If the smoke sensor value reaches a certain threshold, it not only
turns on the buzzer but also opens the window.

As mentioned in the related work, LearnloTVR requires the
involvement of instructors to guide students. During this user study,
two of our researchers who have served as teaching assistants for
IoT-related classes took the role of instructors. This user study was
a one-on-one procedure while each researcher was responsible for
half of the users. Each instructor provided instructions from outside
the VR environment but in the same physical room. In order for the
instructor to be aware of what the student was working on inside
the VR system, we duplicated and projected the participants’ VR
display to an external monitor.

In the beginning, the instructor guided participants through the
Oculus official tutorial [15] to learn how to navigate and manipu-
late objects in the VR environment. Then the instructor proceeded
to guide participants through each task. During this process, the
instructor first explained the background and requirements of the
task. Then the instructor explained the functionality of the IoT
components and the programming concept associated with the task
using respective virtual components and code blocks in VR as refer-
ence. When programming IoT behaviors, the participant can refer
to a reference picture in VR showing how the code blocks should
be assembled to construct the program. This form of instruction is
similar to those adopted by other educational block-based coding
platforms [11, 13]. The instructor remained by the side, ready to
answer any questions and offer further explanations if participants
failed to understand the reference or got confused about certain
concepts. After finishing programming, the participants entered
the exploration stage where participants actively explored their IoT
applications without the instructor’s intervention. Exploration be-
haviors involve 1) altering the environmental context, 2) changing
parameters in the program, and 3) reconstructing some or all of the
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code blocks themselves. The inclusion of the exploration process
aims to make students active agents in the learning process instead
of simply doing tasks as instructed.

The second task is designed to be the integration of the last two
steps in the first task. In this task, the instructor only described
the task objective to the participant at the beginning. No reference
pictures are shown by default and the instructor would not step in
unless the students specifically requested it.

After the learning session in VR, the participants were asked to
complete a post-test with the same questions that appeared in the
pre-test. They also completed a standard System Usability Scale
(SUS) questionnaire.

5.1.2  Evaluation Metrics & Results. During the second task, we ob-
served that 14 of the 24 users could complete the task independently,
which indicated their ability to reconstruct the IoT applications
they learned in the first task. 8 users needed the guide from the ref-
erence picture. In comparison, all users in task 1 needed to refer to
these pictures. In addition, only 2 users in task 2 required additional
help from the instructor. As previously mentioned, we adopted
the learning goal defined by Lechelt [68] which encompasses: 1)
understanding the basics of IoT components, 2) employing basic
programming skills to create IoT applications, and 3) understand-
ing how these components interact with each other in an overall
system. Thus, the test given to the students measures their learning
outcome of these three aspects.

For better clarity, we classify the hardware-related knowledge
into three key competencies: component type identification and PIN
mode setting: knowing the functionality of a sensor (reads values
from the environment) or an actuator (produces an action based on
those readings) and being able to connect to its corresponding port
on the board. the PIN for a sensor is set to input mode, while the
PIN for an actuator is set to output mode; digital vs. analog: Under-
stand the difference between a digital mode (i.e., binary reading)
and analog mode (i.e., range of multiple values) in a sensor; and
understanding component function: understanding the functionality
of an IoT component and its application scenarios.

Likewise, we measured participants’ basic programming skills
based on five key competencies. conditionals: the ability to un-
derstand if-else relationships; loops: understanding the concept of
repeating pieces of code until a condition is met; variables: under-
standing that values can be stored and changed; numeric calcula-
tions: knowing how to use mathematical operators to manipulate
numeric values; functions: understanding that modules of code can
accomplish a specific task and that altering parameters changes the
output of this code.

The pre- and post-test share the same questions(Figure 10). Each
answer in the test was scored with a 0 if incorrect, +0.5 if the answer
had some substance, or a +1 point if the answer was correct. Since
a question in the test covers one or several of these aforementioned
key competencies, we add the score to the overall sum of each
corresponding competency. At last, the total points were normalized
to fit into a 1-point scale for each category. This grading scheme
is inspired by past work [92, 93]. All tests were graded by one
primary grader. Inter-rater reliability on both the pre-test and post-
test was validated by having a second person score over 25% of
the data. From our rubric, two researchers in charge of grading
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Figure 10: Pre- and post-test results of key competencies
assessment.

had a Cohen’s Kappa of 0.71. The results of the pre-test, test, and
post-tests are summarized in Figure 10. The learning gains of all
the key competencies are statistically significant (p<0.005).

We also gave users a standard System Usability Scale (SUS) ques-
tionnaire, which returns a score of 75.4/100 with an SD of 14.86.
During the semi-structured interview, the overall sentiment was
that the participants enjoyed the learning experience, but would
appreciate a longer period of time to become accustomed to VR
technology more generally. In addition, most participants (20 out of
24) agreed that the exploration stage, where they can freely change
program and environment parameters while directly experiencing
the outcome, enhanced and reinforced their understanding of IoT.
This finding conforms to the active learning theory which advo-
cates for students to engage in the learning process rather than
simply being the passive recipients of knowledge [28]. Meanwhile,
all participants recognized the presence of the instructor was cru-
cial during their learning process. This finding is consistent with
the principle of project-based learning theory which emphasizes
the importance of instructor involvement [63, 110].

5.2 Session Two: A Qualitative Study on User
Experience

5.2.1 Setup. In this study, we compared our system to a desktop-
based system featuring a WIMP (windows, icons, menus, pointer)
interface on a website. The rationale behind designing this study
is that participants could have engaged in similar interactive ex-
periences in a 3D environment displayed on a 2D screen. Further,
the typical use of block-based programming takes place on a 2D
screen (e.g., Scratch). The desktop-based learning environment is a
2D equivalent of our VR environment in terms of functionality. The
interface design was partially inspired by existing virtual learning
websites in other fields [6, 13], which contain the virtual 3D envi-
ronment displayed in 2D (Figure 11 a), the programming interface,
and the tutorials. Similarly to the VR environment, the desktop-
based environment facilitates the installation, programming, and
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exploration of the IoT system. Meanwhile, programming outcomes
can be simulated in the virtual environment in real time. Students
can zoom in/out and change the viewing angle through mouse
operations including clicking, scrolling, and dragging (Figure 11 b).
For this session, we aimed toward a qualitative study of user
experience, which analyzes users’ preferences between these two
learning environments. We didn’t measure the learning outcome
differences between them, the reason for which will be explained
in Section 7.4. Therefore, no learning goals were set and users
only need to report their feedback after experiencing tasks with
both LearnloTVR and the 2D interface. We provided necessary
aid to ensure that users complete all the tasks. These aids included
tutorials at the beginning and answering questions during the study.
Ensuring that all users can complete the tasks is essential for a
comprehensive evaluation as skipping a task could prevent users
from experiencing certain features of LearnloTVR. We recruited 6
participants (5 male, 1 female) ranging from 19 to 26 years old. To
gather more in-depth feedback, we only recruited participants who
have electronic programming experiences that include hands-on
configuring of electronic devices. Four of them have been teaching
assistants in related classes. The study was counterbalanced which
means if one participant experiences the desktop-based system first,
the second participant then used the LearnloTVR system first. We
prepared two tasks for both learning environments. The first task is
the same as the one that is described in Section 4.6 (Figure 6). The
second task is the same one as Task 2 from session one of the user
study. The entire study lasted about 2 hours including interview
time and each participant was paid 20 dollars. After completing two
tasks in both environments, we held a semi-structured interview
with participants to hear about their preferences for these learning
environments as well as the reasoning behind them.

5.2.2  Results & Analysis. All of our participants reported fatigue
and dizziness after a long period of use in VR, which is consistent
with the feedback from the first session. We grouped the rest of their
feedback into three categories which correspond to installation,
programming, and exploration process.

Installation In terms of the installation process, participants
favored the VR environment across the board. They complimented
the realism of the installation process in VR as opposed to the
"detached (P2)" experience in the desktop environment. "When I
was installing the motion sensor to the door, it was just like the other
day [when] I was hanging a picture on the door (P1)". "Me grabbing
and releasing the components onto different places feels more natural
than clicking and dragging them through mouse (P3)". The positive
relationship between realism and immersion was also found in prior
research which conducted a comparison between VR and desktops
in other educational contexts. [62, 139].

In addition, the constraints of the desktop interface limit some
nuanced adjustments of the components installed in the virtual
space. The constraints were mainly imposed by the limited display
area on the desktop and the inherent efficiency of the mouse when
manipulating 3D content [104]. "In order to see the objects [to which
the components are attached] clearly, I need to zoom in and adjust
the viewing angle properly. In VR, it is much simpler just to walk into
that place and turn my head around (P5)". "(In VR) I can easily adjust



LearnloTVR: An End-to-End Virtual Reality Environment Providing Authentic Learning Experiences for Internet of Things

Animation

Instruction

CHI 23, April 23-28, 2023, Hamburg, Germany

Figure 11: (a) Desktop learning environment. (a-1) Simulation environment. (a-2) Programming interface (a-3) Tutorials. (b)
Navigating the simulation environment through (b-1) zooming in/out (b-2) changing perspective.

the angle of the motion sensor by grabbing two ends of the sensor and
rotating it. (P3)".

Programming

The participants’ opinions on the programming processes were
mixed. On the one hand, most participants thought assembling the
code blocks on the desktop interface is more intuitive. "Dragging
and dropping a 2D block on a surface is much easier than reaching
out to a 3D block in space (P2)". "Sometimes it is troublesome if
the blocks (in VR) are far away from me so that I can not directly
grab it (P5)". This result may be partially attributed to the legacy
bias [81], by which users favor well-known interaction styles for
familiar tasks.

On the other hand, they also mentioned several advantages of
programming in the 3D environment. Firstly, embedding 3D coding
blocks within the 3D virtual allows us to place blocks close to the rel-
evant components, which helps participants “easily locate the blocks
needed (P6)". Meanwhile since the 3D coding blocks are situated
side-by-side with the programming target, participants can "easily
access environment information while programming (P5)". Lastly,
the VR hand controller provides vibration feedback whenever a
virtual block is selected and some of our participants appreciated
this haptic sensation. "The programming blocks in VR seem to be
more tangible and I prefer it that way (P1)." This finding aligns with
prior works which introduced tangible coding blocks to replace
virtual ones and noticed users’ preference for tangible feedback
while programming [42, 79].

Exploration

All of our participants prefer the exploration inside the 3D world
as opposed to on the 2D screen. The embodied interaction that is
exclusive to immersive environments (e.g., VR) [47, 97] is the key
feature that contributes to their preference for the 3D environment.
"The fact that I can use my own body to affect and interact with the
environment makes me feel more empowered that I have an actual
role to play in the system (P3)".

In addition, participants appreciated the fact that they could
instantly visualize the programming outcome "directly behind the
coding blocks (P1)" in VR. On contrary, in the desktop interface, they

have to "direct their attention to separated areas (P1)" where codes
and simulations are located.

More interestingly, we noticed that participants exploring the
VR world are more likely to have active and independent thinking
by referring to their everyday experiences. For instance, in the
second task, two of the participants who first experienced the VR
environment first thought of programming a window that can open
by themselves before they were briefed about this task. "After I
programmed the door that can automatically open to disperse the
smoke, I instantly think I can let the window open as well which
is exactly what I do every time I burned my steak (P2)". This result
could be explained by the situated learning theory which claims that
the level of realism and immersion could affect students’ ability
to access their own everyday knowledge related to the context
[66, 136].

However, two of our participants reported that sometimes it feels
more intuitive to explore the environment from an overarching
view as in the desktop-based interface. "Having a top-down view
of entire the environment allows me to quickly switch between
different places without traversing through the space (P6)". After
reflecting on this feedback, we foresee that the drawbacks of the
VR environment could be mitigated by implementing a bird’s-eye
view feature. Once this feature is enabled, the students can instantly
have a third-person overview of the entire environment. Wang et
al. [125] proposed a similar feature on their system to help users to
navigate through the virtual remote space.

In summary, despite some shortcomings of the VR environment,
the preference for it compared to a traditional desktop-based envi-
ronment was quite clear among our participants.

6 EXAMPLE IOT APPLICATIONS

To demonstrate the diversity of learning experiences supported by
LearnloTVR, we showcase three more IoT applications that students
can create and explore.
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Figure 12: Example IoT Applications (a) Plant watering sys-
tem. (b) Smart bathroom. (c) Automated factory.

6.1 Plant Watering System

In this use case, we present a system that automatically waters a
plant. If the humidity sensor on the ground senses the soil is too
dry, the linear actuator presses the piston and pumps the water out
of the bucket to water the plant (Figure 12 a).

6.2 Smart Bathroom

Adjusting the temperature of an environment is important for com-
fort. In this use case, the temperature of the bathroom is automati-
cally raised to be comfortably warm. Meanwhile, we also do not
want too much water vapor from a hot temperature to obstruct our
view. In a smart bathroom, if the motion sensor detects the person
entering the bathroom, the humidity sensor and temperature sensor
start monitoring the environment. If the temperature is lower than
a certain degree threshold, the heater turns on to warm up the room.
Meanwhile, if the humidity is higher than a certain degree thresh-
old when the person is showering, the motor in the ventilator turns
on to keep out the moisture. When the person leaves the room, the
motor and heater automatically turn off to save electricity (Figure
12 b).

6.3 Automated Factory

In an automated factory, a high volume of industrial materials is
constantly transported without human intervention. The pressure
sensor installed under the conveyor belt detects if an object is placed
on top of it. In that case, it activates the motor in the conveyor belt
and the linear actuator on the sliding rail in sequence, in order to
deliver the object to the designated location (Figure 12 c).

7 DISCUSSION & FUTURE WORK

7.1 Educational Benefit of Immersive
Programming

Although the concept of immersive programming has been pro-
posed for some time, it has been rarely applied in the context of
education. In particular, some systems have been using immer-
sive programming to manage real-life IoT systems. The priority
of these interfaces has been simplification for end-users so they
could carry out complex tasks. To this end, they often adopted
simplified visual programming primitives with a lower ceiling for
dynamic exploration. On the other hand, effective discovery learn-
ing requires enough room for exploration [38]. To this end, we
designed our 3D block-based language for immersive program-
ming. The two benefits of immersive programming (i.e. immediate
feedback and rich contextual information) we hypothesized for
IoT learning context have been corroborated by the feedback from
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our users. Furthermore, we envision that such benefits can also
apply to other education areas that are inherently rich in spatial
information. For instance, it could be used for teaching students to
program the geometry of a 3D model. A desktop-based educational
[6] programming environment for 3D models is already publicly
available and it would be interesting to compare it to an immer-
sive environment. Another area where immersive programming
may be beneficial is storytelling, where students can concurrently
develop and experience their storylines inside the virtual environ-
ment. Through facilitating quick and unconstrained idea iteration,
immersive programming can allow students’ imaginations to run
free.

7.2 Symbiosis Between Virtual and Physical
Learning

In the user study, we did not compare LearnloTVR to traditional
learning approaches where students learn IoT through program-
ming physical components (e.g., Arduinos). The reason is that we
do not view LearnloTVR, which is a virtual learning tool, as a re-
placement but rather a supplement for traditional physical learning
media.

LearnloTVR fills in several missing pieces of the traditional phys-
ical learning approach. Firstly, off-the-shelf electronic kits for edu-
cational purposes are too simplified and have too many constraints
for recreating many real-world systems (e.g., the automatic door),
which limits the scope of applications. Meanwhile, LearnloT VR
has the potential to make learning IoT accessible for a diversity of
students, rather than those traditionally best positioned to engage
with physical computing. For those from low-income communities,
the cost to procure physical electronic kits for different projects
maybe be a burden. Some electronics can be easily damaged which
adds up to the maintenance cost for those students. In contrast, VR
headsets have become more affordable in recent years. For instance,
an Oculus Quest [14] which our system runs on costs below $400.
More importantly, the incremental cost of using VR is lower be-
cause the headset can be reused for multiple project-based learning
sessions, whereas electronics for educational purposes are prone
to malfunction and must be replaced regularly [19]. Inspired by
a previous report showing that VR is a cost-effective solution for
students from low-income families [19], we believe LearnloTVR can
offer an affordable alternative for them to acquire IoT knowledge.
Lastly, the VR environment allows for more flexible exploration
where students can freely simulate different environmental contexts
(e.g., temperature) to test the system. This exploration mechanism
would be difficult to facilitate in the physical world.

Therefore, we believe that LearnloTVR can work in conjunc-
tion with the existing physical learning approach to deliver a more
diverse and flexible experience. For example, educators can first
recreate a digital twin of the physical IoT environment in VR, where
students can freely test out different components and programs.
Then based on the IoT applications finalized by the students, the VR
environment automatically generates text-based codes that can be
directly uploaded to a physical microcontroller (e.g., Arduino). Then,
students can connect the microcontroller to associated components
and deploy them to the physical environment. In this paradigm,
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the VR environment provides flexibility as users can freely simu-
late different scenarios. Meanwhile, the physical learning process
provides tangible experiences that have been demonstrated to be
crucial for learning [41, 70].

7.3 Collaborative IoT Learning Experiences

Currently, LearnloTVR environment can only host one user at a
time and thus is not able to support collaborative learning. The ben-
efits of collaborative learning such as developing higher level think-
ing and increasing retention have been increasingly emphasized
within the education community [65, 120, 123]. In the meantime, VR
has shown the potential to better support interpersonal communi-
cation in terms of social presence, rich non-verbal communication,
and immersive realistic interactions [94]. In the future, we plan to
improve LearnloTVR by supporting multiple users to co-present as
virtual avatars and collaborate in a shared VR environment. Users
can take different roles in the IoT project. For instance, some can
be responsible for programming while others are responsible for
testing. The immersive, realistic interactions enabled by social VR
can provide seamless communication between users throughout
the learning process.

7.4 Continuation of the User Study

In the first session of the user study, we focused primarily on de-
termining whether learning had occurred by comparing pre- and
post-testing scores. However, we did not delve into how learning
occurs. It remains to be determined which factor(s) contributed to
successful learning outcomes for which knowledge concept. As a
promising future research direction, we plan on running a compar-
ative study where individual features (e.g., embodied exploration)
of the system are examined in isolation. By analyzing the differ-
ence in learning outcomes between groups with enabled/disabled
features, we can investigate in depth how the system can support
IoT learning and beyond.

In the second session of our user study, we did not assess the
learning differences between students using desktop-based environ-
ments and VR as we consider it outside the scope of this paper. This
decision is made because of the significant scale and time frame
required to derive meaningful results on learning differences. For
instance, Nersesian et al. [83] once conducted a semester-long (18
weeks) study with 103 students to compare the academic differ-
ences in chemistry learning between VR and desktop environments.
The promising results in this study indicate the advantages VR has
over traditional desktop environments in promoting learning. It in-
spires us to further explore the educational efficacy of LearnloTVR
compared to traditional environments. In the future, we plan to
design and conduct larger-scale user studies with appropriate tests
to assess the learning differences.

7.5 Scalability of the Programming Interface

Currently, LearnIoTVR only focuses on programming a limited
number of components at a time. When more components are
involved, the number of blocks in the central workspace would
increase accordingly, which inevitably crowds the interface and
makes it difficult for users to program. One possible solution to
this issue would be to display this content adaptively. For instance,

CHI 23, April 23-28, 2023, Hamburg, Germany

we can decrease the opacity of the coding blocks that are not cur-
rently been selected by the user. Instead of displaying blocks in a
single plane, we can also organize the coding blocks in different
layers which are from close to far away from the user. Those blocks
associated with the components currently being programmed are
brought to the front for easier access.

7.6 Making LearnloTVR Accessible to the
General Public

As a research prototype, LearnloTVR’s mass rollout to general edu-
cators and learners is impeded by two factors. Firstly, the creation of
learning materials (e.g., virtual IoT component) required expertise
in VR development. Secondly, LearnloTVR requires the constant
presence of instructors to guide students through the learning pro-
cess. However, we believe these limitations could be addressed in
the future.

To make the learning materials accessible, we intend to build an
online sharing platform where developed artifacts (e.g., [oT compo-
nent) can be downloaded and shared. This is a promising direction
because a similar content-sharing platform, Unity Asset Store [18],
has been shown to significantly streamline the game development
process. Meanwhile, novice-friendly tools for authoring virtual
content [61, 119] can be adopted to make the creation of learning
materials more accessible.

To alleviate the instructional burden during each session, we
intend to enable instructors to pre-record a variety of instructional
formats (e.g., verbal instruction, visual cue, embodied demonstra-
tion) and later display them to students. Meanwhile, LearnloTVR
can utilize Al technologies to support instructors. By adopting natu-
ral language processing technologies, RobotAR [121] demonstrated
the potential of implementing intelligent tutors able to respond to
frequently asked questions. It motivates us to develop intelligent
tutors for LearnloTVR along a similar path.

8 LIMITATIONS

During the user study, some participants complained that the VR
headset is too heavy and that it caused some strain on their necks
after some time. Some cases of minor dizziness were also reported.
We regard this limitation as arising from the lack of maturity of cur-
rent VR technologies in supporting desired interactions. We believe
this issue will be gradually resolved as VR technology advances at
the current pace.

As mentioned before, the virtual learning environment can only
host one user at a time, which means the instructors have to de-
liver guidance from outside. Despite the fact that instructors can
view students’ virtual environment through display projection and
scaffold learning through verbal instruction, they cannot utilize the
diverse forms of non-verbal communication such as gestures, gaze,
and facial expressions. During the user study, we also noticed that
in some cases it is useful if instructors can "point to the location while
explaining associated questions (P3 in session two)." This combined
with the potential benefit of collaborative learning highlight the
significance of developing a multi-user VR learning environment
in the future.
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9 CONCLUSION

In this paper, we presented LearnloTVR, an end-to-end VR learning
environment that enables installing, coding, and exploring IoT sys-
tems and promotes IoT learning. We introduce a library of common
IoT components and their compatible 3D block-based programming
language to allow students to freely create and explore various
IoT systems. We performed a quantitative user study with 24 par-
ticipants to evaluate the educational efficacy of the system. Our
result demonstrated an improvement in several key competencies
from our users (learning gains of up to 50%). Also, we compared
LearnloTVR with a traditional desktop-based learning environment
hosted on a website and gathered/analyzed participants’ in-depth
feedback on user experience. In this work, we advance our un-
derstanding of IoT education in a VR environment, by removing
the constraints of a physical environment and enabling immersive
programming, which is becoming increasingly important in our
current society.
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