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Many studies have demonstrated the usefulness of virtual characters in educational
settings; however, widespread adoption of such tools is limited by development costs
and accessibility. This article describes a novel platform, web automated virtual
environment (WAVE), to deliver virtual experiences through the web. The system
integrates data acquired from a variety of sources in a manner that allows the virtual
characters to exhibit behaviors that are appropriate to the designer’s goals, such as
providing support for users based on understanding their activities and their emotional
states. Our WAVE platform overcomes the challenge of the scalability of the human-in-
the-loop model by employing a web-based system and triggering automated character
behaviors. To support wide-scale use, we are making WAVE freely accessible (part of the

Open Education Resources) and available anytime, anywhere.

developing learning experiences enabled by con-
text-appropriate behaviors of virtual characters.
Initially, our virtual learning environments (VLEs) were
focused on teacher preparation, with the virtual charac-
ters situated in virtual classroom settings. This use gives
rise to the system's name, TeachLivE, standing for teach-
ing and learning in a virtual environment. Here the virtual
characters are controlled by a human-in-the loop, called
an interactor, who uses gesture-based puppetry and
whose performance always stays true to the characters
being represented.! Our system allows a skilled interactor
to rapidly move between inhabiting individual avatars,
each of whom is based on one of Long’s 20112 psychologi-
cal profiles. The key to a genuine experience is the interac-
tor adopting the backstory, personality, voice (aided by
voice morphing), self-regulation, and intellectual strengths
and challenges of the character being inhabited.
Figure 1 shows a typical classroom scene with six
high school characters. In this context, the interactor
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inhabiting student Ed is always the caring big brother,
the polite young man who wants to be an Air Force
pilot, and the student who has some mathematics
misconceptions that need to be addressed. While
inhabiting CJ, the strongest personality in the class,
the interactor displays behaviors that show her to be
the least interested in learning. In sharp contrast,
Maria is a passive independent with a high 1Q, who
connects only when directly addressed by a teacher
who recognizes Maria's breadth and depth of inter-
ests. These characteristics are always the same no
matter which human interactor is in control. The stan-
dardization and fidelity of the interactions allow for
both repeated experiences and standardized practice,
much like the standardized patient model in medicine.

With our early focus on classroom teachers, we
expanded our VLE to create experiences for teachers
working with diverse populations [e.g.,, second language
learners, students who are cognitively challenged, and
others exhibiting behaviors associated with autism spec-
trum disorders (ASD)]. We then developed a wide variety
of experiences, including those for interviewers and inter-
viewees, medical residents dealing with children who are
exhibiting nonsuicidal self-injury (NSSI) characteristics,
and police officers faced with people exhibiting unusual
verbal and nonverbal behaviors (e.g, those associated
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FIGURE 1. TeachLivE High School Scene.

with people on the autism spectrum). For additional infor-
mation and demonstrations of the TeachLivE system,
please visit http://teachlive.org.

Our latest applications of the TeachLivE paradigm
have been working directly with young people with
ASD.2 Our learning goals in these projects are to help
young children acquire communication and STEM (sci-
ence, technology, engineering, and math) skills, and to
help adolescents deal with challenges in online envi-
ronments (bullying and access to private data).

While this human-in-the-loop model has been very
effective, it does present challenges for scalability. The
two most important characteristics of a scalable virtual
learning environment are that it be web-based and that
the character behaviors be automated. The web-based
characteristic is necessary so teachers, trainers, parents,
students, and other interested parties can access its
capabilities without the need to download and install
new applications (that capability in schools is often lim-
ited and only available to IT personnel) and ensures a
standardized experience across platforms. The auto-
mated characteristic removes the need to continue to
depend on a human actor to control the avatar behaviors
and allows for free access (part of the Open Education
Resources) anytime, anywhere.

In preparation for this transition to an automated,
web-based platform, we chose to focus on our recent
interactions with children and adolescents with ASD
as the most demanding and needy applications. To
achieve this goal, we spent the last two years using a
human-in-the-loop to understand the way a skilled
person, with the aid of subject-matter experts, con-
trols virtual companions to interact effectively with
participants on the spectrum. In effect, we used the
human interactor to train an automated system. That
training involved capturing common verbal and non-
verbal behaviors, and the situations that trigger these.

Over time, we have shifted human-controlled
behaviors to automated ones. As a simple example,
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FIGURE 2. ZB virtual companion.

when the young children are learning the STEM skills
of programming a robot in the visual language Blockly,
we have used a single virtual companion, ZB (Figure 2),
to help the child stay on task. Just as the human pup-
peteer can easily see if the child is at the computer,
the automated system can use a simple vision-based
algorithm to determine when the child loses focus on
the programming task. ZB can then encourage the
child to return to the computer or tablet, so they
achieve a desired goal, (e.g., having the robot move in
a manner that outlines a square or some other pre-
scribed figure).

Moreover, just as the human can see if the child is
moving toward success in the given task, we devel-
oped a very accessible Blockly-based system that the
child uses for programming that conveys to the virtual
companion the precise nature of the child’s activities,
even determining if their program will create the
desired geometric shape. As there are many ways to
accomplish the goal, we recognize the success of any
strategy, giving support and encouragement for prog-
ress made. Our virtual companion, as it “knows” the
steps being carried out when the program runs, can
verbally articulate all actions if that level of verbal
behavior is helpful.

To make sure the support is appropriate, we have
built the Blockly-based visual programming system in a
manner that allows an adult guide to configure the sys-
tem with limited “widgets” (e.g., just forward movements
and right turns), or with a full palette of options, includ-
ing playful ones (such as changing light colors). We can
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FIGURE 3. Blockly based visual robot programming environment.

also allow the coach (parent, teacher, or other qualified
individual) to determine what level of verbal support is
appropriate for each individual child. For example, we
might always give positive feedback like “That's a great
right angle; you're so close to a square!!” for some chil-
dren but avoid this for those who are too easily frus-
trated by such interaction (Figure 3).

As additional support for automation, we are using
sensors to acquire data about a child's focus (eye
gaze), and emotions (facial expression, vocalization,
verbalization, heart rate, and respiration). While these
data can be easily misinterpreted, even by humans
and especially in individuals with ASD, we are using
the fusion of all such sensory data to recognize times
when a bit of encouragement may be warranted. Even
if we provide interactions that are not necessary, that
is not a problem so long as all verbal and nonverbal
behaviors of the virtual companion are supportive and
not of a critical nature.

What follows is a description of how we integrate all
these various inputs in a web-based environment that is
open to new data sources, new ways to integrate these
sources, new virtual character behaviors, and new algo-
rithms to trigger those behaviors that are most effec-
tive. Such a system needs to operate without bias to
today's available data sources and without preconcep-
tions as to what future devices might emerge.

The WAVE platform utilizes web-based technologies to
enable broad use by running on the majority of device
browsers. The platform employs a service-oriented
architecture, with the crux being the synchronization
logic (Figure 4). Every service connects to a WebSocket
and joins a session room—a digital space that isolates
session messages from other sessions. Over the estab-
lished channel, services can emit “events” to notify other
services. For instance, a puppeteering service would
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emit animation requests for a rendering service to exe-
cute. Although similar to remote procedure calls, this
system is distinct because each service is isolated since
not all emitted events need to be listened to, and all lis-
tened-for events do not need to be emitted. This
approach allows sessions to customize the experience
by changing which services are used. Additionally, multi-
ple same-type services can be used simultaneously in
remote locations enabling multiparticipant applications.

The core service is the rendering service responsi-
ble for visualizing a 3-D virtual scene modeled in an
application such as Blender or Maya. A scene may
include audio assets, multiple characters, and skele-
ton and morph target animations. The WebGL library,
three,js, is used to animate the scene in real time. By
default, this service renders an idle animation and
waits for other services to request actions or sounds
to be played. The participant’s experience is primarily
influenced by this service.

There are three other foundational services impor-
tant to basic operation. First, a puppeteering service
allows a human to control the virtual scene and interact
with the participant through virtual characters. This ser-
vice can be used in highly individualized environments
where automated behaviors are not feasible or used as
a data collection method to understand how partici-
pants interact with the virtual characters so a developer
can fine-tune machine learning algorithms. Second, the
automated puppeteering service allows researchers to
deploy an “engine” to make animation decisions (see
the “Automation Engines” section). While engines make
different and customizable decisions depending on the
setting, they always listen for all data (see the "Knowl-
edge Sources” section) and use some algorithm to
decide what the virtual character should do. One impor-
tant note is this service is not exclusive to the human
puppeteer. One may use the automated puppeteer to
assist the human by automating or suggesting common
actions. Third, the data service type provides informa-
tion about the participant and environment for both the
human and automated puppeteers. The service can
exist in multiple forms such as running machine learning
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models or communicating with external devices such as
smartwatches.

Computer vision techniques are an easy method of
obtaining significant amounts of data such as the partici-
pant's focus because most web-enabled devices include
a webcam (laptops, tablets, and phones). A challenge is
dealing with participant movement, occlusions, poor
lighting, and other environmental factors. Networks not
tested on in-the-wild datasets may be unreliable. Addi-
tionally, performance issues may arise when trying to
make decisions in real time, so it is important to minimize
inference time costs. Libraries such as tensorflow.js
enable GPU acceleration on the web to improve model
execution speed. The service architecture enables run-
ning machine learning models on the best available hard-
ware without blocking the virtual environment.

Like computer vision techniques, audio signals
from on-device microphones provide a useful data
source by enabling analysis of participant vocalization
and verbalization. The tone of how the participant
interacts with the virtual character may influence how
the response should be worded. An increasingly frus-
trated participant may require a different approach or
a slower pace than an excited participant. In addition,
natural language processing (NLP) can be employed
to determine how well the participant is picking up on
the information. Repeating terminology and engaging
further in the content can be a key sign of progress.

To effectively recognize emotions in a challenging
real-time setup, where the video frames can be
occluded, and the audio signal deteriorates due to
noise and irrelevant data, we have developed a multi-
modal emotion recognition algorithm by employing
two modalities—visual and audio. Given the impres-
sive performance of attention mechanisms and trans-
formers in the NLP domain, there has been some
recent research exploring its effectiveness in multimo-
del representation learning.*>® Like Tang et al.? we
have used a textless vision-language transformer to
reduce computational redundancy and inference time
suitable for our web-based system. Our transformer-
based multimodal emotion recognition network con-
sists of three blocks, an aural block, a visual block, and
a visual-aural attention block, as shown in Figure 5.

Biometrics are particularly interesting because
human puppeteers as well as virtual agents may bene-
fit. Determining a participant’s heart rate or respira-
tion is difficult by visual inspection, but external
devices such as smartwatches can do so with ease,
either through direct measurements or the use of
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FIGURE 5. Architecture of our multimodel emotion recogni-
tion network.

surrogate information. If a participant has such a
device, the puppeteer gains otherwise inaccessible
data. Some devices such as the polar verity sense pro-
vide a Bluetooth protocol that enables direct access
through a web-based service using the Web Bluetooth
API. However, to improve external device interopera-
bility, we provide an endpoint for on-device applica-
tions to which we can post biometric information.

Web tasks can provide metrics about how the partic-
ipant is doing. By building the task on the web, one can
hook up events for important task milestones. This pro-
vides knowledge about whether the participant needs
more support or is engaged sufficiently in the task. For
example, when teaching a participant to code, a
researcher might opt to use the Blockly programming
environment. Then, as the participant combines blocks
in their workspace, the virtual character can provide
appropriate support. Another added benefit is the use
of the virtual character as a tutor. If the participant is
unfamiliar with the task tool, the virtual character can
walk them through the basics and even take control of
the participant's view to demonstrate functionality.

There are two modes for automation engines: sugges-
tion and action. When suggesting, the engine
examines incoming data streams and suggests to a
human-in-the-loop what should occur. This mode is
also useful for training a fully automated engine, as
the human accepting or rejecting suggestions can be
treated as labels in a feedback loop. When taking
action, the engine directly signals what actions should
occur without human approval. This can be used in
tandem with a human puppeteer by automating cer-
tain actions to lower the cognitive load on the human
or completely in standalone.



The implementation details of an engine are proj-
ect specific; however, we outline a few key require-
ments and examples. Because the platform is
designed to allow service interchangeability, an engine
must either signal missing services or handle incom-
plete data streams, with the latter being preferred.
Engines can be handcrafted decision trees or learned
neural networks from previous sessions. Additionally,
there may be multiple data providers that are used to
trigger the same action: for instance, since the task
and eye detection tools both determine the user's
level of attention, reconciling conflicts is important.
Human actions should always be preferred over com-
puter-generated ones. Between data providers, a
majority vote system with lower error data sources
having more votes can improve confidence. Because
there are only a finite number preset animations, auto-
mation engines should be carefully designed around
the set of actions available. One trick employed in
WAVE is the use of Text-to-Speech functionality to
read arbitrary support phrases. Using this automated
voice in tandem with the virtual companion can
strengthen interaction by referring to specific details.

One project using the WAVE system is RAISE,® which
introduces the use of a virtual companion named ZB.
In this project, ZB assists students with ASD to learn
to code a robot with a Blockly-based visual program-
ming tool. The RAISE-UP tool was developed to cus-
tomize the block types enabled for each phase.
Depending on the progress of the student, different
blocks can become available.

This project utilizes the core service to render the ZB
character to the participant. By observing interactions
with a human-in-the-loop, the project learned common
behaviors and critical data points that can inform deci-
sions. A common phrase ZB would use with easily dis-
tracted children is “come back to the screen” or with
stuck students is “try the blue blocks.” These action
types are easily automated as task-centric data and pro-
vide information about the student’s current engage-
ment. If a student is not selecting the correct block
types for the given task, a suggestion might be appropri-
ate. Other techniques such as eye-tracking may improve
the ability to detect off-task actions.

Additionally, this project uses face videos and
heart rate information to provide knowledge about
the emotional response of the participant. Many chal-
lenges exist in gathering this data, particularly given
the unique ways through which children with ASD
may express themselves. Because of misclassification

dangers, reenactment has been found to be more
effective.” For human-in-the-loop systems, heart rate
data can provide the puppeteer with previously
unknown information. Students may appear calm, but
internally feel frustrated. Physiological sources can
provide the puppeteer with key knowledge to change
approaches. For more information about this project
and how WAVE is used, please visit https://www.
ucpcfl.org/project-raise.

Another project that is supportive of and sup-
ported by RAISE is one associated with online bully-
ing. The first phase of this project involves
participants watching virtual situations transpire
and recognizing instances of bullying and attempts
to access private information. Multicharacter auto-
mation can be challenging in general; however,
because the situation is predetermined, the first
phase simply plays through preset animations. Dur-
ing the second phase, when the virtual characters
involve the participant in the scenario, the auto-
mated behaviors are triggered primarily based on
vocalization. The participant may need additional
prompting or clarification of the situation or may
want to skip over a part of the experience entirely.
Timing when to move on or press further is impor-
tant in order to have a respectful and helpful ses-
sion with the participant.

Educators (three classroom teachers, a self-identi-
fied paraprofessional serving as a classroom
teacher, and a paraprofessional) participated in an
interview and survey conducted by an external
evaluator.® Sample results include three educators
agreeing or strongly agreeing that the project and
its tools were 1) conceptually sound and 2) based
on evidence; two agreed that the project capabili-
ties were clearly communicated. Three educators
agreed or strongly agreed the project addresses a
critical need. Four educators agreed the project 1)
applies to diverse groups within the target popula-
tion and 2) is relevant. Only the paraprofessional in
a tech support role was asked to rate the useful-
ness of the toolkit, strongly agreeing the toolkit
was useful and user-friendly. Interviews with five
parents of the students revealed all had noticed a
positive difference in their child’s attitude or behav-
ior at home and provided examples. Three of the
five parents had observed a positive difference in
how their child approaches schoolwork. All five
expressed appreciation for having their students
involved.
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Two students rated their experiences in 55 ses-
sions on a Likert-scaled instrument. Students reported
positive experiences in over 90% of the sessions.
Other early findings supported the effectiveness in
engaging students. Time on task was consistently
above 90% across participants while programming a
robot with the assistance of a supportive virtual
companion.

Recordings of classroom sessions showed that
students bonded with the virtual companion and
its presence improved their willingness to interact
in class. One example of this transformation and
change came from a participant who originally did
not want to talk with the socially assisted avatar,
ZB. However, after being successful in coding a
robot, Dash, in a square with support from avatar
ZB, she entered the next phase of the study with a
peer. The goal was for her to introduce ZB and
teach the peer how to code the robot. Surprisingly,
she began to sing “I love ZB,” “ZB you are my best
friend.” The interesting part is this same social con-
nection with the Al agent continued when ZB
entered the classroom to provide simple reaffirming
executive functioning types of statements during a
mathematics class. This same student made cer-
tain to “impress” her new friend ZB, sang again ‘I
love ZB" and “ZB you are my best friend” while
increasing time on task in the classroom. The level
of stimming behaviors and off-topic comments also
decreased with the presence of her Al friend.

Over and over the team has seen evidence of stu-
dents identified as those on the spectrum connecting
with ZB and even trying to show ZB their best behav-
ior. In one instance, a student did not want anything
to do with ZB, as this student struggled with any
change of routine while another chose to bully the Al
agent. These two students were the exception instead
of the norm of what the team observed and coded but
does show that Al agents are not the answers for all
students. These outliers have helped the team con-
sider the best students to target Al support in both
coding and increasing time-on-task and communica-
tion skills in classroom settings.

In this article, we present the WAVE platform for real-
time web-based delivery of virtual characters. By pro-
viding both in-the-web data providers and hooks
for external devices, the platform enables multimodal
data collection and automation models to become
widespread. We see three primary areas for future
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work. First, further analysis of real-time performance
implications of delivering machine learning-based data
providers over the web should be performed to under-
stand the viability of such techniques on low-grade
consumer devices. Second, a user study should be
conducted to evaluate the ease of use for partici-
pants. Third, solutions for nontechnical individuals to
construct new scenes should be developed to support
future research endeavors.
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