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sufficient measurement data and properly chosen nudging parameter (guided by our analysis), the proposed
algorithm achieves optimal long-time accuracy for any initial condition. While our analysis requires nudging of
both the streamfunction and vorticity, our numerical tests indicate that nudging only the streamfunction can be
sufficient.

1. Introduction

In this paper, we consider a numerical method that incorporates continuous data assimilation (CDA) in order to achieve long-time stable and
accurate approximations to the barotropic vorticity (BV) model of geophysical flows. Geophysical flow simulations are used in the study of climate
change, weather and ocean forecasting, pollutant transport in the ocean, and many other applications [46,36,24,49,13,8,48]. The BV model is one
of the simplest models that can be used to represent meso and large scale geophysical flows, and is commonly used in oceanography to study
midlatitude ocean circulation, but can also be extended to describe the vertical motions in the ocean [38].

The BV system, in dimensionless form, is given by [28,47]:

3
0w oy Sy \’ _ .
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where w represents vorticity, y represents the streamfunction,

- dx dy dy ox

is the Jacobian, L is a horizontal length scale typically corresponding to a basin dimension, R, > 0 is the Rossby number describing the relationship
of the fluid velocity to the length scale L, 5,, > 0 is the Munk scale describing the relationship of the fluid viscosity to the length scale L, and
F is the forcing term. See the paper by San, Staples, Wang, and Iliescu [47] for more details regarding the Rossby number and the Munk scale,
including their derivations. Additionally, we consider appropriate initial conditions and homogeneous Dirichlet boundary condition for both the
vorticity and streamfunction. These boundary conditions correspond to slip boundary conditions for the velocity and an impermeability boundary
condition, respectively, in the case that the model is used to describe large scale ocean circulation [47].
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We consider herein the BV model enhanced with continuous data assimilation (CDA). While there are many types of data assimilation, CDA is
very interesting because it has a solid mathematical foundation. It was developed by Azouani, Olson, and Titi in 2014 [4], and since then it has
been successfully used on a wide variety of problems including Navier-Stokes equations and turbulence [4,35,18], (Rayleigh-) Bénard convection
[16,14,3,1,15], a planetary geostrophic model [17] and other geophysics models [32,31], the Cahn-Hilliard equation [12], and many others.
CDA has gained immense interest since its development, which has led to many improvements and uses for it, including for parameter recovery
(see e.g. [9,37,43,10,34] and references therein), sensitivity analyses [11], how to nudge only some of the unknowns [1,15], numerical analyses
[29,33,45,12,21], and efficient nudging methods [6,45], to name a few.

The general idea of CDA is as follows: Suppose we are given a PDE that is the correct model for the evolution of a particular physical (or other)
phenomenon, with solution u(x, ?):

u+Gw)=f,
u(x,H]y0 =0,
u(x,0) = uy(x).

If the true solution is known at certain points from measurements or observables, then I (1) is known, with I representing an appropriate linear
interpolant. The CDA model then takes the form

B+ G@+puly@—w=7r,
i(x,1)| 50 =0,
i(x,0) = iy (x),

where y > 0 is a user selected nudging parameter and i, is an approximated initial condition. For many such systems, given enough measurement
values, it can be proven that ||u —ii||;» — 0 exponentially fast as  — oo, regardless of how inaccurate i, may be as an approximation to u,. In
numerical studies with CDA, accuracy results can often avoid error growth in time since application of the Gronwall inequality can be avoided,
leading to long-time optimal accuracy [21,45,20] (that is, for large enough time, the error in the computed CDA solution will be on the order of the
best expected approximation error for a given spatial and temporal discretization, and will not grow with time).

To apply CDA to BV, there are two unknowns that can be nudged: the vorticity and the streamfunction. While it is likely that only measurements
of the streamfunction are available in practice, we choose to nudge both the streamfunction and the vorticity here as this enables us to capture the
long-time accuracy mentioned above. A model in which only the streamfunction is nudged is under current investigation and reserved as future
work. The BV-CDA model thus takes the form
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together with initial and boundary conditions. The purpose of this paper is to study a discretization of (1.2) that uses a backward difference temporal
discretization and finite element spatial discretization. We will prove that, with CDA, solutions of the discretized system are long-time optimally
accurate in time and space, and avoid Gronwall inequalities that arise in analyses of BV discretizations, e.g. [39]. Our analysis, for simplicity of
exposition, is done for the case of BDF1 (backward Euler) time stepping. However, extension to BDF2 can be done in a straightforward manner
utilizing the G-norm as in e.g. [30,26].

This paper is arranged as follows. In Section 2, we introduce notation and several lemmas which will be used throughout the paper. In Section 3,
we introduce the finite element CDA method for the BV model and prove existence, long-time stability, and convergence of the numerical scheme.
In Section 4, we demonstrate the effectiveness of the CDA scheme with several numerical experiments and, finally, in Section 5, we make some
concluding remarks.

2. Notation and preliminaries

We consider a bounded open polygonal domain Q c R? and define X = H(; (Q) to be the subspace of H'(Q) with homogeneous Dirichlet

boundary condition (in the trace sense). Additionally, we denote the L?(Q) inner product and norm by (-, -), and ||-|,2, respectively, and the H*(Q)
norm by [|-[| .
We define the trilinear operator b : X X X X X — R by

bu,v,w)=(J(u,v),w), 2.1)

and note the well-known skew-symmetric properties [19]: for u,v € X,

b(u,v,v) =0, and b(u, v,u) =0.

We remark that for all v € X, we have the following Poincaré inequality: There exists a constant Cp depending only on Q such that

loll 2 < Cp || Voll 2. (2.2)

Additionally, the following lemmas will be useful throughout the remainder of the paper.

Lemma 2.1. Suppose the constants r and B satisfy r > 1 and B > 0. Then if the sequence of real numbers {a,,} satisfies

ra,, <a,+B, (2.3)
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we have that

B
r—1"

m+1
A1 < ag ( ; ) +
Proof. See [33]. [

2.1. Numerical preliminaries

For the numerical method, we take a regular conforming triangulation of Q, denoted by ;. For a positive integer r, we define the continuous
finite element space with rth degree polynomials on each element K of the triangulation as Mf ={ve C(ﬁ)l vg =V|lg €P.QVKer,}CH LQ).
Then, for a given positive integer k, we define the finite element space Y}, := MZ Additionally, we define a subset of Y}, as X, :=Y, N H, é (Q).

The trilinear operator has skew-symmetric properties on the finite element spaces as demonstrated by Fix in [19]. We state these properties here
and note that the proofs follow by integration by parts and the divergence theorem.

Lemma 2.2. For y,£ € X, and y €Y,
b(y,£,6)=0 and b(y,y,w)=0.

Proof. See [19]. [

We define the discrete Laplacian operator A, : X — X, in the usual way by

(Apw.x)=—(Vw,Vy) Vy€X,, (2.4

and additionally define I to be an interpolation operator that satisfies: For a given mesh r; with H <1 and associated finite element space Yy,
g (w) — w|| ;2 <CrH IVwll 2, (2.5)
[ 1a @)z <Crllwliz2 (2.6)

where C; > 0 is independent of w, for any w € H, é (Q). Examples of such I are the L? projection onto Yz, where Y consists of piecewise constants
over 7y, and the Scott-Zhang interpolant [22].

Finally, we will utilize the following properties of the H'! projection operator into the finite element space X, denoted by R, : X — X,,, in the
convergence analysis:

Lemma 2.3. Given y € H**!(Q), the following estimates are satisfied [7]:

L lly = Ryl 2 < CA** iyl e,
2. IV = Ry@))ll 2 < Ch* Iyl e

3. A numerical scheme for BV with CDA

We now present and analyze a discretization of (1.2) which utilizes backward Euler time stepping and a finite element spatial discretization.
Specifically, we consider a uniform partition of time such that 7,, = mAt where the time step size is At :=t,,; —t; for i =0,1,2, .

Algorithm 3.1. Let ™! := w(t,,,) and w"™' 1= y(t,.) be the solution to the BV system (1.1) at time 1,,,, and let the forcing term at time t,,,,,
denoted by F™*! := F(t,,), be given. Given o) € X, find a);l"“ € X, and y/}'l"“ € X, for m=0,1,2,3,... satisfying

C0m+l — " awm+l 5 3
R, <%,vh> + Rob(y 0" v)) — ( a}; Jop |+ (TM> (Vo™ Vo, ) + iy (L (@ = 0™ 1), 0,) = (F™ 0, (3.1)

(Vu Vo) + maU g =™, ) = @ 7). (3.2)

for every vy, y, € X,

;l"“ — ™t 1 gUp) (as proposed in [45]) would be equivalent if Iy is chosen to
be an L? projection operator onto a finite element space. Whether it makes sense to alter the nudging terms depends on the interpolation operator
chosen and how to most efficiently implement it, and it is advantageous to make such a change in the case of algebraic nudging [45]. For some
PDEs, it can even reduce restrictions on the nudging parameter [20]. All the results herein will still hold (up to changes in constants) with the
alternative nudging formulation, although more analysis is required to achieve these results.

Changing the nudging terms to instead be of the form (/g (@

3.1. Well-posedness

Proving well-posedness of Algorithm 3.1 is a challenging task. The problem reduces immediately to proving well-posedness of the algorithm at
an individual time step. Below we give partial results. We prove existence under the assumption of a particular interpolation operator I and also
under the assumption that X gz C X,. Although we believe that existence will hold in a more general setting, proving such a statement appears to
be quite difficult. For uniqueness, a CFL condition arises, which is not unexpected. In the case of steady nonlinear PDEs for fluids, often small data
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conditions are required for uniqueness proofs [5,23]. In our setting, instead of using a small data condition, we use the time derivative term with
coefﬁc1ent - to absorb the right hand side terms after applying the inverse inequality to them; here, A7 sufficiently small allows for uniqueness.

3.1.1. Existence

Lemma 3.1. Consider (3.1)-(3.2) for fixed m, and assume that I ; is chosen to be the L? projection onto X ;; C X ,. Then for sufficiently small At, solutions
exist.

Proof. This follows as a discrete analogue to the proof of Lemma 3.2 in [5], which relies on the Leray-Schauder theorem. The main difference is
the nudging terms, which do not create difficulty for this choice of I;. []

Remark 3.1. The existence lemma above relies on the choice of a coarse mesh interpolation operator I and that X y; C X,. Outside of this setting, separate
analyses would need to be performed in order to prove existence. While we expect this to still hold in general, in particular, because this is in a discrete setting
where the inverse inequality can be applied, a different choice of 1 may create additional restrictions on At, H, u; and p,.

3.1.2. Long-time stability
We now prove stability of the scheme. The stability result has no condition on the time step size, but does require restrictions on H and the

nudging parameters, y; and p,.

Lemma 3.2. Let F € L®(0, 00; L*(Q)) and w,y € L*(0, 00; L*(Q)), and initial conditions ),y be given. Assume that

@m/)’
20 4+2C3) <y < d u, < . (3.3)
=T 402 2T acim?
Then for any At > 0 and any integer m > 0, solutions to Algorithm 3.1 satisfy the following bounds:
1 -
o' 112, < ( — ) DI, +2RyC3 (Gu/L) R* =: C2, (3.4)
and
2 2 2
VU2 <2031 sy 2 € Cn
where R* and A* are defined
* . _ p—1 2 2 (s -3
R :=R; (2ulc 018 sz + Co O NFIR o oy + 42 CHI R 2y )
PRGN
2R0C2
Proof. Setting v, = w'}:’“ in(3.1) and y, = y/;l”“ in (3.2) and using the polarization identity along with Lemma 2.2, yields
S\
T [l 2, = a2, + ! = o112, ] + (T) Va2, + ol 12,
awm-H (3.5)
:< I ’G)ZH—I)+#1(1H(wm+l)’w;ln+l)_MI(IH(wZ+l)_a);ln+lsw':+l)+(Fm+lstl+l)’
and
IVW 2 + iallwy 1% = (T ™D, w ™) = i T ™ =y oy D + @)+ wpth. (3.6)

Applying the Cauchy-Schwarz, Poincaré’s and Young’s inequalities together with the interpolation properties on the right hand sides of (3.5) and
(3.6) produces

3
1
1 1 2 M 1 1
o [t 2, = g2, + o™ = z||Lz]+< L) IV 12, + mllop* 12,

1 1 1 1 1 1 1 1
IV 2l e + i Crllo™ 2l ™l 2 + iy CrH IVl 2l ™l 2 + IF™ I 2 Cpll Ve ™l 12

1 1 2 1 1
_vah+ 117, —IIw”’+ 17, + m Crlle™ 13, +—|| ottt

Cc? ) -3 6 3
u 1
+ ﬂIC?H2||Va)Z+' ”2LZ + —4] ||co',:'Jr1 ”2L2 + —2P <—Ml> (| FmH! ”2L2 + 5 <—M[) IIVa)’"+I ||L2,

and

1 1 1 1 1 1 1
PR+l R, < i Crllw™ 2w ™ 2 + o Cr HIV w2l 2 + )™ 2 Cpll Vw2
C2
2 12 1 2 172 1 1 P 12 1
<mCrlly™ I, + ||lI/hJr I3, + mCTH Vw13, ||lI/hJr 17, + > lloh 117 _||th+ 117,

IV,
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Combining like terms yields

50 12, ~ I, + o) - a2 ]+1(5—M>3<1—2u C2H2(5ﬂ>_3>nwm+ln2 3 (=)o I2,
2A1 h nllz | T\ L e L ho T2t
2 =3
%nw 2+ i CHON g 20 T %(‘%M) IF 11 o 0.cos 2000 37)
and
1 212 m+1 m+1)2 2 Cr P!
5 (1= 2 CEH2) 19y 2, + 21w I < GV 2y * o I 2 (3.8)

Applying (3.3) on the left hand side of (3.8), multiplying by 4, and dropping the second left hand side term, we obtain

Vw12, <4mCllivll?

Inserting this bound on the right hand side of (3.7), rearranging terms produces

2 +112
Lo 00012y T 2CR N0 I (3.9

R, 5 -3 |
+1 +1 M 252 ( OM +1)12 2 +1
T |Ip ™ I, = llop I, + Nl ™ = oI ]+ ( ><1—2ﬂ1C,H (—L> >||ng 52+ 5 (i = (A+2C0) o™ I,
<mClloll; ey || I +2,ClIlv Il (3.10)
H Lo0.00:L2Q) ' 2 \ L L20,00:22@) + H2E TV Lo 0 00:120))" )
Using (3.3) and multiplying the resulting inequality by yields
mt1)12 m mkl _ 2 (‘SM/L)3 mt1))2 m+1
llewy IILZ—IIthI + o™ -yl + 2R, AtV ™ |I7, + || h ||
1 2 2 (s 3
< RS A1 (21012 1 oy + Co DT IFIR g o oy * 442CF ||w||Lm(0mL2(Q») (3.1D)

Dropping the third and fifth left hand side terms and applying Poincaré’s inequality produces

5 3
P (L) A ) hop 2, < N2, + Re A, (312)
2R0cf, t

+C2 (6m/L) || F|?

where

R =Ry (2 C ol +20,C2 |2

L®(0,00;L2(R)) L®(0,00;L2(Q)) L*(0,00; L2)>

Invoking Lemma 2.1 gives

I \" .
IIwZIIi2 < <W) ||a>‘}1||i2 +2RyC2 (5m/L)™ R*, (3.13)

3
here A* = <(§Z /é; ) At. Using the vorticity bound on the right hand side of (3.9) produces the bound on the streamfunction. []
0~p

3.1.3. Uniqueness

Lemma 3.3. Let o),y € X, o™y € X, and F € L®(0, 00; L*(Q)) be given. Then, if

Gm/L) 1
4

o (3.14)
4C7H?

CIH? and 1 <py <

2(142C3) < py < 5

the solution to Algorithm 3.1, (co;l'”rl , y/;l"“) € X}, X X}, is unique under the CFL type condition
h4

RyC,,C2

v

At <
where C,, is defined in Lemma 3.2.
Proof. Let o),y € X, o™y e X, and F € L®(0,00; L*(Q)) be given. Let ((w'}:’“)l ) +1)) and ((a)’"“)z (y/’"+1)2) be two palrs

of solutions to (3.1). Furthermore, as the following proof contains many technical details, for readability purposes, let us define (W, P) :
(@™, () and (V,0) := (@), (' 1),). Then it holds that

R _
A‘t’ (W =V ,v,) + Rob (P, W, v,) = Ryb (O, V,0,) — (@,UO
X
S\’ _
+\ T (YW =), Vo) +u; (Ig(W =V),0,) =0 Vo, €X,, (3.15)
(VIP=0), V) + 1y (Ig(P=Q). ) = (W =V, x,) =0 Vy, €X,. (3.16)
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Taking v, =W —V in (3.15) and y;, = (P—-Q)—A,(P—Q) in (3.16), using the definition of the discrete Laplacian (2.4), and adding and subtracting

appropriate terms, we have

Ry 2 o(P—-0)
A W = VG, + Rob(P.W. W = V) = Rb(Q.V. W = V) = <T,W—V

Om
+< L) IV =W, + iy (IgW = V), W = V) =0,

IV(P = Q)I%, +|A,(P - O[22 + 2 (Iy(P = Q). P = Q) + iy (VI (P - Q), V(P - Q))
-W-V,P-0)- (VW =V),V(P-0))=0.
Multiplying both equations above by At, adding and subtracting appropriate terms, and adding the two equations together, we have
3
(Ro+ uy A0 W = V|2, + M\ A IV = V)P, + At | P — O
0 T Hy 12 L 2T H 12
+ (1 + pup)At||V(P — Q)||2L2 + At||A,(P - Q)||2L2 =RyAtb(Q, V. W V)

— RyAth(P,W,W = V) + At (W,W—V) AL (W =V)=Iy(W =V),W —-V)

+ 1wy At (V(P = Q) — T (P = Q)), V(P — Q) + uy At (P - Q) — Iy (P — Q), P - Q)

+ A1 (W =V, P-0)+At(V(W = V), V(P - Q)).
We proceed by bounding each term on the right-hand side of the equation above as follows. All estimates will use Holder’s and Young’s
inequalities. For the nonlinear terms, we use a standard inverse inequality, the triangle inequality, Lemmas 2.2 and 3.2, and Lemma 2 from [39]

(which utilizes Ladyzhenskaya’s and Poincaré’s inequalities) to obtain

RoAt (b(Q,V, W = V)= b(P,W,W — V))——RO LBQV AW +V =W W = V)= b(P.W +V + W ~V. W = V)
:Ro—(b(Q WV, W =V)=b(P,W +V,W = V)
RyAt
== b(P-Q.W+V.W V)
RoAt
< IIAh<P Ol 2 IVOW + Wl 2 VW = V)]l 12
Cino
< ;,(P—Q)IILz ZNW A V2 IVW =)l 2
ROAt H'IUC(U
18P = Q) o === IVOV = V)l 2
At 202 2
< T 18P = Q)12 + === VW =V,
At 0ConCa
< 3 18P = O)72 + —==— W = VI,

For the third term, we have

At (%w—v) <AVP = Q)2 IW — V]2

At 2 2
=T IV(P = O}, + AW = VIip,

For the next three terms, we implement the interpolation operator properties (2.5) and (2.6) and Young’s and Poincaré’s inequalities to obtain

w CH*At
mAt((W—V)—IH(W—V),W—V)sTIIV(W—V)II +—||W VI3,
HyC2H? At
uzAt((P—Q)—IH(P—Q),P—Q)STIIV(P—Q)II +—IIP ol

U, C2H2At
1yt (V((P = Q) = Ty (P = Q)), V(P = Q) < z’f AP =03 + ”ZTZ IV(P - 0)II2,

Finally, the last two terms are treated as follows
= ||V(P O3, <CRAIW = V2, + —||V<P (o]
and

BV =) VP -0y AW =V I2, + 2 8P -0}
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Combining like terms, we have

R2C* C2At 2
Ry -

h* L 2

2

2172 2
1 WCH™ 2 1 mCiH 2
+<5-72 + o JAIVP = O, +Ar| 5 = ——— |[|A,(P - O)]| 2 <0.

Requiring the following conditions concludes the proof:

(/L)
204+2C%) < <
pI=H 4c2y?

<1
4CIH?

s

s

H2

and
4
At < hi. O
R,C* C2

mnmv - w

3.2. Error analysis

We now prove a long-time error bound, which is made possible by CDA.

e sy \> mCrH? At
0$+Az(u,—2—01%,)>||W—V||2L2+Ar<(—M) ———— JIVW =W)li}, + == 1P~ QII},

Theorem 3.1. Let the true solution y,w € L®(0, co; H*t1(Q) n Hé (Q)), k> 2 correspond to the degree of the polynomial in the definition of Y}, w, €

L*®(0, 00; L%(Q)), and w;, w; € L(0, o0; H*1(Q)). Assume that At is sufficiently small, and that H, y,, and p, satisfy

3
. 2 2 m+1)2 20 m+l}2 (Pm/L)
min{2+16C ,4CR0<||Vw 12, + Ao |H3)}su1 s@,
!
i TerTE

Then, for any time t,, ., m=0,1,2,..., we have for solutions of Algorithm 3.1,

+1 +12 w\=m=1,_ 0 012 2 —3 ps 2k+2 2 .
o™ = |2, gz[(1+/1 )" l6® = @I, +2 RyC (w/L) R +Ch ||w||Lm(0’m;HkH(g»] =,
and
™! =y, <2 [Chmz <(2”2C12’C12+ DIV 0 gorpri @y 4C?)”w”2L°°(0,oo:Hk+l(Q))> +4C§’C:>]’
3
where 4* 1= CM/L At and
2R)C2
S\
k. _ppl 202 [ OM 242 2 2
R =k, [uROC”( L) h ("w’”m(o,oo;uk“(&z»“L"“’”"L%o,oo;HkH(sz)))

+6C (‘SM/L)_3 h2k+2”ll/”2Loo(0 oo HKH1(Q))

2 1 2k+2 2 202 A42 -3 2
+ 20 CTR 012 oy + ORICEAZ o/ N0l ) o

2 p2k+2 (5 -3 m+12 2
+6C RER (on /1) VO™ 2 W1 s )

2,4k (s -3 2 2
+ 6C R Gu/1 IR 4 o s a1 sttt

2 p2k+2 (5 -3 m+1)2 2
+ 6C RN /1) VY 2ol o i

2k+2 2 2 2 2
+ Ch [4‘”2C1 ”w”LW(O,oo;Hk‘*‘l(Q)) + 8CP ||w||L°°(0,oo;Hk+](Q))] :
Remark 3.2. The above long-time error estimate is optimal, i.e. for m large enough,

llo™ = @112+ ™ =yl 2 < O + Ar).

Proof. The true solutions at ¢, satisfy the equations: for all v, y;, € X,

3
oMt — pm 0wm+1 )
RO<T,Uh)+R0b(1//”'“,w’"+l,uh)—< U ) + TM (Vo™ Vu,)

At
(V™ V) = @™, ),

wm+l — M
:RO <_ —CU;’H—I,Uh +(Fm+1,l)h),
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where y” :=wy(t,,) and " 1= w(t,), m=0,1,2,.... Denoting

om . _ _om  _om om . _ _m m om . _
€ =ep +eh , Ep =0 - R,0", e, Rhw —a)h,

M=l ey, e =y =Ry, )" = Ryy" -y
Subtracting (3.1)-(3.2) from (3.19)-(3.20) results in

w.m+l _ om F) wom+1
RO (%’Uh) + Rob(l[/m+],a)m+l ) ROb(Wm-Hv m+1 Uh)_ (eT’Uh>

) 3 oMt — pm
+ <TM> (Ve‘”*"’“,Vvh) +”1(1H(ew,m+]), Uh): RO (T _ m+l Uh)

(V"™ V 1) + may (T (&™), 1) = @™, ).

Using the error decomposition and properties of the projection R, setting v, = e;‘l”'"H and y, = e, +1, and applying the polarization identity
produces
1 1_ Spm ’ 1 1
w,m+ w,m w,m+ wm 2 w,m+ w,m+
—llef + ’ ] + [ — Ve’ + €,
22 [ 512, + e, [ < ; ) Ve 2, + ey ™12,
w,m+1 ,m w,m+1 w,m+1
—_R, eR B (BR eu),erl + a‘ER eu),m+l + a‘Eh ‘Bm,m+l
0 At Ch ax h ax T h
- (’H(‘Ew m+1) wm+l) _ <IH(‘B(U m+1) e(;:,m+l’ e;},mﬂ ) +R b(wm+l’ m+1’e(;:,m+l)
1 oMt — ol
- Rob(lllm“,wmﬂ,e;fm )— Ry <w;"+l - T,‘Bim s (3.21)
and
,m+1 +1
Ve, ™ II + o lley " ||
m+1 ,m+1 ,m+1 m+1 m+1 ,m+1 ;m+1 ,m+1 ,m+1
=—;42(IH(e"l;m ) ep " )—;42<IH(eZm Y=, e )+(e%m e >+<e(;:m e ) (3.22)

Now, we bound the right hand side terms of (3.21). Applying Cauchy-Schwarz and Young’s inequalities to the first term on (3.21) yields

eco,m+1 _ ew,m ew,m+1 _ ew,m

R R w,m+1 R R w,m+1

Ry B—— R & <Ry [[B2—R A CpllVe?™ 12

0 At h 0 At , P h L
L

(3.23)

22 -3 wom+l _  wom 2 3
< RCh (6m R R Lo (oM (Ve |2
- 2a L At , 2\ L h L
L

and thanks to Taylor’s theorem with integral remainder, some algebraic manipulations, integrating by parts, the Cauchy-Schwarz inequality, and
assuming At is sufficiently small, we get

ea),m+l _ eco,m Tm+1
% / / @2),dt| dQ

]
s/ 2|(e;;),(tm+1)|2+2/ (B> dt |dQ
Q Im
L]

<20yt +2 [ Il

Plugging this estimate into (3.23) produces

ea),m+1 _ ea),m R2C2 5 -3 5 3
R R @ 1 “opP M M @
R0<Ts@(h),m+ ) = o (T) ”(‘Bcﬁ)t(tm+1)”2 / ”(‘BR)n” dt|+ = (T) ”V‘B(h}WH]”Lz-

The second and the third terms are estimated by using the Cauchy-Schwarz and Young’s inequalities via

aeu/,m+l
R m+1 +1 +1
<— e, ><|Ie"”" 2 0Ve,™ IIL2

ox h
-3 3
1 (6m m+l 2 a (6m 1
<3 (3) g (Be) e
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and

aew,m+l
w,m+1 w,m+1 w,m+1
e ) < Vel e 2

1 +1 +1,2
EIIVGW"’ || || 2

For the fourth and fifth terms, we use (2.5)—(2.6) together with the standard inequalities which gives

.m+1 ,m+1 m+1 m+1
(T, &™) < Cllely” ||Lz||e;j’" I

+1
II Al

2 @m+1 2
< CHEE" 2, + 2.

+1
|| S s

23 2k+2 ), m+1,2
SM]CCII’Z |CU |k+1 2’

i (L™ = ™) < € HIVE ™ 2 ||e;”'"+‘ llz2

2 172 m+1)12 +1
<u CrHA Ve, ™, + II " II
To estimate the skew-symmetric terms, first rewrite them as follows:

O[b(w'"H,merl,e(;;’mH) b(me, m+1 ewm+l)] R b(me wm+1,®;zl),m+l) b(l[/mH, mH,eZ]’mH)

— b(y/m"'l’ m+l’®;z:,m+l) + b(W;’:H—l wm+l’e;¢:,m+l)]
=R, [b(e‘”»’”"’l’wm‘*'l,e;”’"“) 4 b(lll;,n+la®w'm+la®2)’m+l)]

:RO [b(eu/,mﬂ’wm-#]’ mm+l)+b(wm+I’ wm+1’e;¢l;,m+l)]

=R, [b(e"””’“,a)’"“, wm+1 )+ b(wm+1’e2,m+1’®2>,m+l)

+1 wom+l _wom+l +1 wom+l wom+l
— by e e + by e )]
— RO [b(ew,m+1 , wm+1 , e;zl),m+l) + b(wm+] , eﬁ,m#—l , eZJ,m+l) _ b(ey/,m+l , ea]g,m+l , e?:,m+l)
wm+l  m+l  om+l _ wm+l  m+l  wom+l m+l _om+l wom+l
blep™ 0" e, ) = ble, 0™ e ) H by e e )

w.m+1l  wm+l  wm+l w.m+1l  _wm+l  wm+l
—blep" e e, )+be, e e )L

Applying Holder and Young inequalities along with approximation properties, the first two skew-symmetric terms can be bounded as

am+1 , m+1 .
Ry b(ef™* ! @™ &) < RyCllely ™ I 2 Vo™ | Lo Vel 12
20 p2k+2 -3 3
ROCh Sm m+112 m+1 a(m @,m+1
ST I Vo™ |7 oo Iy |k+1 >\ T ||V‘Bh ||L2,
and

am+1 1 _om+l m+1 1 ,m+1
Rob(e;‘: o™, ey < R0C||Ve;’: 21V | oo llel™ I 2
e *
0 m+1 w,m+1 a yw,m+1,2
< o Ve 170 llel ™ 012, + 5 I1Ve, Il
Now, the inverse inequality together with Holder’s and Young’s inequalities give that
Rob(wmﬂ’ec;,mﬂ’e;),mﬂ) < R0C||VWm+1 ”LDo ||e%’m+l ”L2 ”Ve(;l),mﬂ ”L2

1 k+1 1 m+1
S RoCIVY" Lo A @™ 1 1V I 2

RZCh2k+2 5 -3 5 3
a
=5 (—M> VW™ o™ 2, + 5 (TM> Ve ™12,

- 2a L
and
m+l_om+l _wom+l m+1 m+1 m+1
Rob(ely ™! a3 1) < RoCllely™ 11V 1 1 Vel 2
,m+1 -1 ,m+1 ,m+1
SR Clle™ IR Ve ™ 211V ™ I 2
k+1 1 k—1 1 ,m+1
S ROCA T "™ g A 0™ g 1V 2
2 4k -3 3
ﬂ 5_M | m+1| |wm+1| a’ 5_M ”Ve(um-H”
- 2a L k+1 k+l 2 L h 2’
and
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m+l o, § m+1 s ,
Rob(exm+ ewm+1’ezm+l)skocllvel}/l/m+ ”Lzllvec;m+l”Loo”eZ)m+l”L2

*CR
RS "
1 1 a m+12
< o 1Ver N w ey ™ || + = [IVep "l
For the last term, first, apply Taylor’s theorem and then use Cauchy-Schwarz and Young’s inequalities to get

m+1 wm+l — " w,m+1 w,m+1
Ry | o/ — —ar % < Ry(At/ Doy (1)l 2CplIVe, ™ Il 12

A
RICIAP /5, \ 73 E
0 P M 2 a w,m+1
< ~8a (T) lleoy, N2 + 3 < > Ve, ||L2’

where ¢, € [t,,,t,,,,]. Choosing a* =1/2, a = 1/6, substituting all these estimates to the right hand side of (3.21), combining like terms and using
approximating properties produces

ZAI [” u)m+1|| ” mm” +” w,m+1 ew,m“ ]-{- [”l 1+2R2 [||Vwm+l”2m+|lv u)m+1||2°o] ]” u)m+1|| 2

o _
+ 5 (TM> [1 =2, CFH? Gu/0) | IIVe ™12,

Tmt1
Sa\ 7 _
56Rgc§,<TM> IR a5 + / @)l d t |43 C (Gu/1)™> B2y 7

+ CuCIR* 2 o™ 2+ G/ RECHAR Gu/0)7 [l ()12, +3C RERH (0 /1) ™ Vo™ 1 [y ™17,
— — ,m+1
+ 3CRGAM Cu /)7 [y 0™ 2 +3C RGP Gu /LT IV T L™ 2+ (Ve (3.24)

Proceeding similarly, we are able to bound the right-hand side of equation (3.22) as follows

sm+1 +1 +1 ;m+1 +1 Jm+1 ;m+1
Vel 2, + pallel ™ IR, = s (T (el el ™) =iy (Ll ™) — e )
w,m+1 _y,m+1 w,m+1 _y,m+1
+(eR € )—(eh € )

,m+1 ,m+1 m+1 ,m+1
SiCrlley™ 2 lley ™ 2 + up Cp HIIVey, ™l 2 lley ™l 12
m+1 m+l m+1 m+1
+ 1162 | 2 Cpll Vel ™ 1 2 + 2™ | 12 Cpll Vel ™ 2.
mCi 1 H 1 1 U
I sm+1 2 2 sm+1,2 2 2 sm+1 2 2 m+1 2
< SNl 2, + S, + i CF BV 4 el
2 gomtl 2 +12 2 +1y2 1 12
+ Calle™ I + IIV«B"”" I*+Cplle, ™ | +ZIIV®Z”" [
Rearranging terms together with the use of the approximatlon properties on the right hand side results in
1 272 2 M2 wmdl 0 2k+2 2 1 2 1 2 +1
5(1—2/42C,H ) Ivey ™ ||L2+T||e‘;1"" I3, < Cr** [aCDpalw™ 7, + Cpla™ 2, ] + Chller™ I b

Under the assumption that H is sufficiently small and p, is sufficiently large, multiplying the inequality above by 4 and dropping the second left
hand side term yields

m+l 1
IVey ™ 112, < CR**2 [2p, CIw ™ I}, +4CH 0™ 2 ] +4CRlley™ 13, (3.25)
Substituting this into (3.24) produces

2At [” wm+1 _ ”ewn” + ”ewm+l w,m”iz] +% [/’ll _ [1 +8 C}Z) + 2R3C<||Va)’”+1|| + ”Vewm+l” )]] ” com+l

1 (6um 2.2 Om +1
+§<T> [1‘2"19” ) |t

tm+1
5 -3
swgcf,(TM) 1D (i DI + / ll&p)illPd t | +3C Gu/r)~> W2 |y 2

+ Cuy CoRH 2™ i+ C/4) RICHAL Gua/1)™ Nl (2N, +3 C RGAH2 0 /1) Ve [T L™

+3 CR(2)h4k (5M/L)_3 |Wm+l |k+1 |wm+l |k+1 +3 CR(2)h2k+2 (6M/L)_3 ||Vl[/m+l ”Lm |wm+l| + Ch2k+2 [ZM C2|l[/m+1 |k+1 + 4C12)|a)m+1 |i+1] .

First, use the assumption of the lemma, divide by 2_A0r’ drop the third and the fourth left hand side terms. Then applying the Poincaré’s inequality to
the fifth term on the left hand side yields

-3
(Gm/1)* . 8
<1+<m e 15, < e ™13, + Ry |12R5CE (= h2k+2(|lwr(tm+1)ll Hloulls, , . Lz))

0~ p
+6C (Ou/L) 7 Py T 420w CERPF 0™ |+ G/2) RECRAR (0 /1) ™ |y, ()17,
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2 1 2k+2 -3 +112 +1,2 2 p4k -3 +1,2 +1,2
+6C R (/1) Vo™ P2 o w1 2, +6C RER* @u/n) ™ ™ 2 0™ 2

+ 6CRéh2k+2 (5M/L)_3 Ilvwm+1 ”ieo |wm+1 . + Ch2k+2(4ﬂ2C12|l[/m+l |2 + SCf,Iwm“ |i+l) At.

|2
k+ k+1

Rearranging terms yields
(6M/L)3 w,m+12 w,m 2
I+ Ar ) lle, ™1, < lley™ll,, + R™AL
< ( 2R\ C2 b =T TR

-3
5
sk . _ p—l 202 M 2k+2 2 2
RE=Ry [12R0CP< L) " (IIw'|lL°°(o,eo;H’<+'<9)>+”w"”Lz(o,oo;Hk“(sz»)

where

=3 7 2k+2 2
6C (bm/L)™" h k+ ||W||L°°(0 oo HK+1(Q))

2 1 2k+2 2 202 A2 =3 2
ch’llclh ||w||L°°(0,oo;Hk+l(Q)) + 6R0CPAI (5M/L) “w"”L“(O,oo;LZ(Q))

6C R3A™2 0m /1) Vo™ T W 1] o ok )

2,4k (s -3 2 2
6C A on/1) 7 W12 o et a1 w0 sttt

6 C R(2)h2k+2 (5M/L)_3 ” VW”H—I ”%00 ”w”im(o,oo;Hk*'l(.Q))

+ o+ 4+ o+ o+

+

2k+2 2 2 2 2
CH (42 IV o s i+ 8CR NN g goiprion ]|

Invoking Lemma 2.1 yields

m+1

1 3 ek
e ™ 2, €| —————| e I%, + 2ReChon/D) R =2 €, (3.26)
1+ ( QU ) Ar
2RoC3
then applying the triangle inequality gives (3.17). To get (3.18), first apply Poincare’s inequality to obtain ||<1a;""’Jrl
this in (3.25). Applying the triangle inequality together with (3.17) finishes the proof. []

2 0
<Ch||Vey™ 17, and use

2
”LZ 2

4. Numerical experiments

In this section, we test the numerical scheme presented and analyzed above. Additionally, since the scheme above (for simplicity) uses backward
Euler time stepping, we also test its BDF2 analogue, which is given by Algorithm (4.1) below. Generally speaking, BDF2 analogues of backward
Euler methods have very similar properties in terms of stability, but BDF2 temporal discretizations are typically second order while backward
Euler temporal discretization are first order. The analysis usually follows a similar pattern provided G-stability theory is used, although with more
technical details, see e.g. [2,30,44]. Hence we expect the BDF2 algorithm to behave very similarly to backward Euler but with greater temporal
accuracy.

Algorithm 4.1 (BDF2-CDA dlgorithm). Let @™ := w(t,,,) and y"*! :=y(1,,,|) be the solution to the BV system (1.1) at time t,,,, and let the forcing
term at time 1,,, |, denoted by F"™*! := F(1,,,,), be given. Given o), w} € X, find o"*' € X, and y"*' € X, for m=1,2,3, ... satisfying

h
3wm+1 _4wm+wm—l awm+l
R0< h L vy )+ Roby o 0y — [ ——. v,

2At ox
Su\"
’ (T) (Vo™ Vo) + U@ = @™, o) = (F™ o), 1)
(Vo V) + it =w™ ), ) = @) ), 4.2)

for every vy, x), € X,

For all of our tests, we use P,(7;,) approximations for X, and enforce Dirichlet boundary condition on all boundaries. We also use Yy = Py(7g),
where 7 is a coarse mesh approximation of © with 4 < H. For the interpolant, we choose Iy = PYL;, i.e. the L? projection operator onto Yy . This
is known to satisfy the required properties (2.5) and (2.6) [45].

4.1. Convergence rate verification

To illustrate the spatial and temporal convergence rates (and verify our codes), we pick a time dependent analytical solution on Q = (0, 1)x(-1,1)
to be

276
w 1= 2x% exp [—ZL <ﬂ

3
R 7 > t] sin(zrx) sin(zy),
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Table 1
Spatial vorticity and streamfunction errors and rates for BE-CDA
with Ry = 1.0, ‘% =0.7, u; = 100 = u,. Rate approximations are

In(err;_, /errj)

calculated by: rate ~

In2
h lo) -w)|l,:  Rate  [y(M)-w)Ml,: Rate
172 5.335%e-2 - 2.8786e-3 -
1/4 7.9584e-3 2.7452 4.1730e-4 2.7862
1/8 1.0850e-3 2.8748 5.5679e-5 2.9059
1/16 1.4227e-4 2.9310 7.0840e-6 2.9745
1/32 1.9680e-5 2.8538 9.3061e-7 2.9283

Table 2

Spatial vorticity and streamfunction errors and rates for BDF2-
CDA with R = 1.0, OTM =0.7, u; = 100 = u,. Rate approxima-
]n(errj,l/err/)

tions are calculated by rate ~ -

h llo(T) - )"l Rate lw(T) -y ;. Rate

1/2 1.7008e-4 - 9.1115e-6 -

1/4 2.5435e-5 2.7414  1.3182e-6 2.7891

1/8 3.4449e-6 2.8842 1.7564e-7 2.9079

1/16  4.4131e-7 2.9646  2.2373e-8 2.9727

1/32 5.6113e-8 2.9754 2.8129e-9 2.9916
Table 3

Temporal vorticity and streamfunction errors and rates for BE-
CDA with Ry =10, 2L =0.7, 4, = 100 = y,. Rate approxima-
In(err;_, /arr/)

tions are calculated by rate ~ =

At oM -w)ll:  Rate [y -y)ll,: Rate
1/2 2.3891e-2 - 1.9968e-4 -

1/4 1.1275e-2 1.0833 9.4222e-5 1.0835
1/8 5.0312e-3 1.1642 4.2034e-5 1.1645
1/16 2.3792e-3 1.0804 1.9877e-5 1.0805
1/32 1.1575e-3 1.0395 9.6848e-6 1.0373
1/64 5.7093e-4 1.0196 4.8228e-6 1.0059

2 /60 \°
W i=exp _2RL0 (TM> t| sin(zx) sin(zy).

From these solutions, we calculate the forcing term from (1.1) to be

3
2x2 <6TM> t| cos(xx)sin(xy).

We enforce Dirichlet boundary condition nodally on all of Q for both the streamfunction and vorticity, choose Ry =1, 6TM = 0.7 for backward Euler
and BDF2, impose zero initial condition for the vorticity and streamfunction, use H = h, and set y; = y, = 100. An end time of 7' =1 is used for all
the convergence rate tests.

We begin with the spatial convergence rates, and use errors from successively refined meshes with mesh width 4 to approximate the exponent
in: error ~ O(h"°). To isolate the spatial error, we take the time step size to be Az =0.001, and vary only the mesh width size . The results are
given in Table 1 for backward Euler and in Table 2 for BDF2. In both cases, we observe the spatial convergence rates for both the vorticity and
streamfunction to be third order in the L? norm, which is optimal and in agreement with our analysis since P, elements are used.

To isolate the temporal errors, in order to approximate the temporal convergence rate from: error ~ A", we fix h =1/32 and the end time
T = 1.0, and vary At. The results are shown in Table 3 for backward Euler and Table 4 for BDF2, and we observed first and second order convergence
respectively, which are both optimal and in agreement with our analysis.

4.2. Double gyre wind forcing experiment

We now test the proposed method on the benchmark double gyre wind forcing test. This problem is used to model ocean dynamics in several
studies, in particular as a benchmark test to analyze new techniques for turbulent geophysical flows [40,28,47,39]. When the BV system is forced
by a double gyre wind forcing in a rectangular basin and the dissipation is weak, the instantaneous fields of vorticity and streamfunction are

highly variable. However, the mean fields show a well defined four gyre pattern in which the two central gyres are driven by the wind with its

41



M. Akbas, A.E. Diegel and L.G. Rebholz Computers and Mathematics with Applications 160 (2024) 30-45

Table 4

Temporal vorticity and streamfunction errors and rates for BDF2-
CDA with R = 1.0, % =0.7, u; = 100 = u,. Rate approximations
Inerr;_y [err;)

are calculated by rate ~ =

At lo(T)-w)|l;-  Rate lw(T) —wMl,. Rate
1/4 1.1579e-3 — 9.6724e-6 —
1/8 2.0375e-4 2.5070 1.7020e-6 2.5067
1/16 3.7789%e-5 2.4307 3.1567e-7 2.4307
1/32 7.7320e-6 2.2891 6.4594e-8 2.2890
1/64 1.7503e-6 2.1433 1.4630e-8 2.1425
1/128 4.1666e-7 2.0707 3.5000e-9 2.0635
1/256 9.5780e-8 2.1211 8.6453e-10 2.0174
3 ) 3
4 3
3 2
2 2
2 1
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Fig. 1. Shown above are contour plots of streamfunction (top) and vorticity (bottom) with Ro =0.0016 for the BV model in the double gyre wind forcing test, at
times t=2,4,8,16,24 (left to right).

same orientation, and the southern and northern ends of the basin circulate in the opposite direction, driven by the eddy flux of potential vorticity
[25,28].

This problem has the following setup [47]. The domain is set as Q = (0, 1) X (=1, 1), the forcing is F = sin(xy), o»/L = 0.02, and Ro =0.0016
(which corresponds to Re = 200). Plots of the streamfunction and vorticity at times t=2,4,8,16,24 are shown in Fig. 1, and we observe a very
complex flow from these snapshots in time.

For this test, we restrict to only the BDF2-CDA algorithm. As we do not have a true analytical solution, we first generate a solution (called the
true solution below) using P, elements on a mesh created as a 25 X 50 uniform triangulation that is refined again around the top, bottom and left
edges and then refined once more along the left edge (providing approximately 20 K total degrees of freedom). The time step size was chosen to
be A7 =0.004, and the solution was computed up to 7' = 24, starting from an initial condition of 0 and using the BDF2-CDA algorithm but not with
CDA, i.e. we set y; = u, =0.

We next computed the BDF2-CDA algorithm on the same mesh and time step size, using an initial condition of 0 for both the streamfunction
and the vorticity, starting the simulation from t=4 (the CDA solution at time ¢ is nudged towards the ¢ + 4 true solution). We run several tests here,
the first with H = h (as many measurement points as possible) so that we can observe the best that BDF2-CDA can perform and also test different
choices of u; and y,. We then test with large x4, and u,, and with varying H to observe how large H can be and still get convergence. We note
that the use of large parameters is not common in CDA methods, and the ability to take such large parameters is thanks (at least in part) to the use
of implicit time stepping.

For the tests with H = h, we computed with varying u; = y,, and the plots of the difference between the BDF2-CDA solution and the true
solution are shown in Fig. 2. We observe rapid convergence of the CDA solution to the true solution for y; =y, > 0.1, and even faster convergence
as the nudging parameter is increased. However, with nudging too small, i.e. 4; = y, = 0.01, no convergence is observed. We note that since the
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Fig. 2. Shown above are the L? differences between the true and CDA streamfunctions (left) and vorticities (right), where both vorticity and the streamfunction are
nudged.
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Fig. 3. Shown above are the L? differences between the true and CDA streamfunctions (left) and vorticities (right), where only the streamfunction is nudged.

true solution comes from a computation on the same mesh as the CDA, convergence goes down to near the level of roundoff error (instead of to
a level near O(h® + Af?). It is interesting that the results with Hy = pp = 10 are slightly better than with u; = pu, = 1000. This is consistent with
our analysis, since the error bounds in Theorem 3.1 contain the nudging parameters in the upper bounds on the error. This suggests there may be
optimal positive nudging parameters, but an analysis sharper than what we have given may be necessary to determine such parameters.

Next, we repeat the same test but only nudge the streamfunction, i.e. we take y; = 0, since in practice accurately measuring vorticity can be
difficult. We note the above analysis does not apply to this case, since the analysis assumes y, is positive and sufficiently large. However, there
is evidence at least for Rayleigh-Bénard systems that nudging all unknowns in CDA applications may not be necessary [15,1], and so it is worth
testing this case. We observe from Fig. 3 that for y, > 1000, convergence of the CDA solution to the true solution is still achieved, although it takes
much longer to converge compared to when vorticity is also nudged. With y, < 100, however, no convergence is achieved. For this case, we see
overall improvement as u, is increased from 1 to 10,000. However, since this is outside the scope of our analysis, it is unclear why this is the
case (comparing to when y; = y, when nudging parameters of 10 are better than 1000). The analysis of a new CDA scheme in which only the
streamfunction is nudged is currently under investigation and reserved for future work.

Lastly, we consider the case of less measurement data and large nudging parameters. Since we saw no deterioration of accuracy in our tests for
My = M, = 10000 (shown above) and even larger (tests omitted) nudging parameters, we consider now the limit of very large nudging parameters.
Despite our analysis having sufficient conditions that nudging parameters not be too large, our numerical tests suggest the analysis may be improv-
able and the upper bound on nudging parameters may be removed as in [20] for specific interpolants and formulation (including those used herein).
Numerically, when algebraic nudging is used for I} [45], the implementation of CDA reduces to simply enforcing that the BDF2-CDA solutions take
the value of the true solution at specific nodes directly (i.e. directly in the linear system), so the idea of very large nudging parameters is very in-
teresting from an implementation viewpoint. We note that large nudging parameters were considered for Navier-Stokes equations in [41,42,27,33];
while these were in a somewhat different setting, they showed that the general idea of large nudging or direct enforcement toward data can be
effective. We considered the same double gyre forcing test as above but now with N =200, 150, 100 and 50 total measurement points, chosen at
random from the fine mesh nodes, where the true solution streamfunction and vorticity are nudged. Convergence results are shown in Fig. 4, as the
difference between the BDF2-CDA solution and the true solution in L2, and we observe that with 200 measurement points convergence is achieved,
although not monotonically. For N =150, we do not get obvious convergence but the L? error has an overall decreasing (but erratic) trend. When
N =100 or 50 measurement points are used, no convergence is observed. Based on the success of these tests, the authors believe the analysis above
can be extended to the case of larger H and nudging parameters, and plan to consider this in future work.

The tests above for the benchmark double gyre wind forcing experiment were repeated with the forcing changed from sin(zy) to sin(zy) +
sin(2zy). The reason for this modification is that sin(zy) is an eigenfunction of the Laplacian, and in some related equations if the forcing is such an
eigenfunction then it can lead to uninteresting long-time behavior. Our test results for this modified forcing were qualitatively similar to that of the
benchmark problem, and so we omitted the results.
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Fig. 4. Shown above are the L? differences between the true and CDA streamfunctions (left) and vorticities (right), with varying number of measurement data
points.

5. Conclusions

We studied herein a CDA algorithm for the discretized BV system. We proved that for parameters chosen in a range determined by our analysis,
long-time stability of the L2 vorticity and H'! streamfunction is achieved. Numerical results illustrated the theory, both with predicted convergence
rates and also with showing the effectiveness of the method on an application problem.

For future work, we plan to consider similar methods that do not nudge the vorticity. Measuring vorticity in practice can be difficult, and thus
nudging only the streamfunction would be more practical. The method studied herein was tested numerically without vorticity nudging and it
seemed to work, although not nearly as well as when vorticity nudging was used. Our analysis, however, does require vorticity nudging, and thus
either an improved analysis for a modified algorithm will need constructed.

Data availability
Data will be made available on request.
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