THE BENJAMIN-ONO APPROXIMATION FOR 2D GRAVITY WATER
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MIHAELA IFRIM, JAMES ROWAN, DANIEL TATARU, AND LIZHE WAN

ABSTRACT. This article is concerned with infinite depth gravity water waves with constant
vorticity in two space dimensions. We consider this system expressed in position-velocity po-
tential holomorphic coordinates. We show that, for low-frequency solutions, the Benjamin-
Ono equation gives a good and stable approximation to the system on the natural cubic
time scale. The proof relies on refined cubic energy estimates and perturbative analysis.
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This article continues the study of the long time dynamics for the two dimensional water
wave equation with constant vorticity, infinite depth, and gravity, but without surface ten-
sion, which was initiated by two of the authors in [11]. This evolution is described by the
incompressible Euler equations in a moving, asymptotically flat domain §2;, with boundary

conditions on the water surface I';.

Going back to Zakharov’s work in [20], it has been known that, in the irrotational case,
the water wave flow reduces to the study of the motion of the free boundary. A similar
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reduction applies in the constant vorticity case in two space dimensions [I 1, 19], which is the
setting of this paper.

Indeed, in the appendix to [11] it was shown that, after a transformation into holomor-
phic coordinates, the fluid dynamics can be reduced to a system of degenerate quasilinear
hyperbolic equations governing the motion of the interface. It was also shown in [I1] that
this system is locally well-posed in a suitable scale of Sobolev spaces, which is described in
the sequel. Another key result of [1 1] asserts that the constant vorticity water waves in deep
water have a cubic lifespan. Precisely, if the initial data has size €, then the lifespan of the
solutions is at least O(e™2).

Our interest in this paper is still on the long time dynamics of small data solutions, but
this time under the additional assumption that the initial data is localized at low frequency.
For such solutions, a natural question is to ask whether there is a good, simplified model
equation which accurately describe their behavior. Our results provide a satisfactory answer
to this question, in two steps:

(i) We identify the Benjamin-Ono flow as the right candidate for our model equation,
and

(ii) We prove that indeed the Benjamin-Ono flow yields a good approximation for the
constant vorticity water waves on a natural time scale.

Informally, our main theorem asserts that:

Theorem. Assume that the vorticity is positive. Then the constant vorticity water waves
moving to the right are well approzimated at low frequency by Benjamin-Ono waves on the
natural cubic time scale.

Here the assumption that the vorticity is positive implies that the bulk of the nonlinear in-
teraction at low frequency is carried by the waves moving to the right. Full statements for our
results are provided later in Theorem 3 and Theorem 4, after some necessary prerequisites.

To the best of our knowledge, this is the first time this problem has been considered.
Considerable work has been done before in the irrotational setting. Replacing the assumption
of irrotationality with constant vorticity allows the model to apply to waves in settings with
countercurrents. However, the new terms introduced by the vorticity break both the scaling
symmetry and the reflection symmetry, and they have a large effect in the low-frequency
regime.

For a more precise description of our result, we note that the linearization of the water
wave equation with constant vorticity around the zero solution is a dispersive flow, with the
dispersion relation

(1.1) 7'2—1—07'—1—g£:0, £<0,

where c is the vorticity and 7, & denote the time, respectively spatial frequencies. The two
branches have time frequency 7 = 0, respectively 7 = —c at £ = 0. Of these, it is the first
branch that carries the bulk of the nonlinear interactions near & = 0; this last fact is not
immediately obvious, but instead it becomes clear only at the conclusion of this article.
The Benjamin-Ono approximation corresponds to solutions which are localized on this
first branch of the dispersion relation near the zero of the frequency plane, on the frequency
scale 6¢ = € < 1, and with L? size 2. Our main result asserts that, indeed, on the cubic

time scale |t| < Te~2 some solutions to the water wave equation with constant vorticity are
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well approximated by the appropriate Benjamin-Ono flow. Here T can be chosen arbitrarily
large, T' & | In €|, and represents the effective Benjamin-Ono time.

1.1. Model problems in water waves. Since the water wave flow is so complex and
features a good number of parameters (gravity, capillarity, depth, vorticity), it is natural
that the question of obtaining good reduced model problems has received much attention
over the years. The question of justifying such approximation results is much harder, but
progress has also been made in recent years. We do not aim to provide an exhaustive review
of such results; instead, we limit ourselves to the the two dimensional setting (which yields
one dimensional interface evolutions) and point out several approximation results leading to
our present work.

The universal model, which applies to all water waves near frequencies with nondegenerate
dispersion, is the cubic nonlinear Schrodinger equation (NLS)

iy + Ugy = Fulul?,

which arises in both its focusing and defocusing varieties. In particular it was shown in [10]
and many other previous papers starting from [20] that this gives a good approximation for
frequency-localized solutions to the irrotational 2D gravity water waves equations, at least
on a cubic timescale.

A second classical approximate model is the KdV flow,

Up + Upgr = OUUL.

This provides an accurate description for low-frequency unidirectional waves in the context
of gravity waves with finite bottom. There the dispersion is degenerate at frequency zero.
For more details we refer the reader to [3,7,15,17].

Finally we arrive at the Benjamin-Ono equation

(1.2) (0, + HO*)u = uuy,

which was originally a model for the propagation of one dimensional internal waves, de-
scribing the physical phenomena of wave propagation at the interface of layers of fluids with
different densities (see Benjamin [!] and Ono [16]). The Benjamin-Ono regime of water
waves was considered in [0].

The Benjamin-Ono approximation result we establish in this paper is unrelated to the
one above; the only similarity is that it also occurs in an unidirectional setting where the
directional symmetry is broken. Overall, the Benjamin-Ono equation appears to play a role
which is similar to that of the KdV approximation but in settings where the dispersion
remains uniform, rather than degenerate, at frequency zero.

1.2. 2D gravity water wave equation with constant vorticity. The water flow in the

model we consider is governed by the incompressible Euler equation in the fluid domain

Q;, with a dynamic and a kinematic boundary condition on the free surface of the fluid I';.

Since we are in the two dimensional case, the vorticity will also be transported along the flow.

This makes it possible to study flows with a non-zero constant vorticity field. Denoting the

fluid velocity by u(t, z,y) = (u(t, z,y),v(t, x,y)), the pressure by p(¢,z,y), and the constant
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vorticity by ¢, the equations inside {2, are

Up + Uy + VUy = — Py

Vg + uvy + 00y, = —py — g
Uy + vy =0

W= Uy — Vp = —C,

while on the boundary I'; we have the dynamic boundary condition
p=0,
and the kinematic boundary condition
0, +u -V is tangent to I'y,

where ¢ is the gravitational constant. Introducing as a new unknown the (generalized)
velocity potential ¢(¢,z,y), which is harmonic in ; modulo an arbitrary function of time,
the velocity field u can be represented as

u= (Cy + ¢$7 ¢y)
We also introduce 6(t, z,y), the harmonic conjugate of ¢(t,x,y), by

090 - _gbyv Qy = ¢a:

The literature on water waves with constant vorticity is extensive; the equations are mostly
formulated in Zakharov-Craig—Sulem Eulerian formulation, see for instance [18], [19], [1], [13],
[5], [3], and [2]. Here we will instead work with the water wave equations in holomorphic
(conformal) coordinates. These coordinates are obtained via a conformal map Z that maps
the lower half plane H_ = {2z < 0}, with coordinates denoted by z = o +if3, into the fluid
domain €2;. Here we require the asymptotic flatness condition

lim Z(z)—z=0.

H_>z—00
Removing the leading part
W(z) = Z(z) — z,

we obtain our first dynamic variable W which describes the parametrization of the free
boundary. The second dynamic variable, the holomorphic velocity potential, denoted by @,
is represented in terms of the real velocity potential ¢ and its harmonic conjugate 0 as

Q=0¢+ib.

Expressed in holomorphic position/velocity potential coordinates (W, Q) the water wave
equations with constant vorticity have the following form:

Wt+(Wa+1)£+7;gW=0

(1.3) ‘ . 1Qa? .
Qi —igW + FQq +1cQ + P - —i5Ty =0,
where J := |1 + W, |? and P is the projection onto negative frequencies, namely
1
P = 5(1 —iH),
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with H denoting the Hilbert transform, and
Qa - @ w W
F.=P|——*= F,=P -
{ A A W, TEwW.]
Fo=F—ilh, TI::PlWQa _ WQ”‘].

2 1+W, 1+W,

These equations are interpreted as an evolution in the space of holomorphic functions,
where, by a slight abuse of terminology, we call a function on the real line holomorphic if
it admits a bounded holomorphic extension to the lower half space H. Such functions are
characterized by the property u = Pu; that is, they are restricted to negative frequencies.
For a complete derivation of the above equations we refer the reader to the appendices of [11]
and [9].

The above equations are a Hamiltonian system, with the Hamiltonian

3
EW.Q) =R [ WP +2W,) = Q@ + cQu(@W)? = LIWEW (L +W,) da
A second conserved quantity is the horizontal momentum
1 - _ _ _
POV.Q) = [ { 5@ = Qi) — W + S0vT, W) o

which is the Hamiltonian for the group of horizontal translations.

The linearization of the system (1.3) around the zero solution is

Wi + o =0
(1.4) { q + tcq — igw = 0,

viewed as an evolution on the space of holomorphic functions. It is a linear dispersive
equation with the dispersion relation

(1.5) 2 rer+gé=0 ¢<0,
depicted in Figure 1.1. Here to fix the geometry we have assumed that ¢ > 0.

T

By

FiGURE 1.1. The dispersion relation for gravity water waves with constant
vorticity; the red region is the low-frequency regime we are interested in.

The conserved energy, respectively momentum for (1.4) are
Eo(w,g) = [ |l = iggda =l + al?, .

1
Pulw.a) = [ 2w~ qv,) ~ clu do
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The energy space described by the above conserved energy is denoted by
1
H=L*xH"
To measure higher regularity we will use the homogeneous spaces H" endowed with the

norm

I(w, )5 = 1195 (w, )%

.1y
xH?2
and the inhomogeneous space H" with the norm

(w, )50 = ZHE)"" w, ) H2

The equations (1.3) are fully nonlinear. We can differentiate them to convert them into a
quasilinear form. For the differentiated equations, it also useful to diagonalize. As in [11],
we define the operator

(1.6) Alw,q) = (g~ Ru), Ri= 2o
and set
(1'7) (WvR) = A(W, Qa>7

then we arrive at the system

W, + bW, + “LLV_?)‘) ~(1 +W)M+Z§W(W—W)
- By 4 bRy + icR — O 0 _ ¢ EW E RW 4 N
- 1+W 2 1+W
Here b is the advection velocity, which is given by

(1.9) z_)::b—ngl, b:=P B‘“}JFP[Q], bl::P{ W}—P[ W }

The frequency-shift a is given by

(1.10) a:=a+ gal, a:=i(P[RR,] — P[RR,]), a1 =R+ R— N,
where
(1.11) N :=PWR,— WR]+P[WR, — WR].

The expression g + a plays an essential role, and represents the normal derivative of the
pressure on the free boundary.

1.3. An overview of the results of [11]. To provide some context for our Benjamin-Ono
approximation results in the next subsection, we need to briefly review the results of [11].
The first main theorem of [11] is the local well-posedness result,

Theorem 1 ([!1]). Letn > 1. The system (1.3) is locally well-posed for initial data (Wy, Qo)
with the following reqularity:
1

(Wo, Qo) € H, (Wo,Ry) € H ;
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and which satisfy the pointwise bounds
[Wo(a) + 1| > >0 (no interface singularities),
g+ ap(e) >0 >0 (Taylor sign condition).
Here well-posedness should be understood in a standard quasilinear fashion,i.e. with the
solutions remaining in the same space as the initial data but only depending continuously on
the initial data. Higher H"™ regularity for the above solutions is also shown to be propagated

along the flow. The Taylor sign condition is necessary for local well-posedness, in that the
problem becomes ill-posed if the sign of the normal derivative of the pressure is reversed.

The second result in [I11] is the long time result, giving a cubic lifespan for small data
solutions:
Theorem 2 ([11]). Let (W, Q) be a solution for the system (1.3) whose data satisfies
(1.12) [(Wo, Qo)lls + [ (Wo, Ro)l; < e < 1.
Then the solution exists for a time T, ~ €2, with bounds
(1.13) 1OV, Q@+ [(W, RYB)lp S e, [ < T
Further, higher reqularity is also preserved,
(1.14) IOW. Bl S IW. RO, [t < T2,

whenever the norm on the right is finite.

The proof of the above cubic lifespan result is based on the cubic energy estimates of [11].
To state them we define the control norms

A= [[W]g + [[V]|z + [1D]2 Rl geripo,,
B : = ||DIzW| g0 + || Rallzrro,
: = |IDIEW [z + Rl At = |W]|ee,

A 1
B: :B—f—cA—l—CQA_%, A::A—i-cA_% + A,
]

Then according to [! 1] we have the following energy estimates in the small data regime:

Proposition 1.1 ([11]). For any n > 0 there exists an energy functional E™®) which has
the following properties as along as A < 1:

(i) Norm equivalence:
(1.15) E™O(W, R) = (14 0(4))£(0"W, 0" R) + O(c' A)&,(0"'W, 0" ' R).

(i) Cubic energy estimates:

(1.16) %EW’) (W, R) Sa BA(E(0"W,0"R) + ¢'&(0" "W, 0" 'R))..

Here if n = 0 then E(0~"W, 07 R) is naturally replaced by E(W, Q).

An important role will also be played by the linearized water wave equation with constant
vorticity projected onto holomorphic space. Here we denote the linearized variables by (w, q),
but then we diagonalize using the operator A in (1.6), and write the equations in terms of
the good variables

(w,r) = A(w,q).
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For (w,r) we have the linearized system

] = Pan

1
Oy + Mo )w+P | ——=r,| + P _
1.17) (9% + Mo {1+Wr] 1+ W
(O + M0 ) + icr — iP Lg:‘%w} = PK(w,r),

where the source terms G(w,r) and K(w,r) are given by

G(w,r) =G(w,r) — iggl(w,r), K(w,r) = K(w,r) — iglCl(w,r),

_ _ W -W
Q(w, 7“) = (1 + W)(Pm + Pm), gl(w,r) = —(1 + W)(Pm1 — Pml) + (LF—W)U)’
_ _ _ _ R(rq + Row
K(w,r)=Pn—Pn, Ki(w,r)=Pms+Pmsy, n:= %,
as well as - -
— Qo — Rw, . Rw, 1o+ Row . Ruw,,
T (1+W2) J (1+W2)’
— 1 W w w - '_RM_WTQ%—WRaw
YTIewW (ewz e R 1+ W
We can define the associated (nearly) cubic linearized energy
(1.18) El(z?g(w, r)= /(g + a)|w)? + I(r7y) + 23 (Rwry) — 2R(Ww?) da.

Then the main energy estimate for the linearized equation has the form

Proposition 1.2 ([11]). Assume that A is small, then the linearized equation is well-posed
in L? x H%, and the following properties hold:
(i) Norm equivalence:
El(;)(w, r) x4 Eo(w, ).
(ii) Energy estimates:

d jc?
EEI(;)(w’ r) = 2§R/c [ngQfZ)(w,'r’) - iFaPIC?)(w, 7’)] — %R[wﬁda%—OA(@)El(;)(w, ),
where

PG? (w,r) = P[Wu] + P[Ww,] + P[Ww] — P[Wul,

PK? (w,r) = P[Wr,] — P[Rw).

1.4. The Benjamin-Ono approximation. To describe the Benjamin-Ono flow associated
to the constant vorticity water wave equations, we begin with the Benjamin-Ono equation

Uy + H@iu = Uly.

We remark that solutions u are real valued functions, while the solutions to the water wave

flow are holomorphic functions; in other words, they have negative spectrum. To account
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for this difference, we observe that the Benjamin-Ono flow can be equivalently recast as an

evolution for its projection z = —tPu to negative frequencies, namely
(1.19) (i0; + 02)z = —z2, + P27, + 22,].
Here u can be recovered by u = —25z. It is this form of the Benjamin-Ono equation which

will serve as the approximation for water waves.

To construct our approximation, we begin with the linear analysis, starting from the
dispersion relation (1.5) for the linear flow (1.4). As a polynomial in 7, for £ < 0 this has
two real roots,

() = —5(cF V@ T 4gl)

which correspond to the two branches in Figure 1.1. We are interested in low-frequency
solutions along the first branch; solutions (w, ¢) to the linearized equation which are localized
there will solve

(1.20) (i0; +wt (D)) (w, q) = 0, gw+w™ (D)g=0.

As in the paper [10], we take the quadratic approximation of the dispersion relation near
(&0, 70) = (0,0), which is

2
g g
T =w(§) == —Ef - 5527
and which corresponds to the linear evolution
(1.21) (10y + wo(D))y = 0.

This is a linear Schrodinger equation with an added g/c velocity, which is exactly the group
velocity for frequency zero waves in (1.20). In other words, we can rewrite this as

2
a9
(1.22) (10, + gag)z =0

via the transformation

At x) = y(t, o — %t).
We will interpret this last equation as the linear part of the projected Benjamin-Ono flow
(1.19), with an extra scaling factor added.

This means that for the linearized water wave system with constant vorticity (1.3) on
the upper branch, i.e. as in (1.20), we can approximate the solution (w,q) by (y, Zy), at
least at very low frequencies. For a more quantitative analysis, suppose that we are looking
at solutions concentrated at frequencies in the range (—¢,0]. We then have the difference
relation

lwo — wy| S €.

Thus the linear evolution operator e®®+(P) is well-approximated by the linear Benjamin-Ono
flow eo(P) on the time scale

t] < e®.

Now we consider the nonlinear setting. We begin with a solution U for the Benjamin-Ono
equation

2
(1.23) (9 — i’—SHag)U — \UU,,  U(0) = U,
9



where the additional scaling factor A remains to be chosen later. We rescale this to the e
frequency scale

(1.24) U(t,z) = eU(e%t, ex),

which still solves the above Benjamin-Ono equation.
Next, we define its projection Z¢ = —iPU*. This solves (1.19) but with extra scaling
factors,

(1.25) (i0; + i—jai)ZE =AN(-ZZ,+P[ZZ)+P|ZZ]) .

Finally, we add in the desired group velocity associated to the zero frequency waves, and set
(1.26) Ye(t,x) == Z(t,x — %t).

This in turn solves

(1.27) (i0r + wo(D)Y = A (=YY + P [YV] + P [YVY]) .

The function Y€ will be our initial candidate for an approximate solution to the constant
vorticity water wave flow, though we will have to apply a normal form transformation in
order to sufficiently improve the accuracy. Our results will go both ways:

(i) For each approximate Benjamin-Ono type solution Y we can find an exact constant
vorticity water wave flow nearby.

(ii) Each € localized water wave with well-prepared initial data can be approximated by
a Benjamin-Ono type solution Y, as above.

Our first main theorem covers part (i) above:

Theorem 3. Let m > 3 and T > 0. Let Uy € H™, let U be the corresponding solution
of Benjamin-Ono equation (1.23) with A\ = ¢ in [0,T], and Y be as in (1.27). Then there
exists 0 < eo(||U]|gm,T) so that for each 0 < € < €y there exists a solution (W, Q) to (1.3)
for t in the time interval {|t| < T. := Te 2} satisfying the following estimates

P
(1.28) H (W oy Q- ?gYE> <r el
H
and
§ n
(1.29) (W, R) |l Sre2

for0<n<m-—1.

Remark 1.3. The aim of the notation <r in this theorem and also in subsequent theorems is
to emphasize the fact that the implicit constant in our estimates is on one hand independent
of €, but on the other hand it does depend on 7. As it turns out in the proof, the T
dependence is exponential in the difference bounds (1.28), but only polynomial in the energy
estimates in (1.29).

Remark 1.4. By construction, the water wave solutions above have initial data size

1
[(Wo, Qo)lln S €2,
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which is much larger than the solutions in Theorem 2. On the other hand, due to the e
frequency localization, higher regularity bounds are stronger here, e.g.

I(Wo, Ro)llx S €2, [[(Wo, Ro)ll ;1 < €3

However, ultimately, in the energy estimates, it is the pointwise bound for AB which matters,
and this is of size € in both Theorem 2 and in the theorem above. The conclusion (1.29)
guarantees that the solution satisfies higher regularity bounds that resemble continued e
frequency localization.

Remark 1.5. It is important in the above result that the effective Benjamin-Ono time is large
enough. Indeed, for small 7', one might equally use the linear Benjamin-Ono flow instead.
A careful analysis reveals that the ¢y in the theorem may be chosen as

€) — e_CT,

with a large universal constant C. Turning the tables it follows that the lifespan of the
solutions in the theorem is

T. ~ e ?Ine|
This is logarithmically larger than what a result as in Theorem 2 would yield.

For our second result, we cannot work with arbitrary water waves, since the Benjamin-
Ono approximation should only apply to those which correspond to the upper branch of
the dispersion relation. Unlike the linear case, in the nonlinear problem we cannot impose
an exact condition. Instead, we observe that, diagonalizing the linearized system (1.4), the

1
subspace of L? x H? corresponding to the top branch of the dispersion relation (1.5) consists

of those pairs (W, Q) with
c++/c*+4g|D|
W = 2% Q.

Working with functions (W, Q) of H norm e2 which are concentrated at frequencies < e, this
implies that

g 3

This last condition is weaker but more robust, sufficiently so that we can transfer it to the
nonlinear flow, which allows for interaction between the two branches. Precisely, it allows
us to introduce the following notion of well prepared data:

Definition 1.6. Let m > 4. An initial data (Wy, Qo) € H™ for the system (1.3) is said to
be e-well-prepared in H™ if it has the following two properties:

(1) Frequency concentration on the € scale: Wy and Qo satisfy the following estimates:

(1.30) [(Wo, Qo)llw S ez, 07(Wo, Ro)llw S €72, 0<j<m—1.
(2) Coupling of velocities: Wy and Qo have the following relationship:
c 3
(1.31) Wo — ng =04 (€7).

Then for the e-well-prepared initial data, we have the following theorem.
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Theorem 4. Let m > 3 and T > 0. Then for all sufficiently small € and all e-well-prepared
initial data (W, Qo) in H™ for (1.3), the solution (W, Q) exists on [0, Te 2], and there exists
a solution U of the Benjamin-Ono equation (1.23), with Y the associated solution to (1.27),
satisfying the following estimates within the same time interval:

(1.32) 1Uollm < 1,
2
(1.33) H (W oy — Fgw) <p el
H
and
34n
(1.34) (W, R)|lzn Srez™

for0<n<m-—1.

Remark 1.7. As in Theorem 3, here ¢ needs to be exponentially small, ¢ < e~¢7. Alterna-
tively, one may turn the tables and fix €, in which case T can be allowed to be as large as
| log €.

1.5. An outline of the proof. There are three major ingredients in our proof:

(i) A normal form type decoupling analysis for the system (1.3), in order to nonlinearly
separate at leading order the left and right going waves,
(ii) Refined cubic energy estimates improving (at least in our setting) those from [I1],
and
(iii) Perturbative analysis based on the linearized equation.

These are developed in several steps, which are briefly described in what follows, together
with some modular intermediate results:

I. Benjamin-Ono truncation. The solution U for Benjamin-Ono has all frequencies in it.
However, for large enough frequencies (= ¢ 1), the dispersion relations for Benjamin-Ono and
water waves are far apart, and there cannot be any good correspondence between solutions.
For this reason, in Section 2, we replace the exact solution U to the Benjamin-Ono equation
with a more regular function U, with an e dependent truncation scale. The function U is
only an approximate solution to the Benjamin-Ono equation, but the error introduced by the
truncation can be estimated and does not pose a problem for our analysis. We then define
the corresponding approximate negative frequency Benjamin-Ono solution Y and state the
key estimates it satisfies.

II. Approximate water waves. The second step, which is carried out in Section 3, is to start
from Y, and construct an approximate solution to the water wave equation with constant
.. . . cr€ "€ . .
vorticity which is close enough to (2Y, %QY ). The conclusion of this step can be stated as
follows:

Theorem 5. Let € > 0. Let Y be the H™ approximate solution which will be defined in
Section 2 to the projected Benjamin-Ono equation (1.27). There exists a frequency localized
approximate solution (W€ Q) for (1.3) with properties as follows:

(i) Uniform bounds:

(1.35) H <WE — 2V, Q° - 2 )

Cc

3
S ez.
M
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(i1) e-frequency concentration:
(1.36) IOWe, B3 S €2¥"

for0<n<m-—1.
(i1i) Approximate solution:

Wi+ (We + DE +i5We =g
(1.37) e - tire e e Q¢ |2 ere .
Q; — igW* + FQs, +ieQ + P [ GE | —isTr — ke,
where (g, k) satisfy the bounds
€ € z
(1.8) Il + 18]y < €.

We remark that, consistent with our energy norm H, in (1.38) one might naturally expect
to have only the L? norm of ¢g°. The (technical) reason why the full H' norm is present here
is in order to facilitate the transition to the good variables in the proof of Theorem 6 below,
where (g%, k) are interpreted as initial data for a linearized equation.

III. Improved long time energy estimates. The cubic energy estimates of [1 1], while on the
correct time scale, are adapted to the unit frequency scale and not the e frequency scale. For
this reason, we cannot use them directly to transport the € frequency concentration along
the water wave flow. In Section 4 we rectify this, and prove a refined energy estimate that
can be used to better propagate the e frequency concentration.

IV. Ezxact water waves. The next part of the proof is to show that the approximate solution
(W€, Q°) provided by Theorem 5 can be upgraded to an exact solution. This is achieved via
energy estimates for both the exact solutions and for the linearized equation.

Theorem 6. Let T > 0, and (W€, Q°) be the approzimate solution for the water wave
equation with constant vorticity (1.3) given by the previous theorem. Then for € small enough
(depending only on ||Up||gm and on T), the exact solution (W, Q) with the same initial data
exists in the time interval {|t| < Te 2}, and satisfies the bounds

(1.39) (W =W Q — Q) Iy Sr €2
and
(1.40) I(W, R)||;» Sr ezt

for0<n<m-—1.

V. Perturbation theory. Finally, we show in the last section that the Benjamin-Ono ap-
proximation given by Theorem 3 are stable with respect to small perturbations, as long as
those perturbations are frequency-concentrated near frequency zero. This in turn implies
our second main result in Theorem 4. The result here can be stated as follows:

Theorem 7. Let m > 3. Let Uy, U, Y* be as in Theorem 3. Let (Wy, Qo) € H™ be initial
data satisfying the estimates

(1.41) |(Wo, Qo)lln S €2, || (Wo, Ro)llx S ¢/*3, 0<j<m—1
13



which correspond to frequency concentration on the € scale (these are also the frequency

concentration estimates for e-well-prepared initial data in H™), 27;72 <0< %, and

< et

H

Then the corresponding solution (W, Q) to system (1.3) exists for t in the time interval
{|t| < T. := Te %} and satisfies the following estimates:

2
(1.42) H (WO — 2VE, Qo — %’Y;)

2
(1.43) ‘ <W oy Q- ?gYE) <p et
H
and
(1.44) (W, R)|[z» <r 2™

for0<n<m-—1.
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2. THE BENJAMIN-ONO TRUNCATION

In this section, we consider the frequency truncation of solutions to the Benjamin-Ono
equation. Let U be a solution to the Benjamin-Ono equation (1.23) whose initial data
satisfies

0ol <1,
for some positive integer m. We recall that the Benjamin-Ono equation is a completely
integrable equation; see for instance [14] and [12]. Not only is the L? norm of U conserved,

but for each integer m > 0 there exists a conserved energy which at the leading order agrees
with the H™ norm of U. Hence the H™ bound for the initial data transfers to the solution
globally in time:

Ul g rp S 1

For such a solution U, we construct a frequency localized approximate solution U by
(2.1) U= Py U
for some small universal constant b.
Then U satisfies the equation
2 ~
(2.2) (@ - %Hag) U = \U8,U + 7,
c

for a forcing term f given by

f = Peyer (NUU,) — APy 1 U0, Pepe 1 U.
14



Proposition 2.1. For the function U defined above and m > 2, we have
(i) The bounds

(2:3) U] S e
for k> m.
(ii) The difference bounds
(2.4) U =Tz S €™
and
(25) U=l S et
(iii) The error estimates
(2.6) 1Fllze S et
and
(2.7) 11l S €2

Note that since the projection to negative frequencies P is bounded in all L” spaces, the
estimates of this proposition hold for the negative-frequency Benjamin-Ono equation (1.27)
as well as for the full Benjamin-Ono equation (1.23).

Proof. Without loss of generality, we assume here b = 1. The uniform H * bounds come
from the complete integrability of the Benjamin-Ono equation. There are conserved energies
for the Benjamin-Ono equation at each nonnegative integer regularity k£, and we can apply
Bernstein’s inequality to control ||U]|| g+ in terms of ||U]|gm for k > m.

The uniform L2 and H' difference bounds come from the conserved H™ energy and an
application of Bernstein’s inequality.

It remains to prove the error estimates (2.6). We write U = Ug.-1 + Usc-1, and we
view ]~” as the sum of the high-low, high-high, and low-high interactions, where low means
frequencies < ¢ and high means frequencies > ¢~'. Note that the low-low interactions f,
vanish.

High-low interactions: Discarding the outer projection and using Bernstein’s inequality,
we have

1 rallze = 1021800 Ut | 12
S NUzer |22 [102Uccer [ £
S €Uzt |2 [Uget [l oo
We now use the uniform Sobolev control of U and the low-frequency control of U and conclude

(2.8) ||}hl||L2 Semh

1 . . . .
For the H estimate, either the derivative falls on U..-1 and adds another power of ¢t
or it falls on Us.-1 and we gain one fewer power of € from the uniform Sobolev control of U;
either way, we have

(2.9) ||J~chl||j{1 Sl
15



High-high interactions: Discarding the outer projection and using the Gagliardo-
Nirenberg interpolation inequality, we have

H}hh”LQ ~ HUze—laxUZe—IHLQ
< Uzt 22|05 Uz e[| o
SNzl 10:Uz et 110Uz 111
We now use the uniform Sobolev control of U and conclude
(2.10) 1 Fnllze S €m2.

1 . . . .
For the H estimate, wherever the derivative falls, we gain one fewer power of € from the
uniform Sobolev control of U; we have

(2.11) HJNthHHl ST,

Low-high interactions: We keep the outer projection and apply a commutator bound:
1 Finllze = [[Pect (UaerrOaUsen) |12
< | [Peemt, Ugert] Uz e | 2
S 10:Ucet [z | Uz e[| 2
S € Uget [l | Uz e | 2
We now use the uniform Sobolev control of U and the low-frequency control of U and conclude

(2.12) 1Fimlle S e

-1

For the H estimate, either the derivative falls on U1 and adds another power of ¢! or
it falls on Us.1 and means we gain one fewer power of € from the uniform Sobolev control
of U; either way, we have

(2.13) ||J~Clh||j{1 Sl

Putting these together, for m > 2, m — 1 < 2m — % and m — 2 < 2m — g, therefore
£l S et and || f][n S €2 O

Corresponding to U we define Y via
(2.14) Y(t,2) = —iP[eU(*, ex — gezf)],

c

by (1.24), (1.25) and (1.26). We collect the key properties of ¥ which will be used in the
sequel:

Proposition 2.2. Let U be a solution to the Benjamin-Ono equation (1.23) whose initial
data satisifies ||Up||pm S 1 for some positive integer m > 2, and let U = P<.-1U. For the
function Y given by (2.14), the following hold:

(i) Frequency localization: Y is localized at frequencies in the range (—2,0].
16



(ii) L* and L* estimates showing frequency concentration at the € scale:

10FY 2 S €42, 0<k<m,
(2.15) ||ak~?e||m <t om <k,

|0FY || e S Y 0<k<m—1,

10Y || e < €2, m < k.

(i1i) Closeness to the non-frequency-truncated rescaled solution Y:
(2.16) IV =Y S €™z, ||V = Y| < e,

(iv) Velocity-shifted approximate Benjamin-Ono equation:

= e ~ ~¢

~ € ~ € g2 ~ € ~ €.~ € €, € ~_€ €
(2.17) oY = IV 4 LV iV Y —icP[Y Y] —icP[V YL + [
C C

where }6 18 a small error term satisfying
(2.18) 1M S €2, 1 e S €2,

Proof. Part (i) is immediate from the construction of ¥,

The L? component of part (ii) follow from the construction of Y, the fact that |U||gzm < 1,
and the estimates (2.3) for U for k > m. The L* component then follows by interpolation.

The H' component of (iii) follows from (2.4) and (2.5) after accounting for the rescalings
in the definitions of Y and Y'; the L™ part then follows by interpolation.

The main part of (iv) comes from the velocity shift and projection to negative frequencies
being applied to the frequency-truncated Benjamin-Ono solution U. For the error term ]7“ in
(iv), the H' estimate follows from (2.6) and (2.7) after accounting for the rescalings in the
definitions of V¢ and Y*; the L* estimate then follows by interpolation. 0J

Later we will use this proposition with m > 3.

From (2.16) with m > 3, we have that the difference between the frequency-truncated
approximate solution Y and the exact solution Y to (1.27) is small in all relevant norms,
so it suffices to prove Theorem 3 with Y replaced by its frequency truncation.

3. BENJAMIN-ONO APPROXIMATION

In this section, we prove Theorem 5, showing that each Benjamin-Ono solution is naturally
associated to an approximate water wave solution.

Our objective here is to show that, at the leading order, the dynamics of water waves which
are close to the upper branch in the linear dispersion relation are governed by the projected
Benjamin-Ono flow. The computations are at first heuristic, then formally justified later in
the section.

As the starting point for our analysis, we begin with a water wave solution (W, Q), for
which we make the following assumptions:

e IV and () are localized at frequency < e.

e Both W and Q have L? size O(e2).
17



We remark that the second assumption is not justified by the energy norm, which would

1
only give an H? bound for Q. However, at the linear level at least this is consistent with
the fact that we are looking for solutions along the upper branch of the dispersion relation,
for which we expect to have Q ~ 2W.

We also remark that, by Bernstein’s inequality, the two assumptions above imply that
both W and @ have L* size O(e). This will come in handy when we estimate multilinear
expressions below.

In this setting, given that we seek solutions on the cubic time scale €72, only source terms
of L? size €2 and larger are significant. In effect, all terms we neglect will turn out to have
L? size at most €. For this reason, we introduce the notation

AxB <= A—BE¢EOp(e).

In particular, all the quartic and higher order terms in the original system (1.3) can be
discarded.

Here we compute the cubic truncation of each of the nonlinear terms in the equation (1.3):
FE) =Qp — QuWa — PlQuW o — Q Wa] + QW2
+ PQa([Wal* + Wo)] = P[Qu (W2 + [Wal*)],
FS —w — g, P[WP + PIWW?2 + W2,
(<3 =P[WQ, — WQ4] + PWW,Qu — WW Q4.

The superscript (< 3) denotes terms up to cubic order in a formal power series expansion
in (W,Q). Using this in (1.3), we first observe that all cubic terms involve at least two

derivatives, therefore they also have size O Lz(e%) and can be discarded. This leaves us with
only the quadratic nonlinearities, i.e. we get

31) Wit Qo ~ G
' Qi+ icQ —igW ~ K®,

where G and K® represent the quadratic terms in G and K, and are given by
G = —iSOPIW ) +i5WWa + PQuWa — Qu Vo).
K® == Q2 = P[Qul’) +i5WQa +i5PIWQ, = WQ.].

One may simplify these expressions further by noting that the terms with two derivatives
can also be discarded.

In [11], the authors computed a normal form transformation which formally eliminates
the quadratic terms in the equation. However, this can be used directly neither there nor
here, as it is unbounded at low frequencies, which, incidentally, are exactly the frequencies
we are interested in in this paper. Instead, here we give priority to the diagonalization of the
problem, which is first carried out at the linear level. Precisely, we define two new variables
which diagonalize the linear part of the system,

1 _ /&1 44D | > dg|D
Y+:—<W—C ¢ + 49l |Q>, Y:—<VV—C+ ¢ + 49 |Q),

2 2g 2 2g




so that

(10, — =YY+ & LGOW,Q) —i [ ) KO, Q)
(3.2) i i
(th . cty/cC +4g|D|>Y_ ~ %G(2)<W’ Q) —Z ctq/c +4g‘D| K(2)(W7 Q)

2 4g
Here YT corresponds to the waves which move to the right, i.e. the upper branch of the
dispersion relation in Figure 1.1, and is the component which we seek to approximate with
Benjamin-Ono waves. Y, on the other hand, corresponds to the waves which move to the

left, i.e. the lower branch of the dispersion relation in Figure 1.1, and is the component
which we want to be of smaller size, namely Op2(e3 ).

Writing
V@1 4g|D
(3.3) W—23Q=W+Y—, %g"@:w—y—,
g g

and using the first-order approximations for the square root, which hold to Oy2(e?) and are
thus accurate enough when working with quadratic and higher-order terms,

21 -1 1 2
V2 +4g|D| zc+ﬂ0a, V2 +4g|D| %——Lf@a,
c c c

we have,

(07

2i 2i 2i
(34) W=YT+Y + (1 - g&) (Yr—y ) =2v*— gw + %Y; +Op2(e?),

2 4ig?
(35) Q= (?9 - i—g’ a) (Y= Y7) 4+ 0p2(e3).

We expand and express the right-hand side of (3.2) in terms of Y™ and Y~ treating Y~
provisionally as of size Oz2(e2) and ignoring all terms of order Orz2(e3) or smaller. This
yields

— /2 +4q|D S —
(i@t— C 62+ g| ’) Y+%CP[Y+YQ++Y+Y;_Y+YJ]

. ¢+ /2 +4g|D| _
(z@t — 5 Y~ &~ 2P [YTY].

In the first equation we can harmlessly replace the dispersion relation with its quadratic
approximation, which leads to the same equation as the velocity shifted Benjamin-Ono flow
in (1.27), where we set A = c¢. Then it is natural to choose Y™ = Y to be a solution of

(i0, + wo(D))Y m e (=YY +P[YY,]| +P[YYS]).

Making the further ansatz that Y~ is a polynomial (possibly also involving projections)
in Y™ and Y. of degree at least two, the first equation shows that 9,Y~ must be of size
O(e2). This makes the second equation above into

Y~ = 2P [YTYF],
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motivating us to set
(3.6) Y~ =-2P[YTY]].

This validates our claim that Y~ should be of lower order compared to Y+, precisely Op2 (eg)
We now proceed with the rigorous computation.

3.1. Constructing the approximate water waves solution in Theorem 5. Let Y
be the solution to (1.27) produced in Section 2, and let Y = P, Y¢. This is a frequency-
localized function which is an approximate solution to the negative-frequency Benjamin-Ono
equation (1.27). Good bounds for this approximate solution are proved in Section 2.

Inspired by (3.4)-(3.6) but working with quadratic approximations to the 1/2th order
differential operator to get O1(e?) accuracy in the linear part of the equations, we define
our candidate (W€, Q°) for the approximate solution by

(3 7) 2@ oA e
) 20 ~¢ 43 ~ € 12 3 € 4 ~E~ €
Q =y 20y gYaa+—gP[YYa].
& C C C

We claim that (W€, Q°) is a good approximate solution to the constant vorticity water
wave system.

Proof of Theorem 5. Part (i) follows from the construction of W€ and Q¢ and the esti-
mates (2.15) for Y.

Part (ii) follows directly from the construction of V", which is frequency localized in [—1,0],
and satisfies the estimates (2.15). Since W€ and Q¢ consist of sums of products of up to two
factors of Y and its conjugate (with projections as needed to ensure negative frequencies
for the output), it follows they are strictly localized to frequencies in the range (—2,0], and
satisfy similar estimates to Y . In particular, we have

W Se W See™™ QA S, 0<j<m—2

~> it S
and at the top order

we
so the estimates (1.36) hold.

1 1
P R AR

For part (iii), our starting point is the approximate velocity shifted Benjamin-Ono equation

(2.17) for Y., which we recall here:

= ¢ ~ ~€

-~ € -~ € ) 2 ~, € ~ €~ € €, € ~ € €
(3.8) oY = IV 4 LV iV Y —icPY Y] — PV YL + [
C C

Here, the estimates (2.18) show that for m > 3, the source term f* satisfies
7

F=0n(e), [ =0,(), F =0m(e),

so its contributions can safely be absorbed into the O(e%) error in both L2 and H .
20



Then we compute, using (3.8), the estimates (2.15) to absorb the lower-order terms into
the error,

~ € 21 ~ € 6 2 ~ €
atWE - 28tY - ﬂaty - i tYaa

A
229 i e~ € i ~ €~ €. 2'Lg2 ~ € 7
Y LY +2ieY Y, - 2icP[Y Y] — 2icP[Y Y] + — Yoo + Opn(€2).
3 c

Here all hnear terms with at least three derivatives, all quadratic terms with at least two
derivatives and all cubic terms with at least one derivative qualify as admissible errors.
Similarly, we have

2 43
A L R ROt

z
2

),

so we obtain L
~ €~ € ~ €€ ~ €€ 7
Wi+ Q,=-2icPlYY_ +Y Y, —-YY_]+O0g(e2).
We expand the nonlinearity G given above, writing W€ and Q¢ in terms of }76,
GOWe, Q) = 2icP[Y YV, VY, - YV
Using (2.15) to control the size of the higher order terms in G, this means that
Wte + Q; = G(W€7 QE> + gea

with ||g¢)| g < ez as desired.

Consider similarly Q5 +icQ® —igW¢, where we again discard all terms that will, using the

1
estimates (2.15) as before, be of size O(e2) in H' and thus O(e2) in H?, our construction
gives L
QS +icQ —igWe = 2igP[Y Y, = VYV, + YV 4 O (e2).
Expanding the nonlinearity K above, writing W€ and Q€ in terms of Y, we have
KOWe, Q) = 2igP[Y Y., - YV + YV
Using (2.15) to control the size of the differentiated cubic and higher order terms, this means
that
Qi + icQ — igWe = K(W*,Q°) + k¢,

7 .
2 as desired.

with ||k€|| .

i~

4. REFINED ENERGY ESTIMATES

In this section, we prove a more refined version of Proposition 1.1 from [11]. This will
allow us to better propagate the e frequency concentration of our solutions, which in turn will
be helpful for controlling the high-frequency part of the difference between the approximate
and exact water wave solutions in the next section.

Proposition 4.1. The cubic energy E™3) (W, R) satisfies the following estimate:

d s
EE”( ) Sa(PAB+ A + PBA o+ tAA_ 1 p+ AL B+ PAA ) (B EH)2
(4.1) + ABE™®),
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with E=YG) replaced with E(W, Q).

Proof. We recall the order calculus for multilinear expression in [11], where the order of
single expressions is defined according to the following scheme:

e W& has order k — 1
e R™ has order k — %
e ¢ has order %

The order of an integral form is defined as the sum of the orders of its factors, and the
leading order is the largest sum of the orders of two terms in the integrand with opposite
conjugations. While working in the low-frequency regime removes the heuristic relationship
between this order calculus and the scaling of the terms, it remains a useful bookkeeping
device here. The energy E™® is of order 2n, and % E™® is of order 2n + 1.

We use the cubic energies E™®) introduced in Section 4.4 of [11], and we analyze the
computations done there for the time derivative of this cubic energy more closely. The most
difficult part of the cubic energy E™®) is built starting from the following five components:

I =2R / W ot (W + YW +iQ" P ot (W 4+ W)Qu] da,
I :czre/ W (W(Q + Q) + Qu(W + W) + @(”“)a”“(%wz + W)

4 56("“’0"“(62% + QQu)da

I, =R / W g (wa-1<w W) W 4 1|W|2) - %W(")ém“(@% +QQ.)

Q@ W - 07T + 5 QO (IVQ 4 WQ)da
:ig/@(nﬂ-?)arﬂrl [(‘371(W —W)W} —Wn ot [W(Q +@> +3’1(W _W)Qa} do,
:i‘;m / Wt [(07'W — 07T W)W] dav.

As explained in the proof of Lemma 4.7 in [I1], these terms contain no nonzero terms
involving 0~'W, 9~'W, or undifferentiated ), so we can replace all the Q, terms with R in
the final definition of the energy. The terms in Iy through I, where there is no 9='W, 0-'W,
or undifferentiated @) but all the derivatives from 9"*! fall on the same term, for example

the
3

5 [ i@n+ 9V - MW" QD da
g

component of I3, are considered high-frequency terms and are handled separately with a
quasilinear modification, and their time derivatives are bounded by ABE™®) . Additionally,
all other components of £™®) have time derivatives bounded by ABE™(®).

By using the fact that

12) & / Fifofoda = / (01 4+000) fifofo+ F1(Ds+b0) fofs + Fofa(@+b00) fo— b fi fo fo da
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and the construction of the energies, we see that the cubic terms in the time derivative of
the energy are zero.

Our analysis mirrors that in the proof of Lemma 4.8 in [l 1], but here we get a clearer
picture of how terms with a factor of (E"~5(3))'/2 can look.

The following bounds, obtained by using Hoélder’s inequality and Gagliardo-Nirenberg,
will be central to our analysis. For all £ > 0, j > k, we have

(4.3) IWEWOB L SA W1,
(4.4) WS R0 SA || BRI sy
(4.5) IR RI= o SAy o[ R 1o
and, for all k > 1, j > k,

(k) pi—Fk)
(4.6) IBH R e S AlR] -y

Here and in much of the sequel, we ignore projections and conjugates (which are bounded
on L' spaces), except when they are helpful in moving derivatives (e.g. viewing P[W R,] as
WR for the purposes of estimates).

When we take a transport derivative d; 4+ bd, of W), the structure of the (differentiated
if necessary) constant vorticity water wave equations tells us that the can take one of a few

forms, up to the multiplication by factors of H#W or its conjugate, which we view as (1 —Y")

or (1 —Y) and thus bounded by a constant:

e Multiplication of the W) factor by ¢W,

e Multiplication of the W) factor by R,

e Replacement of the W factor by W,RU),

e Replacement of the W) factor by WRUTY  or

e Replacement of the W) factor by a product of lower-order terms, denoted err(L?),

which can be bounded in LP by either
BH (W’ R) ”Wn,pXWnJr%m

or

cAll(W, R)|

W”aPXW7l+%7P'
Similarly, when we take a transport derivative of RY), one of the following things can
happen:
e Multiplication of the RY) factor by ¢W,

e Multiplication of the RY factor by Ra,
e Replacement of the RY) factor by cRWY), or

e Replacement of the RY) factor by a product of lower-order terms, denoted err(H?),
which can be bounded in L” by either

All(W, R)

1

HWn,pXanL%,P
or

cA_12][(W, R)”W"”’xv'v"*%vp‘

The factor b, can contribute one of the following (up to factors of W, Y, (1 —Y’), and

their conjugates, which are bounded by A or a constant):
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e A factor of cW or
e A factor of R,.

Looking at the transport derivative of (or b, times) the low-frequency components of
E™®) above, we see that all components either contain a W™ factor, which can be directly
bounded in L? by (E”’(?’))%, or, possibly after an integration by parts, an R™ factor.

By applying Hélder’s inequality and interpolation on WR™ or R,R™ | we can bound the
R™ factor and a piece of the coefficient we gain in L? by Ay (E"®)2 or A(E™®)z. In any
case, we are guaranteed to have a factor of (E”’(?’))% in any component of %E”’(?’).

The remaining factors aside from (E™®))z are of total order n -+ £. The combined order of
the two lowest-order factors from the low-frequency part of E™®) is between n—2 and n. We
can use Holder’s inequality and interpolation as in (4.3)- (4.6) to control their contribution
(possibly after one of them has had a transport derivative applied) by either (E™®)2 or
(E"~1®)2 with some coefficient.

So any term in %E"’(?’) can either be controlled by ABE™®) by the arguments in [11], or
it can be controlled by an expression of either the form

I AgAE™B)
with %+B—I—7: % or the form
A A (O o)

with %+B +v= %, where § and v are —1, —%, 0, or % and we write B as A%.

Since terms in E™®) have at most a factor of ¢* and taking a transport derivative or
multiplying by b, can add at most one factor of ¢, we know 0 < j < 5. Moreover, since there
is either one W/W"™7 or WJ/IW"JT! pair or at most one factor of W in the original terms
from the energy, we cannot have both g and v equal to —1. These order considerations mean
that in the first case, we have only terms like ¢*A_;A_ 1 which are bounded by AB and in
the second case, we have exactly the other terms in (4.1).

O

5. A BOOTSTRAP ARGUMENT

In this section, we compare the approximate solution (W€ Q¢) with the exact solution
(W, Q) having the same initial data.

Consider the two-parameter family of functions (W (¢, s), Q(t,s)) for (t,s) € [0,T/€*] x
[0, T/€%] given by solving the 2D water wave equations with constant vorticity with initial
condition at time t = s,

(5.1) Wi(s,s) = Ws), Q(s,s) = Qs).

We do not know a priori that we can solve the constant vorticity water wave equations
starting from ¢ = s on the whole time interval [0, T'/€?], but we know, by Theorem 1 from [11],
that as long as the control norms A and B stay bounded, we can continue the solution. We
will use a bootstrap argument to conclude that the solution exists and satisfies good bounds
on the whole square (¢, s) € [0,7/€*] x [0,T/€?].
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By energy estimates for the negative frequency Benjamin-Ono equation and Proposi-
tion 2.2, we know that

1
|| (W(S7 S)a Q(87 8)) ||H S €2.
We also have similar bounds for higher Sobolev norms, frequency localization to frequencies
< ¢, and pointwise bounds. These imply that along the diagonal of [0,T/€*] x [0,T/€%],

(5.2) A(s,s) <€ B(s,s)<er, A1<er, A,<e |B|= <€

N

Note that the bounds for R are as strong as those for W because in our setting, R and
W have the same scaling, while in general R is half a derivative higher than W.

We now set up a bootstrap argument. By the continuity of the control norms and pointwise
norms, there is a neighborhood of the diagonal where, for some large M independent of T,
(5.3)

W ||z < Me, |||D|2W |00 < Me?, [[W ]|z < Mé2, ||| < Me®, A< Me®, B < Me?,

We claim that as long as
(5.4) W (t,s)||~ < 2Me, B(t,s) <2Me, ||Wpe <2Me*,  ||R||po < 2Mé?,

the stronger estimates (5.3) hold. By continuity, this gives A < Me and B < Me on all of
[0, T/€?] x [0, T/€*], and thus guarantees the existence of solutions (W (-, s), Q(, s)) on all of
[0, T/€?] for all s.

For the rest of this section, implicit constants can depend on ¢, g, and the control norms,
but not on € or the large constant M.

We will split the bootstrap bound into two parts: the energy estimates for the linearized
equation to control the “low-frequency” component and the energy estimates for the full
problem to control the “high-frequency” component.

To study the behavior of the family (W (¢, s), Q(t, s)) in the s direction, we need to estimate
the functions (w(t, s),q(t,s)) = (O;W(t,s), 0sQ(t, s)), which have initial data at time t = s
given by

(w(s;8),q(s, ) = (9°(s), k(s)).
Here we immediately switch to the good variables
(w(t,s),r(t,s)), r(t,s) =q(t,s) — R(t, s)w(t, s).
As functions of ¢, these solve the linearized equations (1.17) of the constant vorticity water

wave system around (W(-,s),Q(-,s)).

According to Proposition 1.2, we have a linearized energy functional E® equivalent to

lin?
| (w, r)||3, such that, for large enough M and some constant C,

d
(5.5) EES;} (w,r) < ACM*EEP) (w, 7).
Note that the stronger bootstrap assumption on ||R||1~ is essential here in order to get a
cubic estimate for the linearized energy, since unlike the irrotational case in [10], we do not

always have cubic linearized energy estimates in the constant vorticity case.
By Gronwall’s inequality, applying such an estimate over a time interval of size at most
Te 2 gives

(5.6) ES(w(t),r(t)) < M TES (w, ro).
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From the error estimates (1.38) in Theorem 5 and interpolation, we have
7
3,

7 7
lwls, s)llm S ez, w(s,s)le Se2, lals, s)ll 3 S €2,
. ~ Qals,s) . . .
while for R(s,s) = —————, the construction in the previous section guarantees
1+ W(s,s)

IR(s, s)llz= S €, IR(s,8) 3 S €

i?
Combining these, we see that

(s, 5)

7

< llats, )y + 1R, )z llwls )y + IR 9)] g lwls, )]z < €.

ir S
The estimate (5.6) then gives
(5.7) I (w(t, ),7(t, ) Il S €.
Integrating in s, we have
(5.8) W (t,s) — W(t, )| S Te*OMTez,

while for

Qs - RWas Ta + Raw
I+ W, 14+ W,
we estimate, exploiting the fact that r, w, R, and W are holomorphic and hence there are no
high-high to low frequency interactions in the Littlewood-Paley trichotomy when two such
factors are multiplied,

R,

1 fOI;Vaw P N H 1 fOI;Va L w2 < O M BeCM3T
and
Lo CSrall - 1 < LACMPT 1/2
72 H 2 |1+ Wo s
Integrating in s, we have
(5.9) |R(t,s) — R(t, t)H 1 <Te ACMT 3

2

Similarly, we have

(5.10) [|Q(, ) =R, )|l 3 S INA+W(E, ) R(t,s)=(1+W (L, D)) RE, D), -y S TetM e,

2

To study the behavior of the family (W (¢, s), Q(t, s)) in the t-direction, we now inductively
apply Proposition 4.1 to get a bound for E™®) (and thus for [|[(W, R)||;»).
We claim that for 0 <n < m — 1, we have the following bound:

(5.11) (W (1, 5), R(t, )]s S (AMPT) e,

By the norm equivalence, we can replace £™®) in our estimates with ||(W, R)H;n From
the estimate (4.1) and our bootstrap assumptions, we have

%II(W(t,S),R(t»S))IIin SAMPER [[(W (2, 5), R(t, 5))[3

+HAMPE|(W (L, 5), R(t,9)) 5, [(W(E, 5), R(E,5)) ]| 1
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Dividing through by [[(W(t,s), R(t, s))||3, , we get
(5.12)

%II(W(L $), R(t,s)) |l S AMP3 | (W (1, 5), R(t,9)) |+ 4MPE(W (L, 5), R(E,9)) |1

When n = —1, we know by the conservation of energy in the original (W, Q) variables
that E=1®) = EW (-, 5),Q(-,5)) = E(W(s,s), W(s,s)) < e. This gives us the base case for
an induction.

For 0 < n < m — 1, the frequency concentration of the solution (W (s, s), Q(s, s)) ensured
by (1.36) guarantees that

(5.13) (W (s, 5), R(s, 9)) g S "2,
so applying Gronwall’s inequality on (5.12), we have
G11)  IW(E). Bl 5) [ S T L AMPTAAMPT) e,

As long as € is much smaller than M and T, the coefficient in the exponential is small, so
the bound (5.11) is proven.
This means that for any 0 < n < m, we have

(5.15) W (t, ) = W(t, )] o SAMPT) e,

and for any 0 <n <m — 1,

5.16 R(t,s) — Rt V)| .o S(AMPT)"emts,
it~

Interpolating the high-frequency bounds (5.15) and (5.16) with the low-frequency bounds
(5.8) and (5.9), we are able to close our bootstrap estimates:

For ||W]||r~ there is no problem, as both the low-frequency bounds and the n = 1 high-
frequency bound are of size e%, so as long as € < e X7 for some large constant K, the
(4M2T)2 and vTe?“M°T coefficients can be defeated.

For |||D|2W||, we interpolate between the low-frequency bound and the n = m high-
frequency bound for W. Since the power of € we will get is

m—2 3 2 2m+1
._+_.

m 2 m 2

as long as m > 3 and € < e X7 the coefficients can be absorbed by spending a power of e.
For the ||R| L~ term, we interpolate between the low-frequency bound and the n = m — 1
high-frequency bound. Since the power of € we will get is

m—1 3 1 2m+1

m 2 m 2

Y

as long as m > 3 and € < e %7 the coefficients can be absorbed by spending a power of €.
For the || Ry ||z~ term, we interpolate between the low-frequency bound and the n = m —1
high-frequency bound. Since the power of € we will get is

m—2 3 2 2m+1
=

m 2 m 2 7

as long as m > 3 and € < e %7 the coefficients can be absorbed by spending a power of ¢.
The remaining components of A and B can be estimated from these four by interpolation,

so as long as m > 3 and € < e 57 for some large constant K, we can close our bootstrap
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and get (5.3) on all of [0,7/€?] x [0,T/€*]. This restriction on € justifies Remark 1.4 and
gives the lifespan bound T, ~ ¢ 2| Ince.

In particular, the control norms A and B stay bounded, so the solution exists on the entire
box [0,T/€*] x [0,T/€*]. The estimates (5.8) and (5.10) give the desired closeness between
the exact solution and the approximate solution, and the energy estimates (5.11) give the
desired frequency concentration, proving (1.39).

This concludes the proof of Theorem 6.

6. STABILITY ESTIMATES

In this section, we prove Theorem 7, using the frequency concentration of the initial
data to set up a bootstrap argument similar to that in the previous section. We conclude
by showing that Theorem 7 implies the alternate form of our main approximation result,
namely Theorem 4.

6.1. Proof of Theorem 7. We let (W, Q})nepo1) to be the linear interpolation of the
frequency-concentrated initial data (Wg, Q) = (Wo, Qo) of Theorem 7 and the initial data
(WO, Q%) built from Y* in Theorem 3.

The frequency concentration bounds (1.41) guarantee that
(6.1) I3, Q8) e S €2, I (PWo, 0 Ry) [l S %2, j=0,m—1,

and the solution (W, Q") constructed by (3) has initial data equal to that of the approximate

solution in Theorem 5, which being constructed from Y", its derivatives, and P[}N/Ef/ea],
satisfies

(6.2) (WS, Q0) e S €2, | (PWE,RE) o S €72, j=0,m—1,
by (2.15). This means that

: ) H 6%7 : ) ' H 64 %7 J=0m-—1,
(6.3) (W', Q0) I S €2, [ (W5, & Rg) flaw S € 0,m—1
forall 0 < h <1.

Since W0 = 2V + Oy» <€%> and QY = %gf/g + OH% <6%>, combining the closeness condi-
tion (1.42) with the closeness of Y to Y from (2.16), we have
(6.4) | (W5 = W5, Q0 = Q0) e S €

The solutions of (1.3) with initial data (W[, Qk) are in H™, they exist locally in time near
t = 0, and they depend smoothly on h. We claim that they exist uniformly up to time T,
and that their associated control norms satisfy the bound

A(h,t) + B(h,t) S e.

By a continuity argument, it suffices to show this under the additional bootstrap assumption
that
A(ht) + B(h,t) < Me

is true in [0, to], with ¢ty < T..
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Our bootstrap argument will proceed as in the previous section. From the assumptions on
(W1 Q') in Theorem 7, we know that for an open set of (h,t) including the whole interval
[0,1] x {0}, the following estimates hold:

(6.5)
1 5
WOl < Me,  [[IDI2W"(#)||re < Mez, [|R" ()] < Me?, | Re(t)] 1 < M.

By interpolation, these assumptions imply all the pointwise control norms are bounded, and
in particular that A < Me, B < Mes.
On the one hand, the frequency concentration estimates (6.3) guarantee

n+d
IOW", BH)(0) g S €72,

for 0 < n < m — 1, hence the improved energy estimates of Proposition 4.1 can be applied
as long as the bootstrap assumptions hold. This gives

(6.6) [(W", R?) |0 S (AMPT)™HLents

for 0 < n < m — 1. Combining these with the corresponding bounds on (W R°) from
Theorem 3, we have the high-frequency bounds

(6.7) [(W" = WO R" — RO)|l;r S (AMPT)" s, 0<n<m—1
On the other hand, as in the argument in section 5, for the good linearized variable (w,r)
given by
(w,q) = 0,(W",Q"), r=q— R,
we have the linearized equation (1.17) around the solution (W" Q") with initial data
(@Uo,To) = (WOl - ng]a Qé - Qg - Rg(Wol - W(?))

Using (6.4), the frequency-concentration bounds (6.3), and interpolation, we have

3 3 3
Wo = Woll 3 Se™, Wy = Wolle S €2, [|Qp — Qoll 3 Se2™

H2 ™
. n_ @k
while for R" = T wWe we have
IW5llo~ Se. [Roll .y S€, Rglle <€
Since
IRLOWE =Wy < IR IWE = WEl 3 + NREILyIWE = W .
we can put these bounds together to obtain the initial data bound
(6.8) 1(w(0), 7(0)) [l S €7,

Then we may apply the energy estimates for the linearized equation in Proposition 1.2 in
order to obtain

(6.9) [(w,r) ||l S O Tl

using the bootstrap assumptions on both A and B, as well as the better bound on ||R||p

in order to get the improvement in Proposition 1.2 as before.
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By integrating with respect to h € [0, 1] and arguing as in the previous section, we get the
low-frequency bounds

W= WO S AOPTE R - RO
1 0 4CM>T 146

Q1 = @, S T,

We interpolate these bounds with the bounds (6.7).

For ||[W]|L~ we need only use the n = 0 bound for the high-frequency estimates to get

W — W[ o < (AM2T)220M T35,

2
- S 64CM T61+5

1
b Y

(6.10)

which, as long as € is small enough (as in the previous section), gives
(6.11) W[ < e

For |||D|2W]||p~, we interpolate the low-frequency bound with the n = m — 1 high-
frequency bound for W. Our power of € is then

m— 2 2 2m+41
— 1+ +—- )
m m 2
For ||R||z~, we interpolate the low-frequency bound with the n = m — 1 high-frequency

bound for R. Our power of € is then

m—1 1 2m+1
—— 1+ +—- :
m m 2
For || R ||, we interpolate the low-frequency bound with the n = m — 1 high-frequency

bound. Our power of € is then

m — 2 2 2m+1
— 1+ +—- :
m m 2
Since the corresponding bounds were shown for (W, R%) in Section 5, as long as 2ml_2 <90

and as long as € is small enough, we have
1 5
(612) W'~ <e [IDEWHlix <€ [Rli= <€ [Ralli= < €.

This closes our bootstrap and guarantees that the solutions exist uniformly up to time 7,
with their control norms satisfying the bound

Ah,t) + B(ht) S ¢

as desired.

Since the solution (W' Q') exists on the whole time interval [0,7T,], the difference esti-
mates (6.10) and the higher-regularity estimates (6.6) hold for the perturbed solution on
[0, T.], concluding the proof of Theorem 7.

Wi
6.2. Proof of Theorem 4. Given e-well-prepared initial data (Wy, Qo), set Y{ = 70. Let

Y€ be the solution to the negative-frequency Benjamin-Ono equation (1.27) with A = ¢ and
initial data Y. The bounds for the corresponding Benjamin-Ono initial data U, follow from
the bounds on W, after untangling the transformations and rescalings.

Since (Wp, Qo) is e-well-prepared, Y€ is in H™ and the conditions (1.42) and (1.41) re-

quired to apply Theorem 7 apply with § = % Because we are working with § = %, the
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conclusion (1.43) gives the €2 closeness in # for (W, Q) and the conclusion (1.44) gives the
desired higher regularity estimates for (W, R). This concludes the proof of Theorem 4.
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