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Abstract. Motivated in part by hook-content formulas for certain restricted parti-
tions in representation theory, we consider the total number of hooks of fixed length
in odd versus distinct partitions. We show that there are more hooks of length 2,
respectively 3, in all odd partitions of n than in all distinct partitions of n, and
make the analogous conjecture for arbitrary hook length t ≥ 2. We also establish
additional bias results on the number of gaps of size 1, respectively 2, in all odd
versus distinct partitions of n. We conjecture similar biases and asymptotics, as well
as congruences for the number of hooks of fixed length in odd distinct partitions
versus self-conjugate partitions.

An integral component of the proof of our bias result for hooks of length 3 is
a linear inequality involving q(n), the number of distinct partitions of n. In this
article we also establish effective linear inequalities for q(n) in great generality, a
result which is of independent interest.

Our methods are both analytic and combinatorial, and our results and conjec-
tures intersect the areas of representation theory, analytic number theory, partition
theory, and q-series. In particular, we use a Rademacher-type exact formula for q(n),
Wright’s circle method, modularity, q-series transformations, asymptotic methods,
and combinatorial arguments.

1. Introduction

Connections between representation theory and the theory of integer partitions are
well-known. For example, the irreducible polynomial representations of GLn(C) may
be indexed by partitions of length at most n; moreover, the conjugacy classes of the
symmetric group Sn, and therefore the number of non-equivalent irreducible complex
representations, may be indexed by the partitions of n. Hook lengths of partitions
play particularly important roles in establishing these connections. Namely, such irre-
ducible representations can be analyzed via partition Young tableaux. The dimension
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of a representation of Sn (respectively GLn(C)) corresponding to a particular par-
tition is given by a hook length formula (respectively a hook-content formula). For
more on these topics, see e.g. [25].

We recall that a partition λ = (λ1, λ2, . . . , λℓ) of size n ∈ N0 is a non-increasing
sequence of positive integers λ1 ≥ λ2 ≥ · · · ≥ λℓ called parts that add up to n. The
number of parts of a partition λ is called the length of λ and is denoted by ℓ(λ). We
denote by P the set of all partitions, and by p(n) the number of partitions of n. We
adopt the usual convention that the empty set is the only partition of zero.

A partition λ = (λ1, λ2, . . . , λℓ) has a natural graphical representation as a Young
diagram (also called a Ferrers diagram), i.e. a left-justified vertical array of boxes
with λi boxes in the i-th row from the top. The conjugate of a partition λ is the
partition λ′ whose Young diagram has the columns of λ as rows. Each box in a
Young diagram of λ may be labeled with a hook number, also called hook length,
which, informally, is the number of boxes in the upside-down-L-shaped portion of the
diagram with the box appearing as its corner. More precisely, for a box in the i-th
row and j-th column of the Young diagram of a partition λ, its hook length is defined
as h(i, j) = λi + λ′

j − i− j +1 (see Figure 1). We denote by H(λ) the multi-set of all
hook lengths of λ, and let

Ht(λ) := {h | h ∈ H(λ), h ≡ 0 (mod t)}.

If Ht(λ) = ∅, then λ is called a t-core partition.
In their study of Seiberg-Witten theory, Nekrasov and Okounkov [18] discovered

the now celebrated formula for arbitrary powers of Euler’s infinite product in terms
of hook numbers.

Theorem 1.1 (Nekrasov-Okounkov). For any complex number z we have∑
λ∈P

x|λ|
∏

h∈H(λ)

(
1− z

h2

)
=

∞∏
k=1

(1− xk)z−1. (1.1)

Using properties of a classical combinatorial bijection between partitions and t-
cores and t-quotients, Han [10] established an extension of the Nekrasov-Okounkov
formula (1.1), which unifies the Macdonald identities in representation theory and
the generating function for t-core partitions.

Theorem 1.2 (Han). Let t be a positive integer. For any complex numbers y and z
we have ∑

λ∈P

x|λ|
∏

h∈Ht(λ)

(
y − tyz

h2

)
=

∞∏
k=1

(1− xtk)t

(1− (yxt)k)t−z(1− xk)
. (1.2)

In a similar manner, Han [10] also obtained a two-variable generating function for
the number of partitions of n with m hooks of length t.

Theorem 1.3 (Han). Let t be a positive integer. For any complex number y we have∑
λ∈P

x|λ|y#{h∈H(λ), h=t} =
∞∏
k=1

(1 + (y − 1)xtk)t

1− xk
. (1.3)
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Restricted partitions also play important roles in this context. For example, there
is a relationship between irreducible spin representations of the symmetric group
and distinct partitions, with tableaux and hooks acting as liaisons (see e.g. [17, 24]
for more). Han and Xiong have also established hook-content formulas for distinct
partitions in [11, 12]. Here, we compare certain hook numbers of distinct partitions
to those of odd partitions.

In what follows, we refer to a partition into odd parts as an odd partition and to
a partition into distinct parts as a distinct partition. We denote by O(n), respec-
tively D(n), the set of odd, respectively distinct, partitions of n. Euler’s identity [1,
Corollary 1.2] states that |O(n)| = |D(n)| for all n ≥ 0. In this paper we establish
results analogous to Han’s generating function (1.2) for partitions in O(n), respec-
tively D(n), for t = 2 in (3.1) and (3.3). We do the same for t = 3 in Section 4,
however our expressions for these generating functions are more complicated and are
not manifestly positive. We leave it as an open problem to find simpler, manifestly
positive generating functions for t = 3, and more generally for t ≥ 3. We use these
results to study the total number of hooks of fixed length in all partitions in O(n),
respectively D(n), as explained below.

Let at(n) (respectively bt(n)) be the total number of hooks of length t in all odd
(respectively distinct) partitions of n.

Example 1.4. We compute b2(7) = 6 and b3(7) = 6. The partitions of 7 into distinct
parts are (7), (6, 1), (5, 2), (4, 3), and (4, 2, 1). We give their Young diagrams (in that
order) with hook lengths labeled.

7 6 5 4 3 2 1 7 5 4 3 2 1 6 5 3 2 1

1 2 1

5 4 3 1 6 4 2 1

3 2 1 3 1

1

Figure 1. The distinct partitions of n = 7 and their hook lengths.

For a partition λ, a box in its Young diagram has hook length 1 if and only if it is
at the end of a row and there is no box directly below it. Thus, in a partition λ, the
number of hooks of length 1 equals the number of different part sizes in λ.

The next result was conjectured by Beck [20] and proved analytically by Andrews
[2].

Theorem 1.5 (Andrews). The difference between the total number of parts in all
distinct partitions of n and the total number of different part sizes in all odd partitions
of n equals c(n), the number of partitions of n with exactly one part occurring three
times while all other parts occur only once.

Corollary 1.6. For n ≥ 0, b1(n)− a1(n) = c(n).
3



Thus, there are at least as many hooks of length 1 in all distinct partitions of n as
there are in all odd partitions of n. Given Corollary 1.6 as well as the identity∑

t≥1

at(n) =
∑
t≥1

bt(n) (1.4)

which follows from Euler’s identity, it is natural to study the relationship between
at(n) and bt(n) for any fixed t ≥ 1. Corollary 1.6 shows that b1(n) ≥ a1(n). We
conjecture that this bias reverses for t ≥ 2; that is, for large enough n we conjecture
that there are at least as many hooks of length t in all odd partitions of n as there
are in all distinct partitions of n. We state this conjecture formally below.

Conjecture 1.7.

(i) For every integer t ≥ 2, there exists an integer Nt such that for all n > Nt,
we have at(n) ≥ bt(n). Moreover, we conjecture the following values of Nt for
2 ≤ t ≤ 10:

t 2 3 4 5 6 7 8 9 10
Nt 0 7 8 18 16 34 34 56 59

Figure 2. Conjectural values for Nt.

(ii) For every integer t ≥ 2 we have that at(n)− bt(n) → ∞ as n → ∞.

We note that for n ≤ Nt (2 ≤ t ≤ 10), some values of at(n)−bt(n) are negative and
some are nonnegative. Data supporting Conjecture 1.7 was obtained by enumerating
partitions and not from generating functions; this is because the generating functions
for at(n) and bt(n) are difficult to derive explicitly. We are, however, able to write
down generating functions for t = 2 and t = 3, which we use to ultimately prove
Conjecture 1.7 for t = 2 and t = 3.

Theorem 1.8. We have a2(n) ≥ b2(n) for all n ≥ 0 and a3(n) ≥ b3(n) for all n > 7.

Theorem 1.9. For t ∈ {2, 3}, we have at(n)− bt(n) → ∞ as n → ∞.

Remark 1.10. Together, Theorems 1.8 and 1.9 prove that Conjecture 1.7 is true
when t = 2 and t = 3.

In order to prove Theorem 1.8 for t = 3, we use a special case of our Theorem 1.11
which gives a general result on linear inequalities for q(n), the number of partitions
of n into distinct parts. The result of Theorem 1.11 is also of independent interest
(see also [15] for a similar result for p(n), the number of partitions of n).

Theorem 1.11. Suppose
∑r

k=1 αk <
∑s

ℓ=1 βℓ, where α = {αk}rk=1 and β = {βℓ}sℓ=1

are sequences of positive real numbers, and r, s ∈ N. Moreover, let {µk}rk=1, {νℓ}sℓ=1 ⊂
N0, where µ1 < µ2 < · · · < µr and ν1 < ν2 < · · · < νs. Then there exists an N (which
depends on α,β, and µr) such that for n > N ,

r∑
k=1

αk q(n+ µk) ≤
s∑

ℓ=1

βℓ q(n+ νℓ). (1.5)

Specifically, we may take N = Nα,β,µr as given in (2.11).
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Remark 1.12. The assumptions µ1 < µ2 < · · · < µr and ν1 < ν2 < · · · < νs are
made without loss of generality.

The remainder of the paper is structured as follows. In Section 2, we prove The-
orem 1.11, as well as an analogous result (Corollary 2.7) for ρ(n,m), the number of
partitions of n into distinct parts at least m. In Section 3 and 4 we prove Theorem
1.8 for t = 2 and t = 3, respectively. In Section 5, we establish asymptotic formulas
for at(n) and bt(n) for t ∈ {2, 3}, proving Theorem 1.9. In Section 6, we establish bias
results for additional partition statistics related to hook length. Finally, in Section 7,
we conjecture similar biases and asymptotics, as well as congruences for the number
of hooks of fixed length in odd distinct partitions versus self-conjugate partitions.

2. General linear inequalities for partitions into distinct parts

The case of t = 3 in the proof of Theorem 1.8 relies centrally on a certain linear
partition inequality (see (4.11)). In this section, we prove results which immediately
imply (4.11). In fact, we prove much more general results, namely Theorem 1.11 and
Corollary 2.7, which are also of independent interest. The most important idea behind
the proof of Theorem 1.11 is the circle method developed by Hardy and Ramanujan
in their seminal paper [13]. Using the modular transformation law of Dedekind’s eta
function, they prove the famous asymptotic formula

p(n) ∼ 1

4n
√
3
eπ
√

2n
3

as n → ∞. Their method was later refined by Rademacher [23] to prove an exact
formula for p(n) expressed as a convergent infinite series involving Kloosterman sums
and Bessel functions. Such formulas in the literature on partition theory are usually
called Rademacher-type formulas. The Rademacher-type formula for q(n), established
by Hagis in [9], is given by

q(n) =
π

(24n+ 1)1/2

∞∑
k=1
k odd

k−1

( ∑′

h (mod k)

χ(h, k)e
−2πinh

k

)
I1

(
π

12k
(48n+ 2)1/2

)
. (2.1)

Above, I1 is the Bessel function of the first order (see (2.2)), χ is an explicit expo-
nential function, and the sum on h is taken over h (mod k) relatively prime to k. As
discussed in the next subsection, this equation implies strong asymptotics for q(n)
which we use to prove Theorem 1.11.

2.1. Proof of Theorem 1.11. Recall that we aim to prove the inequality
r∑

k=1

αkq(n+ µk) ≤
s∑

ℓ=1

βℓq(n+ νℓ),

for sufficiently large n, where αk, βℓ ∈ R+ and
∑r

k=1 αk <
∑s

ℓ=1 βℓ. We also explicitly
define Nα,β,µr such that this inequality holds for all n > Nα,β,µr .
The main idea of the proof of Theorem 1.11 is that the Rademacher-type expansion

(2.1) allows us to reduce linear inequalities for q(n) to inequalities involving only
Bessel functions. Classical explicit asymptotics for Bessel functions then reduce this
problem to elementary inequalities involving exponential functions. To this end, we
establish the following key proposition.
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Proposition 2.1. For L ∈ N and ε > 0, there exists an N(ε, L) such that

0 <
q(n+ L)

q(n)
− 1 < ε

for n > N(ε, L). Specifically, we may take N(ε, L) = NA,B,C(ε, L) as in (2.8) below.

Remark 2.2. As will become clear in the proof of Proposition 2.1, we may choose
any A,B,C such that A,B,C > 0 and 0 < 1

A
+ 1

B
+ 1

C
< 1 in defining N(ε, L) =

NA,B,C(ε, L) in (2.8). In practice, one can choose such A,B,C to obtain a suitably
small N(ε, L).

To prove Proposition 2.1, we will not need the full exact formula (2.1) for q(n), but
only certain error terms connected with it. Recall that the Bessel functions Is(x),
s ∈ C, are defined by

Is(x) :=
1

2πi

∫ 1+i∞

1−i∞
w−s−1 exp

(
x

2

(
w +

1

w

))
dw. (2.2)

We will use the following result due to Beckwith and Bessenrodt, which is derived
from Hagis’ formula (2.1).

Theorem 2.3 ([4, Theorem 2.3]). Let µ = µn :=
π

6
√
2

√
24n+ 1. Then we have

q(n) =
π2

6
√
2µ

I1(µ) + E(µ)

where

|E(µ)| ≤ 0.9π2

6
√
2

· e
µ

µ2

(
1 + 5µ2e−µ

)
.

We will also require effective estimates for the I1 Bessel function.

Proposition 2.4. For all x > 3, we have

L1(x) :=
ex√
2πx

(
1− 2

x

)
− 2e−x

√
2πx

< I1(x) <
ex√
2πx

(
1 +

2

x

)
+

2e−x

√
2πx

=: U1(x)

for x > 3.

Proof. Let z be a complex number with |arg(z)| ≤ π
2
and let s ∈ C. Then, from [21,

Exercise 7.13.2],

I1(z) =
ez√
2πz

[1 + δ(z)] + i
e−z

√
2πz

[1 + γ(z)] ,

with bounds

|δ(z)| ≤ 3π

8|z|
exp

(
3π

8|z|

)
, |γ(z)| ≤ 3

4|z|
exp

(
3

4|z|

)
.

Thus for x > 0, by the triangle inequality we have that

I1(x) ≥
ex√
2πx

(
1− 3π

8x
exp

(
3π

8x

))
− e−x

√
2πx

(
1 +

3

4x
exp

(
3

4x

))
6



and

I1(x) ≤
ex√
2πx

(
1 +

3π

8x
exp

(
3π

8x

))
+

e−x

√
2πx

(
1 +

3

4x
exp

(
3

4x

))
.

It is easily checked that for all x > 3 we have both

3π

8x
exp

(
3π

8x

)
<

2

x

and

1 +
3

4x
exp

(
3

4x

)
< 2

from which the statement of the proposition follows. □

2.1.1. Proof of Proposition 2.1. Let ε > 0 and let L ≥ 1 be an integer. We seek to
find a real number N(ε, L) such that for n > N(ε, L), we have

0 <
q(n+ L)

q(n)
− 1 < ε.

Note that 0 < q(n+L)/q(n)− 1 for all n ≥ 5. Let µ̃ := µn+L = π
6
√
2

√
24(n+ L) + 1.

By Theorem 2.3, it suffices to prove that for sufficiently large n

π2

6
√
2µ̃
I1 (µ̃) + Ê(µ̃)

π2

6
√
2µ
I1(µ)− Ê(µ)

< 1 + ε, (2.3)

where

Ê(µ) :=
0.9π2

6
√
2

· e
µ

µ2

(
1 + 5µ2e−µ

)
.

It is straightforward to show that

Ê(µ) <
11

10
· e

µ

µ2
(2.4)

for µ > 9, or for n ≥ 25. Note that µ̃ > µ. By applying these simplifications to (2.3),
together with Proposition 2.4, it now suffices to find N(ε, L) such that for n > N(ε, L)
we have

π2

6
√
2µ̃
U1(µ̃) +

11eµ̃

10µ̃2

π2

6
√
2µ
L1(µ)− 11eµ

10µ2

< 1 + ε. (2.5)

We assume that n ≥ 26 so that we may apply (2.4) and so that the denominator in
(2.5) is positive.

Now, using the definitions of L1 and U1, we simplify and show that (2.5) is equiv-
alent to

π
3
2 eµ̃

12µ̃
3
2

+
π

3
2 eµ̃

6µ̃
5
2

+
π

3
2 e−µ̃

6µ̃
3
2

+
11eµ̃

10µ̃2
+ (1 + ε)

(
11eµ

10µ2
+

π
3
2 eµ

6µ
5
2

+
π

3
2 e−µ

6µ
3
2

)
< (1 + ε)

π
3
2 eµ

12µ
3
2

.

(2.6)
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Since e−µµ− 3
2 is a decreasing function of µ, the fact that µ̃ ≥ µ implies

π
3
2 e−µ̃

6µ̃
3
2

+ (1 + ε)
π

3
2 e−µ

6µ
3
2

≤ (2 + ε)
π

3
2 e−µ

6µ
3
2

,

and likewise the fact that eµµ−α is increasing for µ > α implies

π
3
2 eµ̃

6µ̃
5
2

+ (1 + ε)
π

3
2 eµ

6µ
5
2

≤ (2 + ε)
π

3
2 eµ̃

6µ̃
5
2

and

11eµ̃

10µ̃2
+ (1 + ε)

11eµ

10µ2
≤ (2 + ε)

11eµ̃

10µ̃2
.

Therefore, to prove (2.6) we need only prove the inequality

π
3
2 eµ̃

12µ̃
3
2

+ (2 + ε)
π

3
2 eµ̃

6µ̃
5
2

+ (2 + ε)
11eµ̃

10µ̃2
+ (2 + ε)

π
3
2 e−µ

6µ
3
2

< (1 + ε)
π

3
2 eµ

12µ
3
2

.

Define functions Fj(n), 1 ≤ j ≤ 4, and M(n) so that the above inequality reads

F1(n) + F2(n) + F3(n) + F4(n) < M(n).

F1(n) is asymptotically larger than Fj(n) for 2 ≤ j ≤ 4, and so it is natural to simplify
further by bounding Fj(n), 2 ≤ j ≤ 4 with small multiples of F1(n). For any choice
of positive real numbers A,B,C, it is straightforward to show that F2(n) <

ε
A
F1(n)

for all

n > NA = NA(ε, L) :=
12A2 (2 + ε)2

π2ε2
− L− 1

24
,

that F3(n) <
ε
B
F1(n) for all

n > NB = NB(ε, L) :=
910787328B4 (2 + ε)4

10000π8ε4
− L− 1

24
,

and that F4(n) <
ε
C
F1(n) for

n > NC = NC(ε, L) :=
3

4π2
log2

(
2C(2 + ε)(1 + L)

ε

)
− 1

24
.

The calculation of NC above uses the assumptions n ≥ 1 and µ̃ ≥ µ. We have reduced
our problem to proving that

(1 +Dε)
π

3
2 eµ̃

12µ̃
3
2

< (1 + ε)
π

3
2 eµ

12µ
3
2

(2.7)

for sufficiently large n, where

D = D(A,B,C) :=
1

A
+

1

B
+

1

C
.

Because the choice of A,B,C is made freely, we make these choices so that 0 < D < 1,
which is required for (2.7) to hold for sufficiently large n.
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Let ñ := 24n+1 for convenience. By elementary manipulations, (2.7) is equivalent
to (

ñ

ñ+ 24L

) 3
4

e
π

6
√
2
[
√
ñ+24L−

√
ñ] <

1 + ε

1 +Dε
.

Since ñ > 0 and L > 0, we have ñ
ñ+24L

< 1 and
√
ñ+ 24L−

√
ñ = 24L√

ñ+24L+
√
ñ
≤ 12L√

ñ
.

Thus, it is enough to prove that for large enough n we have

e
√

2Lπ√
ñ <

1 + ε

1 +Dε
,

which holds if and only if

n > ND = ND(ε, L) :=
L2π2

12 log2
(

1 + ε
1 + εD

) − 1

24
.

Therefore, we conclude that the inequality in Proposition 2.1 holds for all n >
NA,B,C(ε, L), where

NA,B,C(ε, L) := max (NA, NB, NC , ND, 26) . (2.8)

2.1.2. Proof of Theorem 1.11. Since q(n) > 0 for all n ≥ 0, (1.5) is equivalent to
r∑

k=1

αk
q (n+ µk)

q(n)
≤

s∑
ℓ=1

βℓ
q (n+ νℓ)

q(n)
. (2.9)

Moreover, since for all n ≥ 0, we have q(n + νℓ)/q(n) ≥ 1 for all 1 ≤ ℓ ≤ s and
q(n+ µk) ≤ q(n+ µr) for all 1 ≤ k ≤ r, inequality (1.5) holds for all n such that(

r∑
k=1

αk

)(
q (n+ µr)

q(n)
− 1

)
≤

s∑
ℓ=1

βℓ −
r∑

k=1

αk.

Let L := µr and

ε :=

(
r∑

k=1

αk

)−1( s∑
ℓ=1

βℓ −
r∑

k=1

αk

)
. (2.10)

Choose A,B,C > 0 such that 1
A
+ 1

B
+ 1

C
< 1 and define

Nα,β,µr := NA,B,C(ε, L) (2.11)

where NA,B,C(ε, L) is given by (2.8) for the above choice of ε and L. The proof then
follows from Proposition 2.1. □

Remark 2.5. We point out that in practice, it may be possible to improve (i.e. de-
crease) the bound Nα,β,µr obtained in the proof of Theorem 1.11 above. For example,
at the outset, any summands αkq(n + µk) and βℓq(n + νℓ) appearing in an inequal-
ity (1.5) such that αk = βℓ and µk = νℓ can be canceled, producing an equivalent
inequality with a larger ε in (2.10). Similarly, in case of any summands αkq(n + µk)
and βℓq(n + νℓ) with αk ̸= βℓ but µk = νℓ, one may subtract min(αk, βℓ)q(n + µk)
from both sides of (1.5) yielding an equivalent inequality with potentially smaller L
and larger ε as chosen in the proof of Theorem 1.11 above. Further, given L, ε as
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in the proof of Theorem 1.11, one may seek to choose appropriate A,B, and C such
that Nα,β,µr in (2.11) is minimized.

2.2. General linear inequalities for distinct partitions without small parts.
In our proof of Theorem 1.8 for t = 3, we require a linear partition inequality for
the ρ(n,m), which counts partitions of n into distinct parts all at least m. To prove
this inequality, we make use of the following result of Erdős-Nicolas-Szalay [7] which
relates q(n) and ρ(n,m).

Theorem 2.6 (Theorem 1, [7]). For all n and m satisfying 1 ≤ m ≤ n, we have that

q(n)

2m−1
≤ ρ(n,m) ≤ q(n+m(m− 1)/2)

2m−1
. (2.12)

General linear inequalities for ρ(n,m) then follow from Theorems 1.11 and 2.6. We
make this explicit in the following corollary.

Corollary 2.7. Suppose
∑r

k=1 αk <
∑s

ℓ=1 βℓ, where α = {αk}rk=1 and β = {βℓ}sℓ=1

are sequences of positive real numbers, and r, s ∈ N. Moreover, let {µk}rk=1, {νℓ}sℓ=1 ⊂
N0, where µ1 < µ2 < · · · < µr and ν1 < ν2 < · · · < νs. Then for any m ∈ N, there
exists an N (which depends on α,β, µr, and m) such that for n > N ,

r∑
k=1

αkρ(n+ µk,m) ≤
s∑

ℓ=1

βℓρ(n+ νℓ,m). (2.13)

Specifically, we may take N = Nα,β,µr+m(m−1)/2 as in (2.11).

Remark 2.8. When m = 1, Corollary 2.7 becomes Theorem 1.11.

Proof of Corollary 2.7. We apply Theorem 2.6 to each ρ(n+ µk,m) and obtain
r∑

k=1

αkρ(n+ µk,m) ≤ 21−m

r∑
k=1

αkq(n+ µk +m(m− 1)/2). (2.14)

By Theorem 1.11, after replacing {µk} with {µk +m(m− 1)/2}, the right-hand side
of (2.14) is at most

21−m

s∑
ℓ=1

βℓq(n+ νℓ) (2.15)

for n > Nα,β,µr+m(m−1)/2. Applying Theorem 2.6 again, this time to each q(n + νℓ),
we obtain that (2.15) is at most

s∑
ℓ=1

βℓρ(n+ νℓ,m)

for n > Nα,β,µr+m(m−1)/2 as desired. □

3. Hooks of length 2

In this section, we prove Theorem 1.8 in the case of hooks of length t = 2. To
do so, we first establish relevant generating functions for odd (respectively distinct)
partitions in Section 3.1 (respectively Section 3.2). In Section 3.3 we use these results
to prove Theorem 1.8 for t = 2. We also give a combinatorial interpretation of the
excess a2(n)− b2(n), in analogy with Theorem 1.5.

10



First we introduce some notation used throughout the remainder of the article.
The q-Pochhammer symbol is defined for n ∈ N0 ∪ {∞} by

(a; q)n :=
n−1∏
j=0

(1− aqj).

We will make use of the following well-known partition generating functions (with
|q| < 1):

∞∑
n=0

p(n)qn =
1

(q; q)∞
,

∞∑
n=0

q(n)qn = (−q; q)∞,

∞∑
n=0

o(n)qn =
1

(q; q2)∞
,

∞∑
n=0

do(n)qn = (−q; q2)∞,

where o(n) equals the number of odd parts partitions of n, and do(n) equals the
number of distinct odd parts partitions of n. Since the only partition of n = 0 is the
empty partition, we have p(0) = q(0) = o(0) = do(0) = 1.

We may abuse notation, and use partition and Young diagram interchangeably; we
do the same for parts of a partition and rows of its diagram.

3.1. Odd partitions and hooks of length t = 2. We establish the generating
function for a2(n).

Proposition 3.1. We have∑
n≥0

a2(n)q
n =

1

(q; q2)∞

(
q2 +

∑
n≥2

(q2n−1 + q2(2n−1))

)
.

Proof. Let a2(m,n) be the number of odd partitions of n with m hooks of length 2
and denote by F2(z; q) the bivariate generating function for the sequence a2(m,n),
i.e.,

F2(z; q) :=
∑

n,m≥0

a2(m,n)zmqn.

If λ is an odd partition, then by considering the possible ways a hook of length
2 can occur in a Young diagram, we see that the number of hooks of length 2 in λ
is equal to the number of different part sizes of λ that are greater than 1 plus the
number of different parts of λ that occur at least twice. Therefore we have

F2(z; q) =

(
1 + q +

zq2

1− q

) ∞∏
n=2

(
1 + zq2n−1 +

z2q2(2n−1)

1− q2n−1

)
. (3.1)

From the definition of a2(m,n), we have∑
n≥0

a2(n)q
n =

∂

∂z

∣∣∣∣
z=1

F2(z; q).

Using logarithmic differentiation finishes the proof. □
11



3.2. Distinct partitions and hooks of length t = 2. We establish the generating
function for b2(n).

Proposition 3.2. We have∑
n≥0

b2(n)q
n =

q2

1− q
(−q2; q)∞. (3.2)

Proof. Let b2(m,n) be the number of distinct partitions of n with m hooks of length
2 and denote by G2(z; q) the bivariate generating function for the sequence b2(m,n),
i.e.,

G2(z; q) :=
∑

n,m≥0

b2(m,n)zmqn.

In the Young diagram of a distinct partition λ, the number of hooks of length 2 in
λ equals the number of parts λi such that λi − λi+1 ≥ 2, where λk = 0 if k > ℓ(λ).
Thus, the number of hooks of length 2 in λ can be calculated as follows: start with the
Young diagram of λ and remove the Sylvester triangle, i.e., subtract 1 from the last
part, 2 from the second to last part, etc., to obtain an ordinary partition µ. Then, we
count the number of different part sizes in µ. We note that the number of different
part sizes in µ is equal to the number of different part sizes in its conjugate µ′. Let
un(t,m) be the number of partitions of m with t different part sizes and all parts at
most n. Then

G2(z; q) =
∑
n≥1

qn(n+1)/2

(∑
m,t≥0

un(t,m)ztqm

)
=
∑
n≥1

qn(n+1)/2

n∏
j=1

(
1 +

zqj

1− qj

)
.

(3.3)

From the definition of b2(m,n), we have∑
n≥0

b2(n)q
n =

∂

∂z

∣∣∣∣
z=1

G2(z; q).

Logarithmic differentiation gives

∂

∂z

∣∣∣
z=1

G2(z; q) =
∑
n≥1

qn(n+1)/2 1

(q; q)n

q − qn+1

1− q
.

Using the well-known limiting case of the q-binomial theorem (see e.g. [1, (2.2.6)]),

∞∑
n=0

q
n(n+1)

2 zn

(q; q)n
= (−zq; q)∞ (3.4)

with z = q, we obtain

∑
n≥0

b2(n)q
n =

q

1− q

∑
n≥1

q
n2+n

2

(q; q)n−1

=
q2

1− q

∑
n≥0

q
n2+3n

2

(q; q)n
=

q2

1− q
(−q2; q)∞.

□
12



3.3. Proof of Theorem 1.8 for hooks of length t = 2. Using Propositions 3.1
and 3.2, we have∑

n≥0

(a2(n)− b2(n))q
n =

1

(q; q2)∞

(
q2 +

∑
n≥2

(q2n−1 + q2(2n−1))

)
− q2

1− q
(−q2; q)∞.

Then, using geometric series, Euler’s identity [1, (1.2.5)], 1/(q; q2)∞ = (−q; q)∞, and
straightforward manipulations, we obtain∑

n≥0

(a2(n)− b2(n))q
n =

1

(q; q2)∞

q2(1 + q + q3)

1− q4
− q2

1− q

(−q; q)∞
1 + q

= (−q; q)∞
q2

1− q2

(
1 + q + q3

1 + q2
− 1

)
= (−q; q)∞

q2

1− q2

(
q − q2 + q3

1 + q2

)
= q3

1 + q3

1− q2
(−q3; q)∞. (3.5)

Clearly, the expression in (3.5), expanded as a q-series, has non-negative coefficients.
This concludes the proof of Theorem 1.8 for t = 2. □

Next we give a combinatorial interpretation for a2(n)−b2(n). Here and throughout,
for i ∈ Z+, we define the multiplicity mλ(i) of i in λ to be the number of times i
appears as a part in partition λ.

Proposition 3.3. For n ≥ 0, a2(n)− b2(n) = w(n), where w(n) is the total number
of different part sizes greater than 1 in all odd partitions λ of n with mλ(1) ≡ 0, 3
(mod 4).

Proof. Let w(m,n) be the number of odd partitions λ of n with mλ(1) ≡ 0, 3 (mod 4)
and exactly m different part sizes greater than 1. Then,

H(z; q) :=
∑

n,m≥0

w(m,n)zmqn =

(
1

1− q4
+

q3

1− q4

) ∞∏
k=1

(
1 +

zq2k+1

1− q2k+1

)
.

Using this, we compute

∑
n≥0

w(n)qn =
∂

∂z

∣∣∣
z=1

H(z; q) =
1 + q3

1− q4

∞∏
k=1

(
1 +

q2k+1

1− q2k+1

) ∞∑
k=1

q2k+1

=
1 + q3

1− q4
· 1

(q3; q2)∞
· q3

1− q2

= q3
1 + q3

1− q2
· 1− q

1− q4
· (−q; q)∞

= q3
1 + q3

1− q2
· (−q3; q)∞,

which, together with (3.5), completes the proof. □
13



4. Hooks of length 3

In this section, we prove Theorem 1.8 in the case of hooks of length t = 3. To
do so, we first establish relevant generating functions for odd (respectively distinct)
partitions in Section 4.1 (respectively Section 4.2). In Section 4.3 we use these results
as well as results from Section 2 to prove Theorem 1.8 for t = 3.

First, we introduce some useful notation. For any partition λ, denote by ℓ(λ) the
length of λ, i.e., the number of parts in λ. We denote by ℓ1(λ) (respectively ℓ2(λ)) the
number of parts λi of λ with λi − λi+1 = 1 (respectively λi − λi+1 = 2). We assume
λk = 0 if k > ℓ(λ).

4.1. Odd partitions and hooks of length t = 3. We establish the generating
function for a3(n).

Proposition 4.1. We have that∑
n≥0

a3(n)q
n = (−q3; q)∞

q3(1 + q3)

1− q2
+ (−q; q)∞

(
q6

1− q4
+

q3

1− q6

)
.

Proof. Let λ be an odd partition. Among parts equal to 1, there is a hook of length
3 only in the third to last part equal to 1 (thus, only if the multiplicity of 1 is at least
three). For all other parts, there is a hook of length 3 in the second to last and third
to last occurrence of the part size (if the multiplicity of the part permits). There is
also a hook of length 3 in the last occurrence of the part size if that last occurrence
is in row i with λi − λi+1 ̸= 2. For example, the hooks of length 3 are marked in the
Young diagram of (7, 7, 7, 7, 3, 3, 1, 1, 1, 1).

3

3

3

3

3

Let a3(m,n) be the number of odd partitions of n with m hooks of length 3. It
follows from above that a3(m,n) is the number of odd partitions λ of n such that

δmλ(1)≥3 +

(∑
u≥2

(δmλ(u)≥1 + δmλ(u)≥2 + δmλ(u)≥3)

)
− ℓ2(λ) = m.

Here and throughout, δρ denotes the Kronecker delta symbol, which evaluates to 1 if
property ρ is true, and 0 if not.

If x(k, n) is the number of odd partitions λ of n such that

δmλ(1)≥3 +
∑
u≥2

(δmλ(u)≥1 + δmλ(u)≥2 + δmλ(u)≥3) = k,

14



and y(k, n) is the number of odd partitions λ of n with ℓ2(λ) = k, then

a3(n) =
∑
m≥0

ma3(m,n) =
∑
k≥0

k x(k, n)−
∑
k≥0

k y(k, n).

Let F1(z; q) :=
∑
n,k≥0

x(k, n)zkqn and F2(z; q) :=
∑
n,k≥0

y(k, n)zkqn. Then,

∑
n≥0

a3(n)q
n =

∂

∂z

∣∣∣
z=1

F1(z; q)−
∂

∂z

∣∣∣
z=1

F2(z; q).

By standard arguments, we have that

F1(z; q) =

(
1 + q + q2 +

zq3

1− q

)∏
n≥1

(
1 + zq2n+1 + z2q2(2n+1) +

z3q3(2n+1)

1− q2n+1

)
.

To find F2(z; q), we consider the conjugate of the 2-modular diagram of an odd
partition. The 2-modular diagram of an odd partition λ is a Young diagram in which
row i has λi+1

2
boxes, with the first box filled with 1, and the remaining boxes filled

with 2. Then the sum of the entries in row i equals λi. See the left diagram in Figure
3.

Given an odd partition λ of n, if a part λi satisfies λi − λi+1 = 2, then the i-th
row in the 2-modular diagram of λ has last box filled with 2 and is exactly one box
longer than the next row. To find ℓ2(λ), we conjugate the 2-modular diagram of λ,
and in it find the number of rows with multiplicity 1 among the rows filled with 2
that are strictly shorter than the first row. For example, the 2-modular diagram of
λ = (11, 9, 5, 3) with marked relevant rows and its conjugate are shown in Figure 3.
Here, ℓ2(λ) = 2.

1 2 2 2 2 2

1 2 2 2 2

1 2 2

1 2

1 1 1 1

2 2 2 2

2 2 2

2 2

2 2

2

Figure 3. 2-modular diagram and conjugate for λ = (11, 9, 5, 3).

Thus,

F2(z; q) =
∑
n≥1

qn

1− q2n

n−1∏
j=1

(
1 + zq2j +

q2(2j)

1− q2j

)
.

We use logarithmic differentiation to obtain

∂

∂z

∣∣∣
z=1

F1(z; q) =
1

(q; q2)∞

(
q3 +

∑
n≥1

(q2n+1 + q2(2n+1) + q3(2n+1))

)

= (−q; q)∞

(
q3 +

q3

1− q2
+

q6

1− q4
+

q9

1− q6

)
15



and

∂

∂z

∣∣∣
z=1

F2(z; q) =
∑
n≥1

qn
1

(q2; q2)n

n−1∑
j=1

q2j(1− q2j).

Using the well-known identity
∑
n≥0

zn/(q; q)n = 1/(z; q)∞ (see e.g. [1, (2.2.5)]) and the

geometric series identity, after simplifying, we further obtain that

∂

∂z

∣∣∣
z=1

F2(z; q) =
1

(q; q2)∞

(
q2

1− q2
− q4

1− q4
+

(1 + q)(1 + q3)

1− q4
− 1 + q

1− q2

)
=

1

(q; q2)∞

q4

1− q4
.

Finally, we have∑
n≥0

a3(n)q
n =

∂

∂z

∣∣∣
z=1

F1(z; q)−
∂

∂z

∣∣∣
z=1

F2(z; q)

= (−q; q)∞

(
q3 +

q3

1− q2
+

q6

1− q4
+

q9

1− q6
− q4

1− q4

)
= (−q3; q)∞

q3(1 + q3)

1− q2
+ (−q; q)∞

(
q6

1− q4
+

q3

1− q6

)
. (4.1)

□

4.2. Distinct partitions and hooks of length t = 3. We establish the generating
function for b3(n).

Proposition 4.2. We have that∑
n≥0

b3(n)q
n = (−q; q)∞

∑
m≥2

qm

1 + qm
− q2

1− q2
(−q3; q)∞.

Proof. Let b3(m,n) denote the number of distinct partitions of n with m hooks of
length 3. In a distinct partition λ, there is a hook of length 3 in every row λi > 1
except when λi − λi+1 = 2. Thus, b3(m,n) is the number of distinct partitions of n
such that ℓ(λ)−mλ(1)− ℓ2(λ) = m.

If u(k, n) is the number of distinct partitions of n with exactly k parts greater than
1, and v(k, n) is the number of distinct partitions λ of n with ℓ2(λ) = k, then

b3(n) =
∑
m≥0

mb3(m,n) =
∑
k≥0

k u(k, n)−
∑
k≥0

k v(k, n).

Let G1(z; q) :=
∑
n,k≥0

u(k, n)zkqn and G2(z; q) :=
∑
n,k≥0

v(k, n)zkqn. Then,

∑
n≥0

b3(n)q
n =

∂

∂z

∣∣∣
z=1

G1(z; q)−
∂

∂z

∣∣∣
z=1

G2(z; q). (4.2)

We have

G1(z; q) = (1 + q)(−zq2; q)∞.
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To find G2(z; q), let λ be a partition with distinct parts and, as in the case t = 2,
remove the Sylvester triangle from λ to obtain a partition µ with at most ℓ(λ) parts.
Note that parts µi in µ such that µi − µi+1 = 1 correspond to parts λi in λ such that

λi − λi+1 = 2. Thus, ℓ1(µ) = ℓ2(λ). For a partition ν, denote by ℓ̃(ν) the number of

parts of ν with multiplicity one. Since ℓ1(µ) = ℓ̃(µ′), we have

G2(z; q) =
∑
m≥1

q
m(m+1)

2

m∏
j=1

(
1 + zqj +

q2j

1− qj

)
.

Using logarithmic differentiation, we compute

∂

∂z

∣∣∣
z=1

G1(z; q) = (−q; q)∞
∑
m≥2

qm

1 + qm
(4.3)

and

∂

∂z

∣∣∣
z=1

G2(z; q) =
∑
n≥1

q
n(n+1)

2

(q; q)n

n∑
j=1

qj(1− qj)

=
∑
n≥1

q
n(n+1)

2

(q; q)n

(
1− qn+1

1− q
− 1− q2(n+1)

1− q2

)

=
q

1− q2

∑
n≥1

q
n(n+1)

2

(q; q)n−1

(1− qn+1)

=
q

1− q2

(∑
n≥0

q
n(n+1)

2
+n+1

(q; q)n
−
∑
n≥0

q
n(n+1)

2
+2n+3

(q; q)n

)
=

q

1− q2
(
q(−q2; q)∞ − q3(−q3; q)∞

)
=

q2

1− q2
(−q3; q)∞. (4.4)

For the second to last equality we use the q-binomial theorem (3.4) twice, once with
z = q and once with z = q2.

Finally, from (4.2), (4.3), and (4.4) we have that∑
n≥0

b3(n)q
n = (−q; q)∞

∑
m≥2

qm

1 + qm
− q2

1− q2
(−q3; q)∞. (4.5)

□

4.3. Proof of Theorem 1.8 for hooks of length t = 3. To prove Theorem 1.8 for
hooks of length t = 3, we find a particular bisection A(q) + B(q) of the generating
function

∑
n≥0(a3(n) − b3(n))q

n established in the prior two subsections. We then
prove separately that A(q) andB(q) have non-negative coefficients of qn for sufficiently
large n. We complete the proof by verifying the theorem directly for the initial
coefficients.

The bisection A(q) + B(q) is somewhat ad hoc; on the other hand, it reveals that
our bias result for hooks of length t = 3 ultimately follows from the rather natural

17



partition inequality established in Corollary 2.7. We welcome alternative proofs to
Theorem 1.8 for t = 3, especially a proof given by a combinatorial injection.

We define the q-series

A(q) := (−q; q)∞

3∑
m=1

q4m

1 + qm
− (−q4; q)∞q4(1 + q + 2q3 + q4)

and

B(q) := (−q; q)∞

∞∑
m=4

q6m

1 + qm
+ (−q9; q)∞

(
q41(1 + q2)(1 + q3)

1− q3
+

q44(1 + q3)(1 + q5)

1− q5

)
+ (−q9; q)∞(f(q)− g(q)),

where the polynomials f(q) and g(q) and their respective coefficients {fj} and {gj}
are defined by

f(q) := q25 + q26 + q27 + 3q28 + 5q29 + 3q30 + 6q31 + 7q32 + 5q33 + 8q34 + 7q35 + 7q36

+ 9q37 + 8q38 + 7q39 + 7q40 + 6q41 + 6q42 + 5q43 + 4q44 + 3q45 + 3q46 + 2q47

+ q48 + q49 + q50 + q51 (4.6)

=: q24
27∑
j=1

fjq
j, (4.7)

and

g(q) := q9 + q12 + q13 + q14 + 2q15 + q16 + q17 + 2q18 + q19 + 2q20 + 2q21 + q22 (4.8)

=: q8
14∑
j=1

gjq
j. (4.9)

Proposition 4.3. With A(q) and B(q) defined above, we have that∑
n≥0

(a3(n)− b3(n))q
n = A(q) + B(q).

Before proving Proposition 4.3, we establish the non-negativity of the coefficients
of qn in the series expressions for A(q) and B(q) for sufficiently large values of n by
proving Lemma 4.4 and Proposition 4.5 below.

In the remainder of the paper we use the notation G(q) ⪰S 0, where S ⊂ N0, to
mean that when expanded as a q-series, the coefficients of G(q) are non-negative, with
the possible exception of the coefficients of qn for n ∈ S. When S = ∅, we simply use
the notation ⪰ 0.

Lemma 4.4. We have that A(q) ⪰{5,7} 0.

Proposition 4.5. We have that

(−q9; q)∞(f(q)− g(q)) ⪰{1,2,...,75} 0. (4.10)

Remark 4.6. The coefficients of qn for some n in the exceptional set {1, 2, . . . , 75}
appearing in (4.10) are in fact non-negative, but the result of Proposition 4.5 is
sufficient for our purposes.
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We begin with the proof of Proposition 4.5, which ultimately follows from a special
case of our Corollary 2.7. Following this, we provide an analytic (q-series) proof of
Lemma 4.4.

Proof of Proposition 4.5. Using that (−q9; q)∞ is the generating function for ρ(n, 9),
the statement in Proposition 4.5 is equivalent to the statement that

42∑
j=29

g43−jρ(n+ j, 9) ≤
26∑
j=0

f27−jρ(n+ j, 9) (4.11)

for n ≥ 25. In Corollary 2.7 we take r = 14, s = 27, αk = g15−k, and βℓ = f28−ℓ,
so that 16 =

∑14
k=1 αk <

∑27
ℓ=1 βℓ = 118. We further take µk = k + 28, νℓ = ℓ − 1,

and m = 9, so that by Corollary 2.7, we have that (4.11) holds for n > Nα,β,78 as in
(2.11), which proves the desired result for all but finitely many coefficients.

Precisely, we have as in the proof of Theorem 1.11 and using Corollary 2.7 that
L = µ14 + 9(9 − 1)/2 = 78 and ε = (118 − 16)/16 = 6.375. Experimenting with
MathematicaTM [26], we further choose positive A,B,C satisfying 1/A+1/B+1/C <
1, namely A = 180, B = 7, C = 471177, so that (4.11) holds for n > Nα,β,78 :=
N180,7,471177(6.375, 78) = 67910.5, a small enough value to allow us to verify inequality
(4.11) for 25 ≤ n ≤ 67910 using SageMath. This completes the proof of Proposition
4.5. □

Proof of Lemma 4.4. We begin by rewriting A(q) as

A(q) = (−q2; q)∞q4 + (1 + q)q8(−q3; q)∞ + (1 + q)(1 + q2)q12(−q4; q)∞

− (−q4; q)∞(q4 + q5 + 2q7 + q8)

= (−q4; q)∞(q6 + 2q9 + q11 + 2q12 + q13 + q14 + q15 − q5 − q7).

We have

(q5 + q7)(−q4; q)∞ = q5(−q5; q)∞ + q9(−q5; q)∞ + q7(−q5; q)∞ + q11(−q5; q)∞.

Since,

q9(−q4; q)∞ − q9(−q5; q)∞ = q13(−q5; q)∞

q11(−q4; q)∞ − q11(−q5; q)∞ = q15(−q5; q)∞,

it follows that

(−q4; q)∞(q6 + 2q9 + q11 + q12 − q5 − q7)

= (−q4; q)∞(q6 + q9 + q12) + (−q5; q)∞(q13 + q15)− (−q5; q)∞(q5 + q7).

Next,

(q5 + q7)(−q5; q)∞ = q5 + q7 + q10(−q6; q)∞ + q12(−q6; q)∞ + q5Σ6 + q7Σ6,

where we define for m ∈ N
Σm = Σm(q) :=

∑
k≥m

qk(−qk+1; q)∞.

We observe that

q6(−q4; q)∞ − q10(−q6; q)∞ = q6(−q5; q)∞ + q15(−q6; q)∞,
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q12(−q4; q)∞ − q12(−q6; q)∞ = q12(q4 + q5 + q9)(−q6; q)∞.

Finally, we have

q6(−q5; q)∞ − q5Σ6 = q6 + q6Σ5 − q5Σ6

= q6 +
∑
m≥5

qm+6(1 + qm+1)(−qm+2; q)∞ −
∑
m≥6

qm+5(−qm+1; q)∞

= q6 +
∑
m≥5

q2m+7(−qm+2; q)∞

and similarly

q9(−q4; q)∞ − q7Σ6 = q9 +
∑
m≥4

qm+9(qm+1 + qm+2 + q2m+3)(−qm+3; q)∞.

This completes the proof. □

4.3.1. Proof of Proposition 4.3. We use Propositions 4.1 and 4.2 and find that∑
n≥0

(a3(n)− b3(n))q
n

= (−q3; q)∞
q2 + q3 + q6

1− q2
+ (−q; q)∞

(
q6

1− q4
+

q3

1− q6

)
− (−q; q)∞

∞∑
m=2

qm

1 + qm
.

(4.12)

Next we observe that

−
∞∑

m=1

qm

1 + qm
=

∞∑
m=1

q4m

1 + qm
− q3

1− q3
− q

1− q2
,

which follows by a direct calculation, for example, by adding the negative of the series
in m on the left-hand-side to the one on the right, using the geometric series formula,
and simplifying. With this, we re-write (4.12) as

(−q2; q)∞q + (−q3; q)∞
q2 + q3 + q6

1− q2
+ (−q; q)∞

(
q6

1− q4
+

q3

1− q6
− q3

1− q3
− q

1− q2

)
(4.13)

+ (−q; q)∞

∞∑
m=1

q4m

1 + qm
.

By straightforward algebra, we find that

(1 + q2)(1 + q3)q + (1 + q3)
q2 + q3 + q6

1− q2

+ (1 + q)(1 + q2)(1 + q3)

(
q6

1− q4
+

q3

1− q6
− q3

1− q3
− q

1− q2

)
.

= −
(
q4(1 + q + 2q3 + q4) +

q9

1− q3

)
.
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We multiply this identity by (−q4; q)∞ and insert it into the sum seen in (4.13). Thus,
we have shown that the generating function for a3(n)− b3(n) equals

A(q) + (−q; q)∞

∞∑
m=4

q4m

1 + qm
− (−q4; q)∞

q9

1− q3
. (4.14)

Next, we re-write

(−q; q)∞

∞∑
m=4

q4m

1 + qm
= (−q; q)∞

∞∑
m=4

q6m

1 + qm
+ (−q3; q)∞

(
q16 + q17 + q18 +

q19

1− q5

)
,

(4.15)

which may again be proved by, for example, subtracting the two infinite series appear-
ing in (4.15), using geometric series, and simplifying. We take the series (−q3; q)∞q19/(1−
q5) appearing in (4.15) and subtract from it the term (−q4; q)∞q9/(1− q3) appearing
in (4.14) as follows:

(−q3; q)∞
q19

1− q5
− (−q4; q)∞

q9

1− q3

= (−q9; q)∞

(
(−q3; q)6

q19

1− q5
− (−q4; q)5

q9

1− q3

)
= (−q9; q)∞

(
q41(1 + q2)(1 + q3)

1− q3
+

q44(1 + q3)(1 + q5)

1− q5
− p(q)

)
, (4.16)

where

p(q) := q9 + q12 + q13 + q14 + 2q15 + 2q16 + 2q17 + 3q18 + 2q19 + 4q20 + 5q21 + 4q22 + 4q23

+ 5q24 + 5q25 + 5q26 + 6q27 + 5q28 + 4q29 + 6q30 + 4q31 + 3q32 + 5q33 + 2q34

+ 3q35 + 3q36 + q38 + q39.

Inserting (4.15) and then (4.16) into (4.14) followed by some straightforward algebra
reveals that the generating function for a3(n)− b3(n) may be written as

A(q) + (−q)∞

∞∑
m=4

q6m

1 + qm
+ (−q3)∞

(
q16 + q17 + q18

)
+ (−q9)∞

(
q41(1 + q2)(1 + q3)

1− q3
+

q44(1 + q3)(1 + q5)

1− q5
− p(q)

)
= A(q) + B(q)

as claimed. In particular, we have also used the easy to verify identity

(−q3; q)∞(q16 + q17 + q18)− (−q9; q)∞p(q) = (−q9; q)∞(f(q)− g(q)).

This completes the proof of Proposition 4.3. □

Proof of Theorem 1.8 for t = 3. Using Proposition 4.3, Theorem 1.8 for t = 3 now
follows from Lemma 4.4 and Proposition 4.5, along with a finite computation of the q-
series coefficients in Proposition 4.3 through the q75 term, which is easily done (using,
for example, MathematicaTM). □
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5. Asymptotic formulas

In this section, we prove Theorem 1.9. To this end, we obtain asymptotic formulas
for a2(n), b2(n), a3(n), and b3(n) using the circle method. From these, we immediately
obtain asymptotic formulas for a2(n)−b2(n) and a3(n)−b3(n), allowing us to establish
Theorem 1.9. As usual, for two functions f(n) and g(n), we write f(n) ∼ g(n) as

n → ∞ if f(n)
g(n)

→ 1 as n → ∞. Moreover, log denotes the natural logarithm.

Theorem 5.1. As n → ∞, we have

a2(n) ∼
35/4

8πn1/4
eπ
√

n
3

and

b2(n) ∼
31/4

4πn1/4
eπ
√

n
3 .

Theorem 5.2. As n → ∞, we have

a3(n) ∼
31/4

3πn1/4
eπ
√

n
3

and

b3(n) ∼
(
log(2)− 1

8

)
31/4

2πn1/4
eπ
√

n
3 .

As an immediate consequence of these two theorems, we obtain the following corol-
laries.

Corollary 5.3. As n → ∞, we have

a2(n)− b2(n) ∼
31/4

8πn1/4
eπ
√

n
3 .

Corollary 5.4. As n → ∞, we have

a2(n) ∼
3

2
b2(n).

Corollary 5.5. As n → ∞, we have

a3(n)− b3(n) ∼
(
19

48
− log(2)

2

)
31/4

πn1/4
eπ
√

n
3 .

Corollary 5.6. As n → ∞, we have

a3(n) ∼
2

3(log(2)− 1
8
)
b3(n).

Remark 5.7. The asymptotic results in Corollaries 5.3 and 5.5 explain the inequali-
ties of Theorem 1.8 and prove Theorem 1.9. In addition, Corollaries 5.4 and 5.6 prove
stronger statements, as will be discussed in Section 7.

In light of Theorem 1.5, it is natural to ask about the asymptotics of a1(n) and
b1(n) as well. We outline them here since the proofs are easier than those of Theorems
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5.1 and 5.2. Asymptotics for b1(n) can be easily derived from [6, Theorem 1.1]; in
particular, as n → ∞, we have

b1(n) ∼
31/4 log(2)

2πn1/4
eπ
√

n
3 . (5.1)

Furthermore, using the generating function identity for a1(n)−b1(n) given in [2, (3.1)]
and [19, Proposition 1.8] (which we restate as Proposition 5.8 below) it can be shown
that

b1(n)− a1(n) ∼
31/4

(
log(2)− 1

2

)
2πn1/4

eπ
√

n
3 (5.2)

as n → ∞. Using (5.1) and (5.2) along with the definition of ∼, we also deduce that

a1(n) ∼
31/4

4πn1/4
eπ
√

n
3 .

We additionally note, comparing with Corollaries 5.4 and 5.6, that

a1(n) ∼
1

log(4)
b1(n).

We now discuss Wright’s circle method and use it to prove Theorems 5.1 and 5.2.

5.1. Wright’s circle method. The circle method is one of the most important tools
in the modern analytic theory of partitions. The method goes back to famous work
of Hardy and Ramanujan on p(n) [13] in which they proved that

p(n) ∼ 1

4n
√
3
eπ
√

2n
3

as n → ∞. Rademacher [22] later extended their method to prove an exact formula
for p(n) similar to, and predating, (2.1). The presence of non-modular terms in the
generating functions of at(n) and bt(n), such as Lambert series and rational functions,
means Rademacher’s approach cannot be directly used to give exact formulas for at(n)
or bt(n). To overcome this difficulty, we use a variation of the circle method due to
Wright [27] to obtain asymptotic expansions. We use the formulation of this method
given by Ngo and Rhoades [19], who derived asymptotic formulas for the coefficients
of products L(q)ξ(q), where L(q) and ξ(q) are certain analytic functions of q ∈ C
with |q| < 1 and q /∈ R≤0. Informally, ξ must have a “main” exponential singularity
as q → 1 and L(q) must have polynomial behavior as q → 1.

To state the formulation of Wright’s circle method given in [19], we require some
notation. For |q| < 1 and q ̸∈ R≤0, we write q = e−z with z = x + iy such that
x > 0 and |y| < π. Let 0 < δ < π

2
and define Dδ := {z ∈ C : |arg (z)| < π

2
− δ}.

Equivalently, if we let ∆ = cot(δ), then Dδ := {x+ iy ∈ C : 0 ≤ |y| < ∆x}. For fixed
c > 0 and integer n ≥ 1, we let C = C(c, n) be the circle in the complex plane centered
at zero with radius |q| = e−x, where x = c√

n
. For fixed δ, we let C1 := Dδ ∩ C and

C2 := C \ C1. We call C1 the major arc and C2 the minor arc. We will interchangeably
use Landau’s big-O and Vinogradov’s ≪ notations in this section. Recall that for two
complex-valued functions f(z), g(z), we write f = O(g) or f ≪ g in a region if and
only if there is a constant C > 0 such that |f(z)| ≤ C |g(z)| for all z in that region.

Let L(q), ξ(q) be analytic functions for q = e−z in the unit disk, and fix δ and c as
above. Following Ngo and Rhoades, we define four hypotheses about the asymptotic
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properties of these functions. In (H1)–(H4) below, the notation ≪δ and Oδ and
indicates that the implied constants depends on δ.

(H1) For every positive integer k, as |z| → 0 in the cone Dδ we have

L(q) =
1

zB

(
k−1∑
s=0

αsz
s +Oδ

(
zk
))

,

where B ∈ R and αs ∈ C.
(H2) As |z| → 0 in the cone Dδ we have

ξ(q) = Kzβe
A
z

(
1 +Oδ

(
e−

γ
z

))
,

where A := c2, and K, β ≥ 0 and γ > 0.1

(H3) As |z| → 0 in the region π
2
− δ ≤ |arg(z)| < π

2
, we have

|L(q)| ≪δ |z|−C ,

where C > 0.
(H4) As |z| → 0 in the region π

2
− δ ≤ |arg(z)| < π

2
, we have

|ξ(q)| ≪δ ξ (|q|) e−
δ′

Re(z) ,

where δ′ = δ′(δ) > 0.

Note that (H1) and (H2) put restrictions of the asymptotic behavior of L(q)ξ(q)
on the major arc; hypotheses (H3) and (H4) put restrictions on the minor arc. Ngo-
Rhoades proved the following result from these hypotheses.

Proposition 5.8 ([19, Proposition 1.8]). Assume the hypotheses above. Then as
n → ∞ we have for any N ∈ Z+ that

c(n) = Ke2
√
Ann

1
4
(2B−2β−3)

(
N−1∑
r=0

prn
− r

2 +O
(
n−N

2

))
,

where pr :=
r∑

j=0

αjcj,r−j and cj,r :=
(− 1

4
√
A
)r
√
A

j+β−B+ 1
2

2
√
π

Γ(j +B + 3
2
+ r)

r!Γ(j +B + 3
2
− r)

.

Observe that when applying Proposition 5.8, the precise values of the constants
δ, γ, C, and δ′ do not appear in the asymptotic formula, and therefore we will not put
any emphasis on computing these values exactly in the calculations of this section.
In Section 5.2, we verify the hypotheses (H2) and (H4) for the function (−q; q)∞,
which appears in all the generating functions we consider. In Section 5.3, we verify
the hypotheses (H1) and (H3) for certain rational functions and Lambert series which
appear in the generating functions for a2(n), b2(n), a3(n), and b3(n).

1Ngo and Rhoades assumed that γ > c2, but this is not strictly necessary when establishing
Proposition 5.8, although the scenario where γ > c2 does arise naturally if ξ is modular.
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5.2. Modular transformations. Here, we provide the calculation of the asymptotic
growth of (−q; q)∞ on both the major and minor arcs. As we have seen in previous
sections, the generating functions for at(n) and bt(n) naturally arise as the product of
(−q; q)∞ and certain other factors. Since (−q; q)∞ is the only factor with exponential
singularities in the generating functions for at(n), bt(n), t = 2, 3, we set ξ(q) :=
(−q; q)∞. We also let P (q) := (q; q)−1

∞ be the generating function for the partition

function p(n). Note here that for q = e2πiτ , we have the relation P (e2πiτ ) = e
πiτ
12 η−1(τ)

where η(τ) is the Dedekind η-function. For the remainder of the section, we use the
notation q = e−z. The following transformation property for P (q) follows easily

from the modular modular transformation law η(−1/τ) =
√

τ/i η(τ) satisfied by the
Dedekind η-function:

P (q) =

√
z

2π
exp

(
π2

6z
− z

24

)
P
(
e−

4π2

z

)
.

From this formula, it follows that

ξ(q) =
1√
2
exp

(
π2

12z
+

z

24

) P
(
e−

4π2

z

)
P
(
e−

2π2

z

) .
Using this transformation law, Jackson and Otgonbayar [14] proved the following
asymptotic results on ξ(q) on the major and minor arcs.

Lemma 5.9 ([14, Lemma 3.8]). Let ∆ > 0 be a positive constant, and suppose
z = x+ iy satisfies 0 ≤ |y| < ∆x. Then as z → 0 in this region, we have

ξ(q) =
1√
2
exp

(
π2

12z
+

z

24

)(
1 +O

(
e−

23π2

12z

))
.

Lemma 5.10 ([14, Lemma 3.9]). Let ∆ > 0 be a positive constant, and suppose
z = x+ iy satisfies ∆x ≤ |y| < π. Then as z → 0 in this region, we have

|ξ(q)| ≪ exp

(
π2

12x

(
1

2
+

3

π2
+

6

π2 (∆2 + 1)

))
.

In particular, if ∆ > 1.45, then there is a positive constant δ′ such that

|ξ(q)| ≪ ξ
(
e−x
)
· exp

(
−δ′

x

)
.

Remark 5.11. The results of Jackson and Otgonbayar are stronger than this; in
particular, their bounds are completely explicit.

Notice that as a result of Lemmas 5.9 and 5.10, ξ(q) = (−q; q)∞ satisfies (H2) and

(H4) with the constants β = 0, K = 1√
2
and A = π2

12
.

5.3. Estimating rational functions and Lambert series. To verify (H1) and
(H3) for our situation, we must consider the rational functions and Lambert series
that appear in the generating functions for a2(n), b2(n), a3(n), and b3(n). We define
the following functions:

Lo,2(q) :=
q2(1 + q + q3)

1− q4
,
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Ld,2(q) :=
q2

1− q2
,

Lo,3(q) :=
q3(1 + q3)

(1 + q)(1− q4)
+

q6

1− q4
+

q3

1− q6
,

Ld,3(q) := Rd,3(q) +
∑
n≥1

qn

1 + qn
:=

−q2

(1− q4)(1 + q)
− q

1 + q
+
∑
n≥1

qn

1 + qn
.

By considering the Laurent expansions of Lo,2(e
−z), Ld,2(e

−z), Lo,3(e
−z), andRd,3(e

−z),
we obtain the following results.

Lemma 5.12. As |z| → 0, we have

Lo,2(q) =
1

z

(
3

4
+O(z)

)
.

Lemma 5.13. As |z| → 0, we have

Ld,2(q) =
1

z

(
1

2
+O(z)

)
.

Lemma 5.14. As |z| → 0, we have

Lo,3(e
−z) =

1

z

(
2

3
+O(z)

)
.

Lemma 5.15. As |z| → 0, we have

Rd,3(q) =
1

z

(
−1

8
+O(z)

)
.

Notice that, as a result of Lemmas 5.12 and 5.13, Lo,2 and Ld,2 each satisfy (H1)
with constants (B,α0) = (1, 3

4
) and (1, 1

2
), respectively. Similarly, by Lemma 5.14, Lo,3

satisfies (H1) with constants (B,α0) = (1, 2
3
). Furthermore, by using the triangle and

reverse triangle inequalities, we obtain the following bounds on our rational functions,
which show that Lo,2, Ld,2, and Lo,3 satisfy (H3).

Lemma 5.16. Suppose z = x+ iy. Then, as |z| → 0, we have

|Lo,2(q)| <
3

2x
≪ |z|−1.

Lemma 5.17. Suppose z = x+ iy. Then, as |z| → 0, we have

|Ld,2(q)| <
1

x
≪ |z|−1.

Lemma 5.18. Suppose z = x+ iy. Then, as |z| → 0, we have

|Lo,3(e
−z)| ≪ 1

x
≪ |z|−1.

Lemma 5.19. Suppose z = x + iy. Then, as |z| → 0 in the region π
2
− δ ≤ |y| < π

2
,

we have

|Rd,3(q)| <
1

2x
≪ |z|−1.
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Finally, we estimate the Lambert series appearing in the definition of Ld,3(q). Using
a technique of Zagier [28, Section 4] based on Euler–Maclaurin summation, Craig
proved the following estimates for this Lambert series.

Lemma 5.20 ([6, Lemma 4.1]). Let ∆ > 0 be a constant, and let z = x + iy with
0 ≤ |y| < ∆x. Then as z → 0 in this region, we have∑

n≥1

e−nz

1 + e−nz
∼ log(2)

z
.

Lemma 5.21 ([6, Lemma 4.6]). Let z = x+ iy satisfy x > 0, 0 ≤ |y| < π. Then we
have ∣∣∣∣∣∑

n≥1

e−nz

1 + e−nz

∣∣∣∣∣ < 1

x2
.

5.4. Proof of Theorems 5.1 and 5.2. In this section, we prove Theorems 5.1 and
5.2 by verifying that the hypotheses required for Proposition 5.8 are satisfied by the
generating functions of a2(n), b2(n), a3(n), and b3(n).

Proof of Theorem 5.1. By Lemmas 5.9 and 5.12, we have Lo,2(e
−z) = 3

4z
+ O(1) and

ξ(e−z) = 1√
2
exp

(
π2

12z
+O(z)

)
on the major arc. These estimates show that Lo,2(q)

and ξ(q) satisfy Hypotheses (H1) and (H2) with constants β = 0, K = 1√
2
, A = π2

12
,

α0 = 3
4
, and B = 1. Furthermore, on the minor arcs, Lemmas 5.10 and 5.16 show

that our generating function satisfies Hypotheses (H3) and (H4).
Similarly, Lemmas 5.9, 5.13, 5.10, and 5.17 show that Ld,2(q) and ξ(q) satisfy

Hypotheses (H1)-(H4) with constants β = 0, K = 1√
2
, A = π2

12
, α0 =

1
2
, and B = 1.

Therefore, we can apply Proposition 5.8 to obtain the desired asymptotics for b2(n)
and a2(n). □

Recall that, by Proposition 4.5,∑
n≥0

b3(n)q
n = (−q; q)∞

∑
m≥2

qm

1 + qm
− q2

1− q2
(−q3; q)∞

= ξ(q)

(
−q

1 + q
+

−q2

(1− q2)(1 + q)(1 + q2)
+
∑
m≥1

qm

1 + qm

)
= ξ(q)Ld,3(q)

Proof of Theorem 5.2. Lemmas 5.9, 5.14, 5.10, and 5.18 show that Lo,3(q) and ξ(q)

satisfy Hypotheses (H1)-(H4) with constants β = 0, K = 1√
2
, A = π2

12
, α0 =

2
3
, B = 1.

Furthermore, by Lemmas 5.9, 5.20, and 5.15, we have

Ld,3(e
−z) =

1

z

(
log(2)− 1

8

)
+O(1)

and ξ(e−z) = 1√
2
exp

(
π2

12z
+O(z)

)
on the major arc. These estimates show that

Ld,3(q) and ξ(q) satisfy Hypotheses (H1) and (H2) with constants β = 0, K = 1√
2
,
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A = π2

12
, α0 = log(2)− 1

8
, and B = 1. Furthermore, on the minor arcs, Lemmas 5.10,

5.21 and 5.19 show that our generating function satisfies Hypotheses (H3) and (H4).
Therefore, we can apply Proposition 5.8 to obtain the desired asymptotics for b3(n)

and a3(n). □

6. Further bias results

Recall that we denote by ℓ1(λ) (respectively ℓ2(λ)) the number of parts λi of λ
with λi − λi+1 = 1 (respectively λi − λi+1 = 2). We assume λk = 0 if k > ℓ(λ). For
j = 1, 2, we refer to ℓj(λ), as the number of gaps of size j in λ. Note that the ℓ2(λ)
partition statistic appeared in our calculations of both a3(n) and b3(n). Thus, it is
natural to investigate a possible bias in the total number of gaps of size exactly 1,
respectively 2, in odd versus distinct partitions. We prove that such a bias exists. As
in the case with the total number hooks of fixed length, the direction of the bias for
the total number of gaps of size 2 is the opposite of that for the total number of gaps
of size 1.

Theorem 6.1. For n ∈ N0, ∑
λ∈D(n)

ℓ1(λ)−
∑

λ∈O(n)

ℓ1(λ)

is non-negative except for n = 2 and n = 4 in which case it equals −1.

Theorem 6.2. For n ∈ N0, ∑
λ∈O(n)

ℓ2(λ)−
∑

λ∈D(n)

ℓ2(λ)

is non-negative except for n = 2 and n = 6 in which case it equals −1.

After proving each theorem, we provide combinatorial interpretations of the re-
spective excesses.

6.1. Proof of Theorem 6.1. If λ ∈ O(n), then

ℓ1(λ) =

{
1 if 1 ∈ λ,

0 else.

Thus, ∑
n≥0

∑
λ∈O(n)

ℓ1(λ)q
n = q

1

(q; q2)∞
= q(−q; q)∞.

The number of gaps of size 1 all in distinct partitions of n is equal to the total
number of parts in all distinct partitions of n minus the total number of gaps of
size at least 2 in all distinct partitions of n, i.e., b1(n) − b2(n). Using this and the
generating function for b2(n) found in (3.2), we have∑

n≥0

∑
λ∈D(n)

ℓ1(λ)q
n = (−q; q)∞

∑
m≥1

qm

1 + qm
− q2

1− q
(−q2; q)∞.
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Therefore,

∑
n≥0

 ∑
λ∈D(n)

ℓ1(λ)−
∑

λ∈O(n)

ℓ1(λ)

 qn

= (−q; q)∞
∑
m≥1

qm

1 + qm
− q2

1− q
(−q2; q)∞ − q(−q; q)∞

= (−q; q)∞

(∑
m≥1

qm

1 + qm
− q2

1− q2
− q

)
. (6.1)

We will show that the expression in (6.1), when expanded as a q-series, has non-
negative coefficients for n ≥ 5. We rewrite (6.1) as

(−q; q)∞

(∑
m≥1

q3m

1 + qm
− q2

1 + q

)
, (6.2)

which can be seen by, for example, subtracting (6.2) from (6.1) and using the geo-
metric series identity.

Next we write

(−q; q)∞

(∑
m≥1

q3m

1 + qm
− q2

1 + q

)

= (−q; q)∞

(
q3

1 + q
+

q6

1 + q2
− q2

1 + q

)
+ (−q; q)∞

∑
m≥3

q3m

1 + qm

= (−q3; q)∞
(
q3 + q5 + q6 + q7 − q2 − q4

)
+ (−q; q)∞

∑
m≥3

q3m

1 + qm
. (6.3)

To finish the proof, we show that the only negative terms in

(−q3; q)∞
(
q3 + q5 + q6 + q7 − q2 − q4

)
,

when expanded as a q-series, are −q2 and −q4.
By expanding the q-Pochhammer symbol, we obtain

q2(−q3; q)∞ = q2 + q5(−q4; q)∞ + q2
∑
k≥4

qk(−qk+1; q)∞

= q2 + q5(−q4; q)∞ + q3
∑
k≥3

qk(−qk+2; q)∞.

Similarly,

q3(−q3; q)∞ = q3 + q3
∑
k≥3

qkqk+1(−qk+2; q)∞ + q3
∑
k≥3

qk(−qk+2; q)∞,

q4(−q3; q)∞ = q4 + q7(−q5; q)∞ + q8(−q5; q)∞ + q11(−q5; q)∞ + q6
∑
k≥3

qk(−qk+3; q)∞,

q5(−q3; q)∞ = q5(−q4; q)∞ + q8(−q5; q)∞ + q12(−q5; q)∞,
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q6(−q3; q)∞ = q6 + q6
∑
k≥3

q2k+1(1 + q + qk+2)(−qk+3; q)∞ + q6
∑
k≥3

qk(−qk+3; q)∞,

q7(−q3; q)∞ = q7(−q5; q)∞ + q10(−q4; q)∞ + q11(−q5; q)∞.

Then,

(−q3; q)∞
(
q3 + q5 + q6 + q7 − q2 − q4

)
= −q2 + q3 − q4 +H1(q),

where

H1(q) := q6 + q10(−q4; q)∞ + q12(−q5; q)∞

+ q3
∑
k≥3

qkqk+1(−qk+2; q)∞ + q6
∑
k≥3

q2k+1(1 + q + qk+2)(−qk+3; q)∞.

Clearly, H1(q) expanded as a q-series has non-negative coefficients. This completes
the proof of Theorem 6.1. □

The proof of Theorem 6.1 shows that

∑
n≥0

 ∑
λ∈D(n)

ℓ1(λ)−
∑

λ∈O(n)

ℓ1(λ)

 qn = −q2 + q3 − q4 +H1(q) + (−q; q)∞
∑
m≥3

q3m

1 + qm
.

We now give a combinatorial interpretation for
∑

λ∈D(n)

ℓ1(λ)−
∑

λ∈O(n)

ℓ1(λ) when n ≥ 5.

First note that

(−q; q)∞
∑
m≥3

q3m

1 + qm

is the generating function for the number of partitions of n in which exactly one part
greater than 2 has multiplicity three and all other parts have multiplicity one. Next,
we interpret the summands in H1(q) as combinatorial generating functions:

• q6 is the generating function for the number of partitions of n with exactly
three parts equal to 2 (and no other parts).

• q10(−q4; q)∞ is the generating function for the number of partitions λ of n
with exactly three parts equal to 2, all other parts distinct, and 1, 3 ∈ λ.

• q12(−q5; q)∞ is the generating function for the number of partitions λ of n
with exactly three parts equal to 1, all other parts distinct, and 2, 3, 4 ∈ λ.

• q3
∑

k≥3 q
kqk+1(−qk+2; q)∞ is the generating function for the number of par-

titions λ of n with ℓ(λ) ≥ 5, exactly three parts equal to 1, all other parts
distinct, 2 ̸∈ λ, and the two smallest parts not equal to 1 differing by one.

• q6
∑

k≥3 q
2k+1(1 + q + qk+2)(−qk+3; q)∞ equals q6

∑
k≥3 q

kqk+1(−qk+2; q)∞ +

q6
∑

k≥3 q
kqk+2(−qk+3; q)∞, which is the generating function for the number

of partitions λ of n with ℓ(λ) ≥ 5, exactly three parts equal to 2, all other
parts distinct, 1 ̸∈ λ, and the two smallest parts not equal to 2 differing by
one or two.

Thus, for n ≥ 5, ∑
λ∈D(n)

ℓ1(λ)−
∑

λ∈O(n)

ℓ1(λ)
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equals the number of partitions λ of n with exactly one part repeated three times
and all other parts distinct such that

(i) if the repeated part is 1, then ℓ(λ) ≥ 5, the two smallest parts not equal to 1
differ by one, and if 2 ∈ λ, then 4 ∈ λ.

(ii) if the repeated part is 2, then ℓ(λ) = 3 or ℓ(λ) ≥ 5, and
• if 1 ∈ λ, then 3 ∈ λ
• if 1 ̸∈ λ, then the two smallest parts not equal to 2 differ by one or two.

Corollary 6.3. For n ≥ 5,∑
λ∈D(n)

ℓ1(λ)−
∑

λ∈O(n)

ℓ1(λ) ≤ b1(n)− a1(n).

Proof. This follows immediately from the combinatorial interpretation above and
Corollary 1.6. □

Remark 6.4. Corollary 6.3 can be rewritten as

a1(n)−
∑

λ∈O(n)

ℓ1(λ) ≤ b1(n)−
∑

λ∈D(n)

ℓ1(λ), for n ≥ 5. (6.4)

In fact, the inequality is true for all n ≥ 0. Combinatorially, (6.4) states that the
total number of different part sizes greater than 1 in all odd partitions of n is at most
the total number of gaps greater than 1 in all distinct partitions of n. It is interesting
to compare this with Corollary 1.6 which implies that the total number of parts in all
distinct partitions of n is at most the total number of different part sizes in all odd
partitions of n.

6.2. Proof of Theorem 6.2. From Section 4,∑
λ∈D(n)

ℓ2(λ) = (−q3; q)∞
q2

1− q2
and

∑
λ∈O(n)

ℓ2(λ) = (−q; q)∞
q4

1− q4
.

Thus, we need to show that, the coefficients of qn, n ̸= 2, 6, in

H2(q) :=
∑
n≥0

 ∑
λ∈O(n)

ℓ2(λ)−
∑

λ∈D(n)

ℓ2(λ)

 qn = (−q; q)∞
q4

1− q4
− (−q3; q)∞

q2

1− q2

are non-negative. A direct calculation shows that the coefficients of q2 and q6 in H2(q)
are both equal to −1.

After some q-series manipulations, we have that

H2(q) + q2 + q6 = (−q3; q)∞
q5

1− q2
− q5(−q4; q)∞ − q2(1 + q4)

∑
m≥5

qm(−qm+1; q)∞

= (−q4; q)∞
q7

1− q
− q2(1 + q4)

∑
m≥5

qm(−qm+1; q)∞

= (−q4; q)∞
∑
k≥7

qk − (1 + q4)
∑
k≥7

qk(−qk−1; q)∞

= (1 + q4)
∑
k≥7

qk
(
(−q5; q)∞ − (−qk−1; q)∞

)
.
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Moreover, for k ≥ 7, we have

(−q5; q)∞ − (−qk−1; q)∞ =
∑
j≥5

qj(−qj+1; q)∞ −
∑

j≥k−1

qj(−qj+1; q)∞

=
k−2∑
j=5

qj(−qj+1; q)∞.

Thus,

H2(q) + q2 + q6 = (1 + q4)
∑
k≥7

qk
k−2∑
j=5

qj(−qj+1; q)∞, (6.5)

which clearly has non-negative coefficients and completes the proof. □

We interpret (6.5) as a combinatorial generating function as follows. We write
k ≥ 7 as k = 3d + r, 0 ≤ r ≤ 2 and we view qk as generating d parts equal to 3
and one part equal to r. The sum

∑k−2
j=5 q

j(−qj+1; q)∞ generates non-empty distinct

partitions with smallest part between 5 and k − 2 (inclusive).
Thus, for n ̸= 2, 6, ∑

λ∈O(n)

ℓ2(λ)−
∑

λ∈D(n)

ℓ2(λ)

equals the number of partitions λ of n satisfying all of the following conditions:

(i) mλ(3) ≥ 2, and if mλ(3) = 2, then λℓ(λ) < 3,
(ii) 3 is the only repeated part, and 1 and 2 cannot both occur as parts in λ,
(iii) λ has part greater than 4 and the smallest part s greater than 4 satisfies

5 ≤ s ≤
(∑

λi≤3 λi

)
− 2.

We also provide a second combinatorial interpretation for the excess of Theorem
6.2. From (6.5), we have that

H2(q) + q2 + q6 = (1 + q4)
∑
k≥7

qk
k−1∑
j=6

qj−1(−qj; q)∞

= (1 + q4)
∞∑
k=6

qk−1(−qk; q)∞

∞∑
j=k+1

qj

= (1 + q4)
∞∑
k=6

q2k

1− q
(−qk; q)∞

=
q2

1− q
(1 + q4)

∞∑
k=5

q2k(−qk+1; q)∞.

Thus, for n ̸= 2, 6, ∑
λ∈O(n)

ℓ2(λ)−
∑

λ∈D(n)

ℓ2(λ)

also equals the number of partitions λ of n such that 1 occurs at least twice as a part
of λ, there are no parts equal to 2 or 3, the smallest part greater than 4 occurs twice,
and all other parts occur once.
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We end this section by noting that the combinatorial interpretations for the excess
in Theorem 6.1, respectively 6.2 are of a similar flavor to Theorem 1.5.

7. Further conjectures

We conclude this paper with several remarks and conjectures. In particular, we ex-
plore possible generalizations of our main results to other values of t and other families
of partitions. We also remark briefly on an apparent congruence which appears in
our data.

7.1. A stronger conjecture. Recall Conjecture 1.7 (ii), which says that for all
integers t ≥ 2, at(n) − bt(n) → ∞ as n → ∞. Corollaries 5.3 and 5.5 establish
Conjecture 1.7 (ii) for t = 2 and t = 3. We also conjecture the following stronger
asymptotic result, which is proved for t = 2 and t = 3 in Corollaries 5.4 and 5.6.

Conjecture 7.1. For every integer t ≥ 2, there is a positive constant αt > 1 such
that at(n) ∼ αtbt(n) as n → ∞.

We now give a heuristic explanation for why one should think that Conjecture 7.1
is true. Due to Euler, we know that the number of partitions into odd parts equals
the number of partitions into distinct parts. Thus, the total number of cells among
the two families of partitions are also equal and, as noted in Section 1, we have for
every n that ∑

t≥1

at(n) =
∑
t≥1

bt(n). (7.1)

Corollary 1.6 states that b1(n) > a1(n), and the main theorems of our paper establish
that at(n) > bt(n) for t = 2, 3 and n sufficiently large. To explain this phenomenon
informally, let λ ∈ O(n) and µ ∈ D(n) be random partitions of the same (sufficiently
large) integer n. Theorem 1.5 implies that, on average, µ should have more hooks of
length 1 than λ. In order to balance this fact with (7.1), λ must have more hooks of
other lengths t. Since there are in general more “small” hook lengths than “large”
hook lengths in a given partition, we should expect the “small” hook lengths to be
the main contribution to balancing (7.1). Our results do not consider what happens
if t is allowed to vary with n, so we do not know whether a random odd partition
or a random distinct partition should have more “large” hook numbers. However,
the data we obtain, in particular the fact that Nt appears to grow with t, suggests
that for n ≤ Nt it is usually true that bt(n) > at(n), contrary to the case for n ≫ 0.
This suggests that the hook numbers of partitions into distinct parts tend to be
either equal to 1 or large relative to n, while partitions into odd parts tend to have
hook numbers of more intermediate values. It would be interesting to understand
this phenomenon in more detail. For example, given a positive constant 0 < ε < 1,
one could ask whether odd or distinct partitions have more hook numbers of size
t ≥ nε. Our heuristic suggests that for large enough ε in this interval, hooks of length
t ≥ nε should be more common in distinct partitions of n than in odd partitions
of n. It would also be interesting to understand this picture in terms of probability
distribution functions. Such a possibility is discussed further in Section 7.4.
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7.2. Hook bias conjectures for self-conjugate versus distinct odd parts par-
titions. Since the number of self-conjugate partitions of n equals the number of
partitions of n into distinct odd parts, one may study the possible bias in the number
of hooks of fixed length in these sets of partitions. To this end, let a∗t (n) be the total
number of hooks of length t in all self-conjugate partitions of n and let b∗t (n) be the
total number of hooks of length t in all partitions of n into distinct odd parts. We
propose the following conjecture, which is the analog of Conjecture 1.7.

Conjecture 7.2. For every integer t ≥ 2, there is an integer N∗
t such that for all

n > Nt, we have a∗t (n) ≥ b∗t (n). Furthermore, we have a∗t (n)−b∗t (n) → ∞ as n → ∞.

The following table gives conjectural values of the constants N∗
t for 2 ≤ t ≤ 10.

t 2 3 4 5 6 7 8 9 10
N∗

t 10 8 22 12 30 20 38 32 54

Table: Conjectural values for N∗
t .

The explanation of this conjecture is, on heuristic grounds, the same as that for
Conjecture 1.7. In particular, it appears that the hook numbers of partitions into
distinct odd parts tend to be either very small or very large, whereas the hook numbers
of self-conjugate partitions tend to take intermediate values. It would be equally
natural to investigate such questions for other well-known partition identities. For
example, one could consider the Rogers-Ramanujan identities or Glaisher’s identity
involving k-regular partitions and partitions with parts repeated at most (k−1) times.

7.3. Congruence conjectures. We now consider a∗t (n), the number of hooks of
length t in all self-conjugate partitions of n, from an arithmetic point of view. By the
symmetry of self-conjugate partitions, it is clear that a∗2m(n) ≡ 0 (mod 2) for all n;
this is because hook numbers on the main diagonal of a self-conjugate partition are
necessarily (distinct) odd integers. While generating data in support of Conjecture
7.2, the authors discovered what appear to be nontrivial congruence relations for
a∗t (n) extending the trivial observation above.

Conjecture 7.3. We have for all n ≥ 0 and m ≥ 1 that

a∗2m(n) ≡ 0 (mod 2m).

This has been verified by computer for 1 ≤ m ≤ 5 and 0 ≤ n ≤ 70. We note
that if we denote by a∗∗t (n) the number of hooks of length divisible by t in all self-
conjugate partitions of n, then by using the sieve of Eratosthenes one may show
that the conjecture above is equivalent to showing that a∗∗2m(n) ≡ 0 (mod 2m) for all
m ≥ 1 and n ≥ 0.

7.4. Future directions. There are a number of statistical results in the literature
regarding how hook numbers distribute among unrestricted partitions. For example,
see [3, 5, 8, 16] for several different approaches to such distributions. Adopting the
same philosophy as this paper, it would be natural to ask how these statistics behave
in families of partitions such as partitions into odd parts or partitions into distinct
parts. For example, based on our work and [3] it would be natural to ask whether the
2-cores and 3-cores of partitions into distinct parts might be larger on average than
those of partitions into odd parts. It would also be natural to ask similar questions for
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partition statistics other than those statistics discussed in this paper; a few potentially
interesting examples might be the largest/smallest part or rank and crank statistics.

Data availability. Data sharing not applicable to this article as no datasets were
generated or analysed during the current study.

References

[1] George E. Andrews. The theory of partitions. Cambridge Mathematical Library. Cambridge
University Press, Cambridge, 1998. Reprint of the 1976 original.

[2] George E. Andrews. Euler’s partition identity and two problems of George Beck. Math. Student,
86(1-2):115–119, 2017.

[3] Arvind Ayyer and Shubham Sinha. The size of t-cores and hook lengths of random cells in
random partitions. The Annals of Applied Probability, 33(1):85 – 106, 2023.

[4] Olivia Beckwith and Christine Bessenrodt. Multiplicative properties of the number of k-regular
partitions. Ann. Comb., 20(2):231–250, 2016.

[5] Kathrin Bringmann, William Craig, Joshua Males, and Ken Ono. Distributions on partitions
arising from hilbert schemes and hook lengths. Forum of Mathematics, Sigma, 10:e49, 2022.

[6] William Craig. On the number of parts in congruence classes for partitions into distinct parts.
Research in Number Theory, 8(3):52, 2022.
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