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Abstract. In this paper we develop and analyze a variational data assimilation method with
efficient decoupled iterative numerical algorithms for the Stokes--Darcy equations with the Beavers--
Joseph interface condition. By using Tikhonov regularization and formulating the variational data
assimilation into an optimization problem, we establish the existence, uniqueness, and stability of
the optimal solution. Based on the weak formulation of the Stokes--Darcy equations, the Lagrange
multiplier rule is utilized to derive the first order optimality system for both the continuous and dis-
crete variational data assimilation problems, where the discrete data assimilation is based on a finite
element discretization in space and the backward Euler scheme in time. By rescaling the optimality
system and then analyzing its corresponding bilinear forms, we prove the optimal finite element con-
vergence rate with special attention paid to recovering uncertainties missed in the optimality system.
To solve the discrete optimality system efficiently, three decoupled iterative algorithms are proposed
to address the computational cost for both well-conditioned and ill-conditioned variational data as-
similation problems, respectively. Finally, numerical results are provided to validate the proposed
methods.

Key words. data assimilation, Stokes--Darcy equations, optimization, gradient-based iterative
method, finite element method

MSC codes. 35Q93, 49M41, 65K10, 76S05, 93C20

DOI. 10.1137/22M1492994

1. Introduction. Data assimilation seeks to optimally incorporate observations
into a physics model for improving performance of the state forecast. This technique
is employed in many applications, such as weather prediction [14, 15, 77], ocean state
forecasts [2, 41, 79], geoscience [12, 81, 85], and chemistry transport [58, 82, 84],
among many others. Currently there are several main categories of data assimilation
techniques. One category includes the statistical methods based on the Bayes' theorem
and the Kalman filtering approach, which evolve the state vector along with time
according to error statistics [1, 3, 36, 65, 69, 76]. Another category includes the
variational methods based on the optimal control theory, which minimizes a cost
functional measuring the discrepancy between the state variable and the observed
data [11, 26, 38, 43, 61, 70]. The nudging method and continuous data assimilation
are also important and popular data assimilation techniques; see [7, 8, 42, 68, 72, 75,
90, 92]. In this paper we discuss a variational method to solve the data assimilation
problem for a Stokes--Darcy interface model.
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VDA AND ITERATIVE ALGORITHMS FOR STOKES--DARCY S143

The Stokes--Darcy model has attracted significant attention due to its potential
applications to a variety of flow phenomena, for instance, the hydrological system
where surface water percolates through rock and sand [21, 24, 27, 30, 33, 45, 46, 56],
petroleum extraction [4, 5, 22, 39, 40, 51, 52, 64], and industrial filtration [35]. In
recent decades, there has been significant effort to study this sophisticated interface
system and its variations both theoretically and numerically [6, 9, 13, 16, 18, 23,
25, 28, 29, 31, 32, 34, 44, 47, 53, 54, 57, 60, 62, 71, 73, 78, 80, 83, 91]. However,
these works were dedicated to the idealized model, i.e., the relevant input data, such
as initial condition, boundary condition, sink/source term, and diffusion coefficients,
are entirely provided for the model prediction. In real implementations, some of
these input data literally remain unknown or in uncertainty. Therefore, one of the
challenging problems is to identify a set of faithful input data such that the forecast of
the target flow can be estimated reliably. This is where the data assimilation comes in.

A primary interest of this paper is to investigate a variational data assimilation
(VDA) for the Stokes--Darcy model and develop decoupled iterative numerical al-
gorithms to efficiently solve the VDA problem. Through theoretical derivation and
numerical iteration, we focus on identifying a faithful initial condition for the model
such that the flow state can be better predicted. To be able to construct reliable
efficient iterative numerical algorithms, we first need to mathematically formulate the
VDA problem, and then rigorously carry out the corresponding theoretical derivation
and analysis as a solid foundation. Our approach to achieve the goal is to incorporate
the noisy observation into the Stokes--Darcy model through an appropriately designed
cost functional, where the L2-Tikhonov regularization is utilized, and the discontinu-
ity on initial condition is admitted. The data assimilation problem hereby becomes
a minimization problem. Existence and uniqueness of such a minimization problem
are established. Stability with respect to the perturbation on observations and the
regularization parameter is also proven. The Lagrange multiplier rule is utilized to
derive the first order optimality system (OptS) for both the continuous and the dis-
crete VDA, where the discrete VDA is constructed based on a finite element method
(FEM) and the backward Euler scheme. Afterward, we analyze the convergence fea-
tures between the discrete optimal solution and the solution to the continuous data
assimilation problem. Particularly, with smooth enough input data, we prove the
optimal finite element convergence rate. The analysis is carried out by rescaling the
continuous OptS and rigorously proving its essential properties, such as G\r arding type
coercivity and continuity, for relevant bilinear forms. The necessary auxiliary equa-
tions are then delicately introduced in order to fill in the gaps or difference between
the classical partial differential equations (PDEs) and the PDEs in the optimality
systems. The optimal convergence rate is finally achieved by transferring the con-
vergence behavior of the VDA problem to the convergence results of the classical
Stokes--Darcy equation and a backward Stokes-type equation. All of these theoretical
works lay a solid foundation for both the numerical computation of the VDA and
the further development of efficient numerical algorithms. Hence we finally develop
three decoupled iterative algorithms based on the conjugate gradient (CG) method,
the BFGS method, and the steepest descent (SD) method, which greatly reduce the
computational cost for solving the discrete optimality system.

The outline of this article is as follows. In section 2, we introduce the basic
formulation for the Stokes--Darcy model and provide the necessary mathematical pre-
liminaries. In section 3, we prove the well-posedness of the continuous data assimi-
lation problem and derive the optimality system. In section 4, we discuss the finite
element approximation to the continuous data assimilation problem and present its
convergence analysis. In section 5, three iterative methods are presented to address
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S144 XUEJIAN LI, WEI GONG, XIAOMING HE, AND TAO LIN

the extreme computational cost. In section 6, numerical experiments are presented
to verify the proposed methods. In section 7, we draw some conclusions.

2. Mathematics formulation of the Stokes--Darcy model. We consider a
free flow in a bounded domain \Omega f and a porous media flow in another bounded domain
\Omega p. These two flows are coupled together in the domain \Omega through the interface
\Gamma = \=\Omega p \cap \=\Omega f such that \=\Omega = \=\Omega p \cup \=\Omega f . We also let \Gamma p = \partial \Omega p \setminus \Gamma and \Gamma f = \partial \Omega f \setminus \Gamma . A
Stokes--Darcy model can be used to describe this coupled fluid phenomena, in which
the porous media flow is governed by the Darcy equation,

\partial \phi 

\partial t
 - \nabla \cdot (\BbbK \nabla \phi ) = fp in\Omega p \times (0, T ],

\phi (\cdot ,0) = \phi 0 in \Omega p,

\phi = 0 on \Gamma p,

(2.1)

where \phi denotes the hydraulic head, \BbbK is the hydraulic conductivity tensor assumed
to be positive definite, fp is a sink/source term, and the free flow is governed by the
Stokes equation,

\partial \bfitu 

\partial t
 - \nabla \cdot \BbbT (\bfitu , p) = \bfitf f in\Omega f \times (0, T ],

\nabla \cdot \bfitu = 0 in\Omega f \times (0, T ],

\bfitu (\cdot ,0) =\bfitu 0 in \Omega f ,

\bfitu = 0 on \Gamma f ,

(2.2)

where \bfitu denotes the fluid velocity, \BbbT (\bfitu , p) = 2\nu \BbbD (\bfitu ) - p\BbbI is the stress tensor, \BbbD (\bfitu ) =
1
2 (\nabla \bfitu +\nabla T\bfitu ) is the deformation tensor, \nu is the kinematic viscosity of the fluid, p is
the kinematic pressure, and \bfitf f is a general external forcing term. Systems (2.1) and
(2.2) interact on \Gamma through the Beavers--Joseph interface conditions [10, 17, 19, 20,
48, 63, 74, 88, 89]:

\bfitu \cdot \bfitn f =\BbbK \nabla \phi \cdot \bfitn p,  - \bfittau \cdot (\BbbT (\bfitu , p) \cdot \bfitn f ) = \alpha \bfittau \cdot (\bfitu +\BbbK \nabla \phi ),
 - \bfitn f \cdot (\BbbT (\bfitu , p) \cdot \bfitn f ) = g(\phi  - z),

(2.3)

where \bfitn f and \bfitn p denote the outer normal vectors to the fluid and the porous media
regions on the interface \Gamma , respectively, \bfittau denotes the unit tangential vector to the
interface \Gamma , \alpha is a permeability constant depending on \nu and \BbbK , g is the gravitational
acceleration, and z is a constant assumed to be 0 from now on.

For the purpose of discussing the data assimilation problem, it is necessary to
appropriately understand the Stokes--Darcy model. We first define the Hilbert spaces

Xp := \{ \psi \in H1 (\Omega p) : \psi = 0 on \partial \Omega p \setminus \Gamma \} ,
\bfitX f := \{ \bfitv \in \bfitH 1 (\Omega f ) : \bfitv = (v1, v2)

T = 0 on \partial \Omega f \setminus \Gamma \} ,
\bfitX :=Xp \times \bfitX f , \bfitX f

div := \{ \bfitv \in \bfitX f : \nabla \cdot \bfitv = 0\} , \bfitX div :=Xp \times \bfitX f
div,

Q :=\bfitL 2 (\Omega f ) , \bfitL 2(\Omega ) :=L2 (\Omega p)\times \bfitL 2 (\Omega f )

and the corresponding norms

\| \psi \| Xp := \| \psi \| H1(\Omega p), \| \bfitv \| \bfitX f
:= \| \bfitv \| \bfitH 1(\Omega f ) =

\bigl( 
\| v1\| 2H1(\Omega f )

+ \| v2\| 2H1(\Omega f )

\bigr) 1
2 ,

\| \bfitV \| \bfitX :=
\bigl( 
\| \bfitv \| 2\bfitX f

+ \| \psi \| 2Xp

\bigr) 1
2 , \| \bfitv \| \bfitX f

\mathrm{d}\mathrm{i}\mathrm{v}
:= \| \bfitv \| \bfitH 1(\Omega f ),

\| \bfitV \| \bfitX \mathrm{d}\mathrm{i}\mathrm{v}
:=
\bigl( 
\| \bfitv \| 2\bfitX f

+ \| \psi \| 2Xp

\bigr) 1
2 , \| \bfitV \| \bfitL 2(\Omega ) :=

\bigl( 
\| \psi \| 2L2(\Omega p)

+ \| \bfitv \| 2\bfitL 2(\Omega f )

\bigr) 1
2 .
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VDA AND ITERATIVE ALGORITHMS FOR STOKES--DARCY S145

For a domain D, (\cdot , \cdot )D denotes the L2 inner product on D, and (\cdot , \cdot )H denotes
the inner product for other Hilbert spaces H(D). Depending on the context, \langle \cdot , \cdot \rangle 
can represent the inner product on the interface \Gamma or a general duality between a
Banach space and its dual space. For simplicity, let \| \cdot \| 0 denote all the L2 norms and
Hm(D) denote the Sobolev spaceWm,2(D). Besides, considering the temporal-spatial
function spaces, let Lp(0, T ;\scrB ) = W 0,p(0, T ;\scrB ) and Hm(0, T ;\scrB ) = Wm,2(0, T ;\scrB ),
where \scrB is a generic Banach space. We use these notations to define the following
bilinear forms and linear functionals:

ap (\phi ,\psi ) =(K\nabla \phi ,\nabla \psi )\Omega p
\forall \phi ,\psi \in Xp, af (\bfitu ,\bfitv ) = 2\nu (\BbbD (\bfitu ) ,\BbbD (\bfitv ))\Omega f

\forall \bfitu ,\bfitv \in \bfitX f ,

(2.4)

a (\bfitU ,\bfitV ) =af (\bfitu ,\bfitv ) + ap (\phi ,\psi ) + \langle g\phi ,\bfitv \cdot \bfitn f \rangle  - \langle \bfitu \cdot \bfitn f ,\psi \rangle 
+ \alpha \langle P\tau (\bfitu +\BbbK \nabla \phi ) , P\tau \bfitv \rangle \forall \bfitU = (\phi ,\bfitu )T \in \bfitX , \forall \bfitV = (\psi ,\bfitv )T \in \bfitX ,(2.5)

bf (\bfitv , p) =  - (\nabla \cdot \bfitv , p)\Omega f
, b (\bfitV , p) = bf (\bfitv , p) \forall \bfitv \in \bfitX f , \forall \bfitV = (\psi ,\bfitv )T \in \bfitX , \forall p\in Q,

(2.6)

\langle \bfitF ,\bfitV \rangle =(fp,\psi )\Omega p
+ (\bfitf f ,\bfitv )\Omega f

\forall \bfitF = (fp,\bfitf f )
T \in \bfitX \prime , \forall \bfitV = (\psi ,\bfitv )T \in \bfitX ,

(2.7)

\biggl\langle 
\partial \bfitU 

\partial t
,\bfitV 

\biggr\rangle 
=

\biggl\langle 
\partial \phi 

\partial t
,\psi 

\biggr\rangle 
+

\biggl\langle 
\partial \bfitu 

\partial t
,\bfitv 

\biggr\rangle 
\forall \bfitU = (\phi ,\bfitu )T \in \bfitH 1(0, T ;\bfitX \prime ), \forall \bfitV = (\psi ,\bfitv )T \in \bfitX ,

(2.8)

where P\tau denotes the projection onto the tangent space on \Gamma , i.e., P\tau \bfitu = (\bfitu \cdot \bfittau )\bfittau . For
\langle P\tau (\BbbK \nabla \phi ), P\tau \bfitv \rangle in (2.5), we need the trace space defined as H

1/2
00 (\Gamma ):=\bfitX f | \Gamma , which

is a nonclosed subspace of H
1/2
0 (\Gamma ) and has continuous zero extension to H

1/2
0 (\partial \Omega f );

\langle P\tau (\BbbK \nabla \phi ), P\tau \bfitv \rangle is then interpreted as a duality between (H
1/2
00 (\Gamma ))\prime and H

1/2
00 (\Gamma ).

See [20] and references cited therein for more details.
We use bilinear forms a(\cdot , \cdot ) and b(\cdot , \cdot ) to define linear operators A,A\ast ,B, and B\ast :

a(\bfitU ,\bfitV ) = \langle A\bfitU ,\bfitV \rangle = \langle \bfitU ,A\ast \bfitV \rangle , b(\bfitV , p) = \langle B\bfitV , p\rangle = \langle \bfitV ,B\ast p\rangle ,(2.9)

where A \in L (\bfitX ,\bfitX \prime ), B \in L (\bfitX ,Q\prime ), A\ast \in L (\bfitX ,\bfitX \prime ), and B\ast \in L (Q,\bfitX \prime ) are the
adjoint operators of A and B, and L is a collection of linear and continuous operators
in the relevant spaces.

Testing systems (2.1) and (2.2) with (\psi ,\bfitv , q)T \in \bfitX \times Q and incorporating the
three interface conditions (2.3), we obtain the weak formulation of the Stokes--Darcy
model:

(2.10)\left\{                       

\biggl\langle 
\partial \phi 

\partial t
,\psi 

\biggr\rangle 
+ ap (\phi ,\psi ) - \langle \bfitu \cdot \bfitn f ,\psi \rangle = \langle fp,\psi \rangle \forall \psi \in Xp,\biggl\langle 

\partial \bfitu 

\partial t
,\bfitv 

\biggr\rangle 
+ af (\bfitu ,\bfitv ) + bf (\bfitv , p) + \langle g\phi ,\bfitv \cdot \bfitn f \rangle + \alpha \langle P\tau (\bfitu +\BbbK \nabla \phi ) , P\tau \bfitv \rangle = \langle \bfitf f ,\bfitv \rangle 

\forall \bfitv \in \bfitX f ,

bf (\bfitu , q) = 0 \forall q \in Q,
\phi (\cdot ,0) = \phi 0 in L2(\Omega p), \bfitu (\cdot ,0) =\bfitu 0 in \bfitL 2(\Omega f ).

By definitions in (2.4)--(2.9) and denoting \bfitU 0 = (\phi 0,\bfitu 0)
T , (2.10) is equivalent to the

following expression:
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S146 XUEJIAN LI, WEI GONG, XIAOMING HE, AND TAO LIN

(2.11)

\left\{         
\biggl\langle 
\partial \bfitU 

\partial t
,\bfitV 

\biggr\rangle 
+ a (\bfitU ,\bfitV ) + b (\bfitV , p) = \langle \bfitF ,\bfitV \rangle \forall \bfitV \in \bfitX ,

b (\bfitU , q) = 0 \forall q \in Q,
\bfitU (\cdot ,0) =\bfitU 0 in\bfitL 2(\Omega ).

An operator form of (2.11) can be written as

(2.12)

\left\{       
\partial \bfitU 

\partial t
+A\bfitU +B\ast p=\bfitF in\bfitX \prime ,

B\bfitU = 0 inQ\prime ,

\bfitU (\cdot ,0) =\bfitU 0 in\bfitL 2(\Omega ).

If we consider B\bfitU = 0\in Q\prime in the above as a constraint and restrict the discussion in
space \bfitX div, a more concise form of (2.12) is

(2.13)

\left\{   
\partial \bfitU 

\partial t
+A\bfitU =\bfitF in\bfitX \prime 

div,

\bfitU (\cdot ,0) =\bfitU 0 in\bfitL 2(\Omega ).

Recalling that (2.10), (2.11), (2.12), and (2.13) are all equivalent, the well-posedness
of each is further guaranteed by the continuous inf-sup condition [20]:

inf
0 \not =q\in Q

sup
0 \not =\bfitV \in X

b (\bfitV , q)

\| q\| Q \| \bfitV \| \bfitX 
\geq \beta , \beta is a positive constant.(2.14)

For each \bfitU 0 \in \bfitL 2(\Omega ) and \bfitF \in \bfitL 2(0, T ;\bfitX \prime ), the coupled Stokes--Darcy system (2.12)
admits a unique solution (\bfitU , p) \in \bfitL 2(0, T ;\bfitX )\cap \bfitH 1(0, T ;\bfitX \prime )\times L2(0, T ;Q) (cf. [18]).
We use formulation (2.12) to define the operator \scrF : \bfitL 2(0, T ;\bfitX ) \cap \bfitH 1(0, T ;\bfitX \prime ) \times 
L2(0, T ;Q)\times \bfitL 2(\Omega )\rightarrow \bfitL 2(0, T ;\bfitX \prime )\times L2(0, T ;Q\prime )\times \bfitL 2(\Omega ),

\scrF 

\left(  \bfitU 
p
\bfitU 0

\right)  =

\left(  \partial \bfitU 
\partial t +A\bfitU +B\ast p - \bfitF 

B\bfitU 
\bfitU (\cdot ,0) - \bfitU 0

\right)  .

With a simple calculus of variation, one can see that the Fr\'echet derivative operator
\scrF \prime is a bijective mapping, and the surjective of \scrF \prime is thereafter self-contained. These
basics later will allow us to use the Lagrange multiplier rule to find the optimal
solution for cost functionals constrained by the Stokes--Darcy equation. In addition,
throughout this paper, C, Ci, C

j
i , and Ci,j,k are generic positive constants that are

independent of the mesh parameter h and the time step \tau and are not necessarily the
same at each occurrence.

3. Data assimilation of the Stokes--Darcy model. Letting \bfitY ad be an ad-
missible set for the initial value that could be either \bfitL 2(\Omega ) or a closed convex subset
of \bfitL 2(\Omega ), we look for a solution to our data assimilation problem stated as follows:
given T > 0, \gamma > 0, and the distributed observation \widehat \bfitU = (\widehat \phi , \widehat \bfitu )T \in L2(0, T ;\bfitL 2(\Omega )),
the VDA of the Stokes--Darcy model is

min
\bfitU \bfzero \in \bfitY ad

J(\bfitU 0) =
1

2

\int T

0

\| \widehat \bfitU  - \bfitU (\bfitU 0)\| 20dt+
\gamma 

2
\| \bfitU 0\| 20 subject to (2.12),(3.1)

where the mapping \bfitU (\bfitU 0) : \bfitL 2(\Omega ) \rightarrow \bfitW (0, T ) = \bfitL 2(0, T ;\bfitX ) \cap \bfitH 1(0, T ;\bfitX \prime ) is
defined as the solution of (2.12) with initial condition \bfitU 0. The minimization of

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.

D
ow

nl
oa

de
d 

04
/2

8/
24

 to
 1

98
.2

1.
16

3.
15

3 
. R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
s:

//e
pu

bs
.s

ia
m

.o
rg

/te
rm

s-
pr

iv
ac

y



VDA AND ITERATIVE ALGORITHMS FOR STOKES--DARCY S147

1
2

\int T
0
\| \widehat \bfitU  - \bfitU (\bfitU 0)\| 20dt in (3.1) is the primary goal, which drives the state variable

\bfitU (\bfitU 0) close to the distributed observation \widehat \bfitU via adjusting the initial data \bfitU 0. The
second term \gamma 

2 \| \bfitU 0\| 20 is a \bfitL 2-Tikhonov regularization. The parameter \gamma balances

the relative importance of the minimization between terms
\int T
0
\| \widehat \bfitU  - \bfitU (\bfitU 0)\| 20dt and

\| \bfitU 0\| 20.
Provided that \bfitF , \widehat \bfitU \in L2(0, T ;\bfitL 2(\Omega )) and \partial \Omega and \Gamma are regular enough, we have

the following existence and uniqueness result.

Theorem 3.1. There exists a unique solution \bfitU \star 
0 \in \bfitY ad for the data assimilation

problem (3.1). Furthermore, the solution \bfitU \star 
0 can be characterized by the variational

inequality:

J \prime (\bfitU \star 
0 )(\bfitZ 0  - \bfitU \star 

0 ) =

\int T

0

\int 
\Omega 

(\bfitU (\bfitU \star 
0 ) - \widehat \bfitU )(\bfitU (\bfitZ 0) - \bfitU (\bfitU \star 

0 ))dxdydt

+ \gamma 

\int 
\Omega 

\bfitU \star 
0 (\bfitZ 0  - \bfitU \star 

0 )dxdy\geq 0 \forall \bfitZ 0 \in \bfitY ad.

(3.2)

Proof. Since J(\bfitU 0) is nonnegative and thus bounded from below, the infimum
exists. Then let \{ \bfitU n

0\} \in \bfitY ad be a minimizing sequence such that J(\bfitU n
0 ) \rightarrow 

inf\bfitU \bfzero \in \bfitY ad
J(\bfitU 0). Note that J(\bfitU 0)\geq \gamma 

2 \| \bfitU 0\| 20 gives the boundedness of the sequence
\{ \bfitU n

0\} in \bfitL 2. By the Eberlin--\v Smulian theorem, a bounded sequence in Hilbert space

has a weakly convergent subsequence. Therefore, we have a subsequence \bfitU nk

0 \rightarrow \bfitU \star 
0

weakly as k \rightarrow \infty . Since the closed and convex set in \bfitL 2 is weakly closed, we have
\bfitU \star 

0 \in \bfitY ad. We know that the norm is a continuous functional, and the mapping
\bfitU (\bfitU 0) : \bfitL 2(\Omega ) \mapsto \rightarrow \bfitW (0, T ) is continuous because of the well-posedness results of
Stokes--Darcy equations [18]. Hence the composite cost functional J(\bfitU 0) is continu-
ous. Combining with the convexity of J(\bfitU 0) that can be seen in (3.3), we claim that
J(\bfitU 0) is weakly lower semicontinuous. Hence,

J(\bfitU \star 
0 ) =

\gamma 

2
\| \bfitU  \star 

0\| 20 +
1

2

\int T

0

\| \bfitU (\bfitU \star 
0 ) - \widehat \bfitU \| 20dt\leq lim inf

k\rightarrow \infty 
J(\bfitU nk

0 )

= inf
\bfitU 0\in \bfitY ad

J(\bfitU 0)\leq J(\bfitU  \star 
0),

which implies that \bfitU  \star 
0 is a minimizer we need.

By the linear property of the Stokes--Darcy equation, one can find out that J(\bfitU 0)
is Fr\'echet differentiable and its second order derivative can be calculated as follows:

J \prime \prime (\bfitU 0)(\bfitZ 0,\bfitZ 0) =

\int T

0

\int 
\Omega 

\bfitU 2(\bfitZ 0)dxdydt+ \gamma 

\int 
\Omega 

\bfitZ 2
0dxdy\geq \gamma \| \bfitZ 0\| 20 \forall \bfitZ 0 \in \bfitY ad.

(3.3)

Based on (3.3) and a standard argument for convex minimization we know the min-
imizer \bfitU  \star 

0 is unique. Further, a calculus of variation of J(\bfitU 0) with respect to \bfitU 0

characterizes \bfitU  \star 
0 as

J \prime (\bfitU  \star 
0)(\bfitZ 0  - \bfitU  \star 

0) =

\int T

0

\int 
\Omega 

(\bfitU (\bfitU  \star 
0) - \widehat \bfitU )(\bfitU (\bfitZ 0) - \bfitU (\bfitU  \star 

0))dxdydt

+ \gamma 

\int 
\Omega 

\bfitU  \star 
0(\bfitZ 0  - \bfitU  \star 

0)dxdy\geq 0\forall \bfitZ 0 \in \bfitY ad.

This finishes the proof.

Next, we show that the solution of problem (3.1) is stable regarding the pertur-
bation of the observational data \widehat \bfitU and the regularization parameter \gamma .
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S148 XUEJIAN LI, WEI GONG, XIAOMING HE, AND TAO LIN

Theorem 3.2. The solution of problem (3.1) continuously depends on the obser-
vational data \widehat \bfitU and the parameter \gamma .

Proof. Introducing perturbations \epsilon 1 \in \BbbR on \gamma and \bfitepsilon 2 \in L2(0, T ;\bfitL 2(\Omega )) on \widehat \bfitU ,
respectively, and letting \=\bfitU 0 denote the perturbed optimal solution, we have\int T

0

\int 
\Omega 

(\bfitU ( \=\bfitU 0) - \widehat \bfitU  - \bfitepsilon 2)(\bfitU (\bfitZ 0) - \bfitU ( \=\bfitU 0))dxdydt

+ (\gamma + \epsilon 1)

\int 
\Omega 

\=\bfitU 0(\bfitZ 0  - \=\bfitU 0)dxdy\geq 0 \forall \bfitZ 0 \in \bfitY ad.

(3.4)

Taking \bfitZ 0 =\bfitU  \star 
0 in (3.4) and \bfitZ 0 = \=\bfitU 0 in (3.2), we obtain\int T

0

\int 
\Omega 

(\bfitU ( \=\bfitU 0) - \widehat \bfitU  - \bfitepsilon 2)(\bfitU (\bfitU  \star 
0) - \bfitU ( \=\bfitU 0))dxdydt+ (\gamma + \epsilon 1)

\int 
\Omega 

\=\bfitU 0(\bfitU 
 \star 
0  - \=\bfitU 0)dxdy\geq 0,\int T

0

\int 
\Omega 

(\bfitU (\bfitU  \star 
0) - \widehat \bfitU )(\bfitU ( \=\bfitU 0) - \bfitU (\bfitU  \star 

0))dxdydt+ \gamma 

\int 
\Omega 

\bfitU  \star 
0(

\=\bfitU 0  - \bfitU  \star 
0)dxdy\geq 0.

Adding the two inequalities together, we have\int T

0

\int 
\Omega 

(\bfitU (\bfitU  \star 
0) - \bfitU ( \=\bfitU 0))

2dxdydt+ (\gamma + \epsilon 1)

\int 
\Omega 

(\bfitU  \star 
0  - \=\bfitU 0)

2dxdy

\leq 
\int T

0

\int 
\Omega 

\bfitepsilon 2(\bfitU ( \=\bfitU 0) - \bfitU (\bfitU  \star 
0))dxdydt+ \epsilon 1

\int 
\Omega 

\bfitU  \star 
0(\bfitU 

 \star 
0  - \=\bfitU 0)dxdy.

(3.5)

Applying the Cauchy--Schwarz and Young's inequalities for the right-hand-side terms
in (3.5), we have\int T

0

\int 
\Omega 

\epsilon 2(\bfitU ( \=\bfitU 0) - \bfitU (\bfitU  \star 
0))dxdydt\leq 

1

2

\int T

0

\int 
\Omega 

(\bfitU (\bfitU  \star 
0) - \bfitU ( \=\bfitU 0))

2dxdydt(3.6)

+
1

2
\| \bfitepsilon 2\| 2L2(0,T ;\bfitL 2(\Omega )),

\epsilon 1

\int 
\Omega 

\bfitU 0(\bfitU 
 \star 
0  - \=\bfitU 0)dxdy\leq 

| \epsilon 1| 
2

\| \bfitU  \star 
0\| 20 +

| \epsilon 1| 
2

\int 
\Omega 

(\bfitU  \star 
0  - \=\bfitU 0)

2dxdy.(3.7)

Combining (3.5)--(3.7) and setting | \epsilon 1| \leq \gamma 
3 , we obtain the inequality

1

2

\int T

0

\int 
\Omega 

(\bfitU (\bfitU  \star 
0) - \bfitU ( \=\bfitU 0))

2dxdydt(3.8)

+
\gamma 

2

\int 
\Omega 

(\bfitU  \star 
0  - \=\bfitU 0)

2dxdy\leq 1

2
\| \bfitepsilon 2\| 2L2(0,T ;\bfitL 2(\Omega )) +

| \epsilon 1| 
2

\| \bfitU  \star 
0\| 20,

which implies that the solution of problem (3.1) continuously depends on the obser-
vational data \widehat \bfitU and the regularization parameter \gamma .

Remark 3.3. Continuing on (3.5), another treatment of the term
\int T
0

\int 
\Omega 
\bfitepsilon 2(\bfitU ( \=\bfitU 0) - 

\bfitU (\bfitU  \star 
0))dxdydt in (3.5) will produce a different stability estimation:

\gamma 

2

\int 
\Omega 

(\bfitU  \star 
0  - \=\bfitU 0)

2dxdy\leq 1

4
\| \bfitepsilon 2\| 2L2(0,T ;\bfitL 2(\Omega )) +

| \epsilon 1| 
2

\| \bfitU  \star 
0\| 20.(3.9)

Inequality (3.9) provides perspective on how parameter \gamma affects the stability of solu-
tion, i.e., small \gamma will cause ill-conditioning of the data assimilation system.
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VDA AND ITERATIVE ALGORITHMS FOR STOKES--DARCY S149

To find out the unique optimal solution that minimizes the objective functional
in (3.1), we apply the Lagrange multiplier rule which is apparently available due to
the property of the operator \scrF (surjective of \scrF \prime ) shown in section 2. The Lagrange
functional is formed as

\scrL (\bfitlambda ,\bfitU , p,\bfitU 0) =
1

2

\int T

0

\| \widehat \bfitU  - \bfitU \| 20dt+
\gamma 

2
\| \bfitU 0\| 20 + \langle \bfitlambda ,\scrF (\bfitU , p,\bfitU 0)

T \rangle ,(3.10)

where \bfitlambda \in \bfitL 2(0, T ;\bfitX \prime \prime )\cap \bfitH 1(0, T ;\bfitX \prime )\times L2(0, T ;Q\prime \prime )\times \bfitL 2(\Omega )\prime is a Lagrange multiplier.
Since Hilbert space is reflexive, \bfitX \times Q and \bfitX \prime \prime \times Q\prime \prime are therefore isometric. The
element in dual space of a Hilbert space can be identified by the element in the Hilbert
space itself. Hence, using the definition of operator \scrF , (3.10) then can be rewritten
as

\scrL (\bfitU \ast , p\ast ,\bfitU \ast (\cdot ,0),\bfitU , p,\bfitU 0) =
1

2

\int T

0

\| \widehat \bfitU  - \bfitU \| 20dt

+
\gamma 

2
\| \bfitU 0\| 20 +

\int T

0

\biggl\langle 
\partial \bfitU 

\partial t
+A\bfitU +B\ast p - \bfitF ,\bfitU \ast 

\biggr\rangle 
dt

+

\int T

0

\langle B\bfitU , p\ast \rangle dt+ (\bfitU (\cdot ,0) - \bfitU 0,\bfitU 
\ast (\cdot ,0))

=
1

2

\int T

0

\| \widehat \bfitU  - \bfitU \| 20dt+
\gamma 

2
\| \bfitU 0\| 20 +

\int T

0

\biggl\langle 
\partial \bfitU 

\partial t
,\bfitU \ast 

\biggr\rangle 
dt

+

\int T

0

a (\bfitU ,\bfitU \ast )dt +

\int T

0

b (\bfitU \ast , p)dt

+

\int T

0

b (\bfitU , p\ast )dt+ (\bfitU (\cdot ,0) - \bfitU 0,\bfitU 
\ast (\cdot ,0))

 - 
\int T

0

\langle \bfitF ,\bfitU \ast \rangle dt.

(3.11)

Variations in the Lagrange multipliers \bfitU \ast , p\ast , and \bfitU \ast (\cdot ,0) recover the constraint
equation (2.12). Variations with respect to \bfitU , p, and \bfitU 0 yield\int T

0

( \widehat \bfitU  - \bfitU , - \bfitV )dt+

\int T

0

\biggl\langle 
\partial \bfitV 

\partial t
,\bfitU \ast 

\biggr\rangle 
dt+

\int T

0

a (\bfitV ,\bfitU \ast )dt+

\int T

0

b (\bfitV , p\ast )dt

+ (\bfitV (\cdot ,0),\bfitU \ast (\cdot ,0)) = 0 \forall \bfitV \in \bfitL 2(0, T ;\bfitX )\times \bfitH 1(0, T ;\bfitX \prime ),\int T

0

b (\bfitU \ast , q)dt= 0 \forall q \in L2(0, T ;Q),

\gamma (\bfitU 0,\bfitZ 0) - (\bfitZ 0,\bfitU 
\ast (\cdot ,0)) = 0 \forall \bfitZ 0 \in \bfitL 2(\Omega ).

(3.12)

Taking integration by parts with respect to time for
\int T
0
\langle \partial \bfitV \partial t ,\bfitU 

\ast \rangle dt in the first equation
of (3.12), we obtain\int T

0

( \widehat \bfitU  - \bfitU , - \bfitV )dt+ (\bfitV ,\bfitU \ast )| T0  - 
\int T

0

\biggl\langle 
\partial \bfitU \ast 

\partial t
,\bfitV 

\biggr\rangle 
dt+

\int T

0

a (\bfitV ,\bfitU \ast )dt

+

\int T

0

b (\bfitV , p\ast )dt+ (\bfitV (\cdot ,0),\bfitU \ast (\cdot ,0)) = 0.

(3.13)
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S150 XUEJIAN LI, WEI GONG, XIAOMING HE, AND TAO LIN

Choosing \bfitU \ast (\cdot , T ) = 0 and simplifying (3.13), we have

\bfitU \ast (\cdot , T ) = 0,

\int T

0

( \widehat \bfitU  - \bfitU , - \bfitV )dt - 
\int T

0

\biggl\langle 
\partial \bfitU \ast 

\partial t
,\bfitV 

\biggr\rangle 
dt

+

\int T

0

a\ast (\bfitU \ast ,\bfitV )dt+

\int T

0

b (\bfitV , p\ast )dt= 0,

(3.14)

where a\ast (\bfitU \ast ,\bfitV ) is given as

a\ast (\bfitU \ast ,\bfitV ) = 2\nu (\BbbD (\bfitu \ast ) ,\BbbD (\bfitv ))\Omega f
+ (K\nabla \phi \ast ,\nabla \psi )\Omega p + \langle g\bfitu \ast \cdot \bfitn \bfitf ,\psi \rangle 

 - \langle \phi \ast ,\bfitv \cdot \bfitn f \rangle + \alpha \langle P\tau \bfitu \ast , P\tau \bfitv \rangle + \alpha \langle P\tau \bfitu \ast , P\tau (\BbbK \nabla \psi )\rangle .
(3.15)

Note that (3.15) is essentially a consequence of swapping terms related to \bfitV and \bfitU \ast 

of a(\bfitV ,\bfitU \ast ); this is because \langle A\bfitV ,\bfitU \ast \rangle = a(\bfitV ,\bfitU \ast ) = a\ast (\bfitU \ast ,\bfitV ) = \langle A\ast \bfitU \ast ,\bfitV \rangle .
Summarizing all operations from (3.10)--(3.15) and using the definition of dualities

and bilinear forms in (2.4)--(2.8), the optimal solution \bfitU 0 is attained by solving the
following coupled equation systems in a weak form:

the forward state equation

(3.16)

\left\{                       

\biggl\langle 
\partial \phi 

\partial t
,\psi 

\biggr\rangle 
+ ap (\phi ,\psi ) - \langle \bfitu \cdot \bfitn \bfitf ,\psi \rangle = \langle fp,\psi \rangle \forall \psi \in Xp,\biggl\langle 

\partial \bfitu 

\partial t
,\bfitv 

\biggr\rangle 
+ af (\bfitu ,\bfitv ) + bf (\bfitv , p) + \langle g\phi ,\bfitv \cdot \bfitn f \rangle + \alpha \langle P\tau (\bfitu +\BbbK \nabla \phi ) , P\tau \bfitv \rangle 

= \langle \bfitf f ,\bfitv \rangle \forall \bfitv \in \bfitX f ,

bf (\bfitu , q) = 0 \forall q \in Q,
\phi (\cdot ,0) = \phi 0 \bfitphi 0 \in L2(\Omega p), \bfitu (\cdot ,0) =\bfitu 0 \bfitu 0 \in \bfitL 2(\Omega f ),

the backward adjoint equation

(3.17)

\left\{                           

 - 
\biggl\langle 
\partial \phi \ast 

\partial t
,\psi 

\biggr\rangle 
+ ap (\phi 

\ast ,\psi ) + \langle g\bfitu \ast \cdot \bfitn \bfitf ,\psi \rangle + \alpha \langle P\tau \bfitu \ast , P\tau (\BbbK \nabla \psi )\rangle 

= (\^\phi  - \phi ,\psi ) \forall \psi \in Xp,

 - 
\biggl\langle 
\partial \bfitu \ast 

\partial t
,\bfitv 

\biggr\rangle 
+ af (\bfitu 

\ast ,\bfitv ) + bf (\bfitv , p
\ast ) - \langle \phi \ast ,\bfitv \cdot \bfitn f \rangle + \alpha \langle P\tau \bfitu \ast , P\tau \bfitv \rangle 

= (\^\bfitu  - \bfitu ,\bfitv ) \forall \bfitv \in \bfitX f ,

bf (\bfitu 
\ast , q) = 0 \forall q \in Q,

\phi \ast (\cdot , T ) = 0, \bfitu \ast (\cdot , T ) = 0,

and

\phi 0 =
1

\gamma 
\phi \ast (\cdot ,0), \bfitu 0 =

1

\gamma 
\bfitu \ast (\cdot ,0).(3.18)

The coupled system (3.16)--(3.18) is the first order necessary optimality system.
The minimization problem (3.1) is strictly convex, thus the first order necessary con-
dition is also sufficient.

4. Numerical approximation. In this section, we propose a fully discrete ap-
proximation of the data assimilation problem (3.1), which is based on a finite element
discretization in space and the backward Euler scheme in time.
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VDA AND ITERATIVE ALGORITHMS FOR STOKES--DARCY S151

For spatial discretization, we consider \bfitX h =Xh
p \times \bfitX h

f and Qh being pairwise well-
defined finite element subspaces of \bfitX =Xp\times \bfitX f and Q, respectively. These families
of spaces are parameterized by the mesh size h that tends to 0, and we assume these
finite element spaces satisfy the inf-sup condition, i.e., there exists a positive constant
\beta such that

inf
0 \not =q\in Qh

sup
0 \not =\bfitV \in \bfitX \bfh 

b (\bfitV , q)

\| q\| Q \| \bfitV \| \bfitX 
\geq \beta .(4.1)

For the time discretization we uniformly construct a time grid 0 = t0 < t1 < \cdot \cdot \cdot <
tn < \cdot \cdot \cdot < tN = T with time step \tau = T

N . Letting In = (tn - 1, tn] denote the nth
subinterval, we use the finite-dimensional space

\bfitX \tau ,h = \{ \bfitV : [0, T ]\rightarrow \bfitX h :\bfitV | In \in \bfitX h is constant in time\} .

Let \bfitV n
h be the value of \bfitV h \in \bfitX \tau ,h at tn and \bfitX n

\tau ,h be the restriction to In of the
functions in \bfitX \tau ,h.

Given specific h, \tau , \gamma > 0 and an admissible set \bfitY h
ad =\bfitX h \cap \bfitY ad for the possible

initial values, the fully discrete approximation of problem (3.1) is stated as

min
\bfitU 0,h\in \bfitY h

ad

Jh(\bfitU 0,h) =
1

2
\tau 

N\sum 
n=1

\| \widehat \bfitU n
 - \bfitU n

h\| 20 +
\gamma 

2
\| \bfitU 0,h\| 20(4.2)

subject to

(4.3)

\left\{         
\bfitU n+1
h  - \bfitU n

h

\tau 
+A\bfitU n+1

h +B\ast pn+1
h =\bfitF n+1 in (\bfitX h)\prime ,

B\bfitU n+1
h = 0 in (Qh)\prime ,

\bfitU 0
h =\bfitU 0,h in \bfitX h.

Similar to the proof for the well-posedness of the continuous data assimilation
problem (3.1), one can prove the well-posedness of the fully discrete data assimilation
problem (4.2)--(4.3).

Theorem 4.1. Given \tau = T
N and mesh size h, for every fixed regularization

parameter \gamma , there exists a unique optimal solution \bfitU  \star 
0,h \in \bfitY h

ad such that the cost
functional (4.2) is minimized. The optimal solution continuously depends on the ob-
servation data \widehat \bfitU and the parameter \gamma .

Furthermore, one can also observe that small \gamma will reduce the stability of the
discrete data assimilation problem.

We expect that the optimal discrete solution of (4.2)--(4.3) converges to the solu-
tion of (3.1). That is, given a fixed \gamma , \bfitU  \star 

0,h \rightarrow \bfitU  \star 
0 should be attained when the time

step \tau and finite element mesh size h tend to 0.

Theorem 4.2. For a fixed regularization parameter \gamma , let \{ \bfitU  \star 
0,h\} h,\tau >0 be the

corresponding sequence of minimizers of the discrete data assimilation problems (4.2)--
(4.3). Then \{ \bfitU  \star 

0,h\} h,\tau >0 converges to the continuous optimal solution \bfitU  \star 
0 as h\rightarrow 0

and \tau \rightarrow 0.

Proof. The proof is a general extension from results in [59, 87]. It is not difficult to
see Jh(\bfitU 

 \star 
0,h)\leq C for some constant C independent of \tau and h. Then the coercevity

of Jh(\bfitU 
 \star 
0,h) implies the boundedness of \{ \bfitU  \star 

0,h\} in \bfitL 2(\Omega ). Hence we can extract a

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.

D
ow

nl
oa

de
d 

04
/2

8/
24

 to
 1

98
.2

1.
16

3.
15

3 
. R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
s:

//e
pu

bs
.s

ia
m

.o
rg

/te
rm

s-
pr

iv
ac

y



S152 XUEJIAN LI, WEI GONG, XIAOMING HE, AND TAO LIN

subsequence \{ \bfitU  \star 
0,h\prime \} from \{ \bfitU  \star 

0,h\} such that \{ \bfitU  \star 
0,h\prime \} converges weakly to \bfitmu  \star in \bfitL 2(\Omega ).

Recalling the Lemma 4.4 in [87], we have

lim
h\prime ,\tau \rightarrow 0

1

2
\tau 

N\sum 
n=1

\| \widehat \bfitU n
 - \bfitU n

h\prime (\bfitU  \star 
0,h\prime )\| 20 \rightarrow 

1

2

\int T

0

\| \widehat \bfitU  - \bfitU (\bfitmu  \star )\| 20dt.

Thus, for any \bfitV \in \bfitY ad, by the weakly lower semicontinuity

J(\bfitmu  \star )\leq lim inf
h\prime ,\tau \rightarrow 0

1

2
\tau 

N\sum 
n=1

\| \widehat \bfitU n
 - \bfitU n

h\prime (\bfitU  \star 
0,h\prime )\| 20 +

\gamma 

2
lim inf
h\prime ,\tau \rightarrow 0

\| \bfitU  \star 
0,h\prime \| 20

\leq lim inf
h\prime ,\tau \rightarrow 0

Jh\prime (\bfitU  \star 
0,h\prime )\leq lim inf

h\prime ,\tau \rightarrow 0
Jh\prime (\bfitpi h\prime (\bfitV ))

=
1

2

\int T

0

\| \widehat \bfitU  - \bfitU (\bfitV )\| 20dt+
\gamma 

2
\| \bfitV \| 20 = J(\bfitV ),

(4.4)

where \bfitpi h is the \bfitL 2 projection operator from \bfitY ad to \bfitX h. Then (4.4) and the unique-
ness result in Theorem 3.1 imply \bfitmu  \star is the optimal solution of the problem (3.1) and
thus the theorem is proved.

In order to derive the discrete optimality system and solve for the optimal solution,
we formulate the discrete Lagrange functional:

\scrL ( \=\bfitU h, \=ph,\bfitU 0,h, \=\bfitU 
\ast 
h, \=p

\ast 
h,\bfitU 

\ast 0
h )

=
1

2
\tau 

N\sum 
n=1

\| \widehat \bfitU n
 - \bfitU n

h\| 20 +
\gamma 

2
\| \bfitU 0,h\| 20 + \tau 

N - 1\sum 
n=0

\langle B\bfitU n+1
h , p\ast nh \rangle 

+ \tau 

N - 1\sum 
n=0

\biggl\langle 
\bfitU n+1
h  - \bfitU n

h

\tau 
+A\bfitU n+1

h +B\ast pn+1
h  - \bfitF n+1,\bfitU 

\ast n
h

\biggr\rangle 
+ (\bfitU 0

h  - \bfitU 0,h,\bfitU 
\ast 0
h ),

(4.5)

where \=\bfitU h = (\bfitU 0
h,\bfitU 

1
h,\bfitU 

2
h, . . . ,\bfitU 

N
h ), \=\bfitU 

\ast 
h = (\bfitU \ast 1

h ,\bfitU 
\ast 2
h , . . . ,\bfitU 

\ast N - 1
h ), \=ph = (p1h, p

2
h,

p3h, . . . , p
N
h ), and \=p\ast h = (p\ast 0h , p

\ast 1
h , p

\ast 2
h , p

\ast 3
h , . . . , p

\ast N - 1
h ). By a few manipulations on \bfitU n

h,
\bfitU \ast n
h and using the adjoint notation a(\bfitU ,\bfitV ) = \langle A\bfitU ,\bfitV \rangle = \langle \bfitU ,A\ast \bfitV \rangle = a\ast (\bfitV ,\bfitU ), we

reorganize (4.5) as

\scrL ( \=\bfitU h, \=ph,\bfitU 0,h, \=\bfitU 
\ast 
h, \=p

\ast 
h,\bfitU 

\ast 0
h )

=
1

2
\tau 

N\sum 
n=1

\| \^\bfitU 
n
 - \bfitU n

h\| 20 +
\gamma 

2
\| \bfitU 0,h\| 20 + \tau 

N - 1\sum 
n=0

\langle B\bfitU n+1
h , p\ast nh \rangle + \tau 

N - 1\sum 
n=0

\langle B\ast pn+1
h ,\bfitU \ast n

h \rangle 

+ \tau 

N - 1\sum 
n=0

\langle A\bfitU n+1
h ,\bfitU \ast n

h \rangle  - \tau 

N - 1\sum 
n=0

\langle \bfitF n+1,\bfitU 
\ast n
h \rangle + \tau 

N - 1\sum 
n=0

\biggl\langle 
\bfitU n+1
h  - \bfitU n

h

\tau 
,\bfitU \ast n

h

\biggr\rangle 
+ (\bfitU N

h ,\bfitU 
\ast N
h ) - (\bfitU N

h ,\bfitU 
\ast N
h ) + (\bfitU 0

h  - \bfitU 0,h,\bfitU 
\ast 0
h )

=
1

2
\tau 

N\sum 
n=1

\| \^\bfitU 
n
 - \bfitU n

h\| 20 +
\gamma 

2
\| \bfitU 0,h\| 20 + \tau 

N\sum 
n=1

\langle B\bfitU n
h, p

\ast n - 1
h \rangle + \tau 

N\sum 
n=1

\langle B\ast pnh,\bfitU 
\ast n - 1
h \rangle 

+ \tau 

N\sum 
n=1

\langle A\ast \bfitU \ast n - 1
h ,\bfitU n

h\rangle  - \tau 

N\sum 
n=1

\langle \bfitF n,\bfitU 
\ast n - 1
h \rangle + \tau 

N\sum 
n=1

\biggl\langle 
\bfitU \ast n - 1
h  - \bfitU \ast n

h

\tau 
,\bfitU n

h

\biggr\rangle 
+ (\bfitU N

h ,\bfitU 
\ast N
h ) - (\bfitU 0,h,\bfitU 

\ast 0
h ).

(4.6)
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Variations in the Lagrange multipliers \=\bfitU 
\ast 
h, \=p

\ast 
h, and\bfitU \ast 0

h recover the constraint equation
(4.3). Variations with respect to \bfitU 0,h, \bfitU 

n
h, and p

n
h yield

(4.7)
\partial \scrL ( \=\bfitU h, \=ph,\bfitU 0,h, \=\bfitU 

\ast 
h, \=p

\ast 
h,\bfitU 

\ast 0
h )

\partial \bfitU 0,h
\bfitZ h

0 = (\gamma \bfitU 0,h,\bfitZ 
h
0 ) - (\bfitU \ast 0

h ,\bfitZ 
h
0 ) = 0 \forall \bfitZ h

0 \in \bfitY h
ad,

\partial \scrL ( \=\bfitU h, \=ph,\bfitU 0,h, \=\bfitU 
\ast 
h, \=p

\ast 
h,\bfitU 

\ast 0
h )

\partial \bfitU n
h

\bfitV h = \tau 

\biggl\langle 
\bfitU \ast n - 1
h  - \bfitU \ast n

h

\tau 
,\bfitV h

\biggr\rangle 
+ \tau \langle A\ast \bfitU \ast n - 1

h ,\bfitV h\rangle 

+ \tau \langle B\bfitV h, p
\ast n - 1
h \rangle  - \tau ( \widehat \bfitU n

 - \bfitU n
h,\bfitV h)

= 0 \forall \bfitV h \in \bfitX h, n= 1, . . . ,N  - 1,

(4.8)

\partial \scrL ( \=\bfitU h, \=ph,\bfitU 0,h, \=\bfitU 
\ast 
h, \=p

\ast 
h,\bfitU 

\ast 0
h )

\partial \bfitU N
h

\bfitV h = \tau 

\Biggl\langle 
\bfitU \ast N - 1
h

\tau 
,\bfitV h

\Biggr\rangle 
+ \tau \langle A\ast \bfitU \ast N - 1

h ,\bfitV h\rangle 

+ \tau \langle B\bfitV h, p
\ast N - 1
h \rangle  - \tau ( \^\bfitU 

N
 - \bfitU N

h ,\bfitV h)

= 0 \forall \bfitV h \in \bfitX h,

(4.9)

(4.10)
\partial \scrL ( \=\bfitU h, \=ph,\bfitU 0,h, \=\bfitU 

\ast 
h, \=p

\ast 
h,\bfitU 

\ast 0
h )

\partial pnh
qh = \langle B\ast qh,\bfitU 

\ast n - 1
h \rangle = 0 \forall qh \in Qh, n= 1, . . . ,N.

Using (4.7)--(4.10) and the fact \langle B\bfitV h, p
\ast n - 1
h \rangle = \langle B\ast p\ast n - 1

h ,\bfitV h\rangle , we obtain the discrete
optimality system, n= 0, . . . ,N  - 1,

(4.11)

\left\{               

\bfitU n+1
h  - \bfitU n

h

\tau 
+A\bfitU n+1

h +B\ast pn+1
h =\bfitF n+1, B\bfitU n+1

h = 0, \bfitU 0
h =\bfitU 0,h,

 - \bfitU \ast n+1
h  - \bfitU \ast n

h

\tau 
+A\ast \bfitU \ast n

h +B\ast p\ast nh = \^\bfitU 
n+1

 - \bfitU n+1
h , B\bfitU \ast n

h = 0, \bfitU \ast N
h = 0,

\bfitU 0,h =
1

\gamma 
\bfitU \ast 0
h .

In addition to the general convergence result in Theorem 4.2, one may be more
interested in how the convergence behaves in practical simulations since it will help
us properly set up discretization parameters for different scenarios. In the rest of this
section, we focus on proving that under enough smoothness assumptions on \bfitU 0,\bfitU ,
and \bfitU \ast , the optimal finite element convergence rate is preserved for each of them.

Recall that the discrete optimality system (4.11) coincides with the direct full
discretization of (3.16)--(3.18) in the sense of the operator form. (4.11) thereby shares
lots of similarities with the discretization of classical PDEs except for a few special
terms. Therefore, instead of directly investigating the error equation between (4.11)
and (3.16)--(3.18), we can utilize the FEM results from classical PDEs to study the
convergence behavior in the data assimilation problem.

Before doing so, we need to rescale (3.16)--(3.18) such that the rescaled formula-
tions possess crucial features for our analysis. The rescaling is achieved by multiplying
the second equation in (3.16) and the first equation in (3.18) with \eta , respectively, the
corresponding rescaled bilinear forms are as follows:

a\eta (\bfitU ,\bfitV ) =\eta af (\bfitu ,\bfitv ) + ap (\phi ,\psi ) + \eta \langle g\phi ,\bfitv \cdot \bfitn \bfitf \rangle  - \langle \bfitu \cdot \bfitn \bfitf ,\psi \rangle 
+ \eta \alpha \langle P\tau (\bfitu +\BbbK \nabla \phi ) , P\tau \bfitv \rangle ,

a\ast \eta (\bfitU 
\ast ,\bfitV ) =af (\bfitu 

\ast ,\bfitv ) + \eta ap (\phi 
\ast ,\psi ) + \eta \langle g\bfitu \ast \cdot \bfitn \bfitf ,\psi \rangle  - \langle \phi \ast ,\bfitv \cdot \bfitn f \rangle 

+ \alpha \langle P\tau \bfitu \ast , P\tau \bfitv \rangle + \eta \alpha \langle P\tau \bfitu \ast , P\tau (\BbbK \nabla \psi )\rangle .
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As stated in the following lemma, both a\eta (\bfitU ,\bfitV ) and a\ast \eta (\bfitU 
\ast ,\bfitV ) are coercive in

the sense of a G\r arding type inequality, and this property will be frequently used in
the convergence analysis.

Lemma 4.3. For appropriately chosen positive rescaling parameter \eta , there exist
constants C1,\eta , C2,\eta , C3,\eta , and C4,\eta such that a\eta (\bfitU ,\bfitV ) and a\ast \eta (\bfitU 

\ast ,\bfitV ) are coercive
in sense of the G\r arding type inequality:

a\eta (\bfitU ,\bfitU ) +C1,\eta \| \bfitU \| 20 \geq C2,\eta \| \bfitU \| 2\bfitX ,(4.12)

a\ast \eta (\bfitU 
\ast ,\bfitU \ast ) +C3,\eta \| \bfitU \ast \| 20 \geq C4,\eta \| \bfitU \ast \| 2\bfitX .(4.13)

Proof. We first prove the coercivity of the adjoint bilinear form a\ast \eta (\bfitU 
\ast ,\bfitU \ast ). Ac-

cording to the Korn, Cauchy--Schwarz, Poincar\'e, Young, and trace inequalities, we
deduce (cf. [20, Lemma 3.2])

a\ast \eta (\bfitU 
\ast ,\bfitU \ast ) +C3,\eta \| \bfitU \ast \| 20

=C3,\eta \| \bfitU \ast \| 20 + 2\nu (\BbbD (\bfitu \ast ) ,\BbbD (\bfitu \ast ))\Omega f
+ \eta (\BbbK \nabla \phi \ast ,\nabla \phi \ast )\Omega p + \eta \langle g\bfitu \ast \cdot \bfitn f , \phi \ast \rangle 

 - \langle \phi \ast ,\bfitu \ast \cdot \bfitn f \rangle + \alpha \langle P\tau \bfitu \ast , P\tau \bfitu 
\ast \rangle + \eta \alpha \langle P\tau \bfitu \ast , P\tau (\BbbK \nabla \phi \ast )\rangle 

\geq C3,\eta \| \bfitU \ast \| 20 + 2\nu \| \BbbD (\bfitu \ast )\| 20 + \eta \lambda min(\BbbK )\| \nabla \phi \ast \| 20  - \eta gC1\| \nabla \bfitu \ast \| 
1
2
0 \| \bfitu \ast \| 

1
2
0 \| \nabla \phi \ast \| 

1
2
0 \| \phi \ast \| 

1
2
0

+ \alpha \| P\tau \bfitu \ast \| 2\bfitL 2(\Gamma )  - C1\| \nabla \bfitu \ast \| 
1
2
0 \| \bfitu \ast \| 

1
2
0 \| \nabla \phi \ast \| 

1
2
0 \| \phi \ast \| 

1
2
0  - \eta \alpha \lambda max(\BbbK )\| \nabla \bfitu \ast \| 0\| \nabla \phi \ast \| 0

\geq C3,\eta \| \bfitU \ast \| 20 + 2C0\nu \| \nabla \bfitu \ast \| 20 + \eta \lambda min(\BbbK )\| \nabla \phi \ast \| 20  - 
\eta \lambda min(\BbbK )

4
\| \nabla \phi \ast \| 20

 - (C1(\eta g+ 1))
4

4\eta \lambda min(\BbbK )
\| \phi \ast \| 20  - C0\nu \| \nabla \bfitu \ast \| 20  - 

1

16C0\nu 
\| \bfitu \ast \| 20

 - \eta \alpha 2\lambda 2max(\BbbK )

\lambda min(\BbbK )
\| \nabla \bfitu \ast \| 20  - 

\eta \lambda min(\BbbK )

4
\| \nabla \phi \ast \| 20

= (C3,\eta  - 
1

16C0\nu 
)\| \bfitu \ast \| 20 + (C3,\eta  - 

(C1(\eta g+ 1))
4

4\eta \lambda min(\BbbK )
)\| \phi \ast \| 20

+ (C0\nu  - 
\eta \alpha 2\lambda 2max(\BbbK )

\lambda min(\BbbK )
)\| \nabla \bfitu \ast \| 20 +

\eta \lambda min(\BbbK )

2
\| \nabla \phi \ast \| 20,

where Ci are generic constants depending on \Omega , or \Gamma , or both \Omega and \Gamma , \lambda min(\BbbK ),
\lambda max(\BbbK ) are the smallest and largest eigenvalues of matrix \BbbK , and \langle P\tau \bfitu , P\tau (\BbbK \nabla \phi )\rangle is
understood as the duality betweenH

1/2
00 (\Gamma ) and (H

1/2
00 (\Gamma ))\prime . In addition, the bounded-

ness of  - (\eta g+1)C1\| \nabla \bfitu \ast \| 
1
2
0 \| \bfitu \ast \| 

1
2
0 \| \nabla \phi \ast \| 

1
2
0 \| \phi \ast \| 

1
2
0 in the above is considered as follows:

 - (\eta g+ 1)C1\| \nabla \bfitu \ast \| 
1
2
0 \| \bfitu \ast \| 

1
2
0 \| \nabla \phi \ast \| 

1
2
0 \| \phi \ast \| 

1
2
0

\geq  - \| \nabla \bfitu \ast \| 0\| \bfitu \ast \| 0
2

 - ((\eta g+ 1)C1)
2 \| \nabla \phi \ast \| 0\| \phi \ast \| 0
2

\geq  - C0\nu \| \nabla \bfitu \ast \| 20  - 
1

16C0\nu 
\| \bfitu \ast \| 20  - 

\eta \lambda min(\BbbK )

4
\| \nabla \phi \ast \| 20  - 

(C1(\eta g+ 1))
4

4\eta \lambda min(\BbbK )
\| \phi \ast \| 20.

Once one chooses \eta and C3,\eta satisfying

\eta <
C0\nu \lambda min(\BbbK )

\alpha 2\lambda 2max(\BbbK )
and C3,\eta \geq max\{ 1

16C0\nu 
,
(C1(\eta g+ 1))

4

4\eta \lambda min(\BbbK )
\} ,
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then there exists a positive constant C4,\eta such that

a\ast \eta (\bfitU 
\ast ,\bfitU \ast ) +C3,\eta \| \bfitU \ast \| 20 \geq C4,\eta \| \bfitU \ast \| 2\bfitX .

Furthermore, one can proceed with an argument similar to the above and identify \eta 

and C1,\eta satisfying \eta < C0\nu \lambda \mathrm{m}\mathrm{i}\mathrm{n}(\BbbK )
\alpha 2\lambda 2

\mathrm{m}\mathrm{a}\mathrm{x}(\BbbK ) and C1,\eta \geq max\{ (C1(\eta g+1))4

8\eta C0\nu 
, 1
8\lambda \mathrm{m}\mathrm{i}\mathrm{n}(\BbbK )\} ; then there

exists a constant C2,\eta such that

a\eta (\bfitU ,\bfitU ) +C1,\eta \| \bfitU \| 20 \geq C2,\eta \| \bfitU \| 2\bfitX .

The proof is finally completed by choosing 0< \eta <min\{ C0\nu \lambda \mathrm{m}\mathrm{i}\mathrm{n}(\BbbK )
\alpha 2\lambda 2

\mathrm{m}\mathrm{a}\mathrm{x}(\BbbK ) ,
C0\nu \lambda \mathrm{m}\mathrm{i}\mathrm{n}(\BbbK )
\alpha 2\lambda 2

\mathrm{m}\mathrm{a}\mathrm{x}(\BbbK ) \} .

Remark 4.4. In this paper, we consider \alpha , \BbbK , \nu , and g as given constant param-
eters. Then Ci,\eta above, i = 1,2,3,4, are constants depending on \Omega and \Gamma . We may
later emerge Ci,\eta to a generic coefficient C\Omega ,\Gamma .

The following lemma is for the continuity of a\eta (\bfitU ,\bfitV ) and a\ast \eta (\bfitU 
\ast ,\bfitV ), which

follow naturally from a group of standard inequalities, such as the trace, Korn's, the
Cauchy--Schwarz, and the Poincar\'e inequalities.

Lemma 4.5. a\eta (\bfitU ,\bfitV ) and a\ast \eta (\bfitU 
\ast ,\bfitV ) are continuous, i.e., there exist constants

C depending on \Omega , \Gamma , \eta , g, \alpha , \BbbK such that

a\eta (\bfitU ,\bfitV )\leq C\| \bfitU \| \bfitX \| \bfitV \| \bfitX ,(4.14)

a\ast \eta (\bfitU 
\ast ,\bfitV )\leq C\| \bfitU \ast \| \bfitX \| \bfitV \| \bfitX .(4.15)

Proof. We provide only a brief proof for the adjoint bilinear form a\ast \eta (\bfitU 
\ast ,\bfitV ),

since the proof of the other one is similar. We have

a\ast \eta (\bfitU 
\ast ,\bfitV )\leq 2C3\nu \| \bfitu \ast \| \bfitX f

\| \bfitv \| \bfitX f
+C7\eta \lambda max(\BbbK )\| \phi \ast \| Xp\| \psi \| Xp

+C4(1 + \eta g)\| \bfitu \ast \| Xf
\| \psi \| Xp

+C5\alpha \| \bfitu \ast \| \bfitX f
\| \bfitv \| \bfitX f

+C6\eta \alpha \lambda max(\BbbK )\| \bfitu \ast \| \bfitX f
\| \psi \| Xp

\leq C3,5(\| \bfitu \ast \| 2\bfitX f
+ \| \phi \ast \| 2Xp

)
1
2 (\| \bfitv \| 2\bfitX f

+ \| \psi \| 2Xp
)

1
2

+C4,6(\| \bfitu \ast \| 2\bfitX f
+ \| \phi \ast \| 2Xp

)
1
2 (\| \bfitv \| 2\bfitX f

+ \| \psi \| 2Xp
)

1
2

+C7\eta \lambda max(\BbbK )(\| \bfitu \ast \| 2\bfitX f
+ \| \phi \ast \| 2Xp

)
1
2 (\| \bfitv \| 2\bfitX f

+ \| \psi \| 2Xp
)

1
2

=C\| \bfitU \ast \| \bfitX \| \bfitV \| \bfitX ,

where Ci and Ci,j are generic constants depending on \Omega , \Gamma , and

C3,5 =max\{ 2C3\nu ,C5\alpha \} , C4,6 =max\{ C4(1 + \eta g),C6\eta \alpha \lambda max(\BbbK )\} ,
C =max\{ C3,5,C4,6,C7\eta \lambda max(\BbbK )\} .

Remark 4.6. A consequence of Lemmas 4.3 and 4.5 is the optimal FEM conver-
gence of the backward adjoint equation if equipped with a regular, nonvariable force
term. This can be shown by an extension of the proof in [19, Theorem 4.4].

In the following, we will use the rescaled norms which are naturally defined as

\| \bfitV \| 0,\eta = (\eta \| \bfitv \| 20 + \| \phi \| 20)
1
2 ,\| \bfitV \| L2(0,T ;\bfitL 2

\eta (\Omega )) =

\Biggl( \int T

0

\| \bfitV \| 20,\eta dt

\Biggr) 1
2

,

\| \bfitV \| 0,\eta \ast = (\| \bfitv \| 20 + \eta \| \phi \| 20)
1
2 , \| \bfitV \| L2(0,T ;\bfitL 2

\eta \ast (\Omega )) =

\Biggl( \int T

0

\| \bfitV \| 20,\eta \ast dt

\Biggr) 1
2

.
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One can verify that these rescaled norms are well-defined and the standard trian-
gle and Cauchy--Schwarz inequalities are applied. Furthermore, by definition, one can
establish the norm equivalences for \| \cdot \| 0, \| \cdot \| 0,\eta and \| \cdot \| 0,\eta \ast stated in the following
lemma.

Lemma 4.7. Norms \| \cdot \| 0, \| \cdot \| 0,\eta , and \| \cdot \| 0,\eta \ast are connected with each other as

C1
\eta \| \bfitU \| 0,\eta \leq \| \bfitU \| 0 \leq C2

\eta \| \bfitU \| 0,\eta ,(4.16)

C1
\eta \| \bfitU \| 0,\eta \ast \leq \| \bfitU \| 0 \leq C2

\eta \| \bfitU \| 0,\eta \ast ,(4.17)

C3
\eta \| \bfitU \| 0,\eta \ast \leq \| \bfitU \| 0,\eta \leq C4

\eta \| \bfitU \| 0,\eta \ast ,(4.18)

where

C1
\eta =min

\biggl\{ 
1,

1
\surd 
\eta 

\biggr\} 
, C2

\eta =max

\biggl\{ 
1,

1
\surd 
\eta 

\biggr\} 
, C3

\eta =min

\biggl\{ 
\surd 
\eta ,

1
\surd 
\eta 

\biggr\} 
, C4

\eta =max

\biggl\{ 
\surd 
\eta ,

1
\surd 
\eta 

\biggr\} 
.

Define notations\biggl\langle 
\partial \bfitU 

\partial t
,\bfitV 

\biggr\rangle 
\eta 

=

\biggl\langle 
\partial \phi 

\partial t
,\psi 

\biggr\rangle 
+ \eta 

\biggl\langle 
\partial \bfitu 

\partial t
,\bfitv 

\biggr\rangle 
, \langle \bfitF ,\bfitV \rangle \eta = \langle fp,\psi \rangle + \eta \langle \bfitf f ,\bfitv \rangle ,\biggl\langle 

\partial \bfitU 

\partial t
,\bfitV 

\biggr\rangle \ast 

\eta 

= \eta 

\biggl\langle 
\partial \phi 

\partial t
,\psi 

\biggr\rangle 
+

\biggl\langle 
\partial \bfitu 

\partial t
,\bfitv 

\biggr\rangle 
, \langle \bfitF ,\bfitV \rangle \ast \eta = \eta \langle fp,\psi \rangle + \langle \bfitf f ,\bfitv \rangle .

Then, using equivalent arguments similar to those used for (2.10), (2.11), (2.12),
and (2.13), we can rewrite the continuous optimality system (3.16)--(3.18) as

(4.19)

\left\{     
\biggl\langle 
\partial \bfitU 

\partial t
,\bfitV 

\biggr\rangle 
\eta 

+ a\eta (\bfitU ,\bfitV ) = \langle \bfitF ,\bfitV \rangle \eta \forall \bfitV \in \bfitX div,

\bfitU (\cdot ,0) =\bfitU 0 in \bfitL 2(\Omega ),

(4.20)

\left\{      - 
\biggl\langle 
\partial \bfitU \ast 

\partial t
,\bfitV 

\biggr\rangle \ast 

\eta 

+ a\ast \eta (\bfitU 
\ast ,\bfitV ) = \langle \widehat \bfitU  - \bfitU ,\bfitV \rangle \ast \eta \forall \bfitV \in \bfitX div,

\bfitU \ast (\cdot , T ) = 0 in \bfitL 2(\Omega ),

\bfitU 0 =
1

\gamma 
\bfitU \ast (\cdot ,0).(4.21)

As mentioned previously, we intend to carry out the convergence analysis for
the data assimilation problem by the finite element convergence results from classical
PDEs. A key step is to introduce the following auxiliary equations:

(4.22)

\left\{     
\biggl\langle 
\partial \bfitU (\bfitU 0,h)

\partial t
,\bfitV 

\biggr\rangle 
\eta 

+ a\eta (\bfitU (\bfitU 0,h),\bfitV ) = \langle \bfitF ,\bfitV \rangle \eta \forall \bfitV \in \bfitX div,

\bfitU (\bfitU 0,h)(\cdot ,0) =\bfitU 0,h in \bfitL 2(\Omega ),

(4.23)\left\{      - 
\biggl\langle 
\partial \bfitU \ast (\bfitU 0,h)

\partial t
,\bfitV 

\biggr\rangle \ast 

\eta 

+ a\ast \eta (\bfitU 
\ast (\bfitU 0,h),\bfitV ) = \langle \widehat \bfitU  - \bfitU (\bfitU 0,h),\bfitV \rangle \ast \eta \forall \bfitV \in \bfitX div,

\bfitU \ast (\bfitU 0,h)(\cdot , T ) = 0 in \bfitL 2(\Omega ),

(4.24)

\left\{      - 
\biggl\langle 
\partial \bfitU \ast (\bfitU h)

\partial t
,\bfitV 

\biggr\rangle \ast 

\eta 

+ a\ast \eta (\bfitU 
\ast (\bfitU h),\bfitV ) = \langle \widehat \bfitU  - \bfitU h,\bfitV \rangle \ast \eta \forall \bfitV \in \bfitX div,

\bfitU \ast (\bfitU h)(\cdot , T ) = 0 in \bfitL 2(\Omega ).
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VDA AND ITERATIVE ALGORITHMS FOR STOKES--DARCY S157

Equations (4.22) and (4.23) are used to remove the concern from the initial condition
in (4.19). Equation (4.24) basically recovers the Galerkin orthogonality we lost be-
tween the continuous and discrete adjoint equations (4.20) and (4.11). Analyzing the
equations in the continuous optimality system and the auxiliary equations in pair, we
can establish the inequalities stated in the following lemma.

Lemma 4.8. Let \bfitU (\bfitU 0,h),\bfitU 
\ast (\bfitU 0,h),\bfitU 

\ast (\bfitU h) be solutions of (4.22), (4.23), and
(4.24), respectively, and let (\bfitU ,\bfitU \ast ,\bfitU 0) and (\bfitU h,\bfitU 

\ast 
h,\bfitU 0,h) be solutions of the con-

tinuous and discrete optimality systems (4.19)--(4.21) and (4.11); then the following
estimates hold:

\| \bfitU  - \bfitU (\bfitU 0,h)\| L2(0,T ;\bfitL 2
\eta (\Omega )) \leq C\Omega ,\Gamma ,T \| \bfitU 0  - \bfitU 0,h\| 0,\eta ,(4.25)

\| \bfitU \ast  - \bfitU \ast (\bfitU 0,h)\| L2(0,T ;\bfitL 2
\eta \ast (\Omega )) \leq C\Omega ,\Gamma ,T \| \bfitU (\bfitU 0,h) - \bfitU \| L2(0,T ;\bfitL 2

\eta (\Omega )),(4.26)

sup
0\leq t\leq T

\| \bfitU \ast (\bfitU h) - \bfitU \ast (\bfitU 0,h)\| 0,\eta \ast \leq C\Omega ,\Gamma ,T \| \bfitU (\bfitU 0,h) - \bfitU h\| L2(0,T ;\bfitL 2
\eta (\Omega )),(4.27)

\| \bfitU \ast (\bfitU h) - \bfitU \ast (\bfitU 0,h)\| L2(0,T ;\bfitL 2
\eta \ast (\Omega )) \leq C\Omega ,\Gamma ,T \| \bfitU (\bfitU 0,h) - \bfitU h\| L2(0,T ;\bfitL 2

\eta (\Omega )).(4.28)

Proof. Subtracting (4.22) from (4.19), we have

(4.29)

\left\{     
\biggl\langle 
\partial (\bfitU  - \bfitU (\bfitU 0,h))

\partial t
,\bfitV 

\biggr\rangle 
\eta 

+ a\eta (\bfitU  - \bfitU (\bfitU 0,h),\bfitV ) = \langle 0,\bfitV \rangle \eta \forall \bfitV \in \bfitX div,

(\bfitU  - \bfitU (\bfitU 0,h))(\cdot ,0) =\bfitU 0  - \bfitU 0,h in \bfitL 2(\Omega ).

Taking \bfitV = \bfitU  - \bfitU (\bfitU 0,h) on (4.29), using the coercive inequality (4.12) and norm
relation (4.16), we obtain

d\| \bfitU  - \bfitU (\bfitU 0,h)\| 20,\eta 
2dt

+C2,\eta \| \bfitU  - \bfitU (\bfitU 0,h)\| 2\bfitX \leq C1,\eta C
2
\eta \| \bfitU  - \bfitU (\bfitU 0,h)\| 20,\eta .(4.30)

Applying the Gronwall inequality on (4.30) leads to

\| (\bfitU  - \bfitU (\bfitU 0,h))(\cdot , t)\| 20,\eta +C\Omega ,\Gamma ,T

\int t

0

\| \bfitU  - \bfitU (\bfitU 0,h)\| 2\bfitX \leq C\Omega ,\Gamma ,T \| \bfitU 0  - \bfitU 0,h\| 20,\eta ,

(4.31)

where C\Omega ,\Gamma ,T is a generic emerged constant that depends on \Omega ,\Gamma , T . Inequality (4.31)
leads to

\| \bfitU  - \bfitU (\bfitU 0,h)\| L2(0,T ;\bfitL 2
\eta (\Omega )) \leq C\Omega ,\Gamma ,T \| \bfitU 0  - \bfitU 0,h\| 0,\eta .(4.32)

Again, we subtract (4.23) from (4.20) to obtain

(4.33)

\left\{         
 - 
\biggl\langle 
\partial (\bfitU \ast  - \bfitU \ast (\bfitU 0,h))

\partial t
,\bfitV 

\biggr\rangle \ast 

\eta 

+ a\ast \eta (\bfitU 
\ast  - \bfitU \ast (\bfitU 0,h),\bfitV )

= \langle \bfitU (\bfitU 0,h) - \bfitU ,\bfitV \rangle \ast \eta \forall \bfitV \in \bfitX div,

(\bfitU \ast  - \bfitU \ast (\bfitU 0,h))(\cdot , T ) = 0 in \bfitL 2(\Omega ).

Testing (4.33) with \bfitU \ast  - \bfitU \ast (\bfitU 0,h) and using the coercive inequality (4.13), the
Cauchy--Schwarz and Young's inequalities, and (4.17)--(4.18), we deduce

 - 
d\| \bfitU \ast  - \bfitU \ast (\bfitU 0,h)\| 20,\eta \ast 

dt
+ 2C4,\eta \| \bfitU \ast  - \bfitU \ast (\bfitU 0,h)\| 2\bfitX 

\leq 2C3,\eta \| \bfitU \ast  - \bfitU \ast (\bfitU 0,h)\| 20 + 2\| \bfitU (\bfitU 0,h) - \bfitU \| 0,\eta \ast \| \bfitU \ast  - \bfitU \ast (\bfitU 0,h)\| 0,\eta \ast 

\leq (1 + 2C3,\eta (C
2
\eta )

2)\| \bfitU \ast  - \bfitU \ast (\bfitU 0,h)\| 20,\eta \ast +
1

(C3
\eta )

2
\| \bfitU (\bfitU 0,h) - \bfitU \| 20,\eta .

(4.34)
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S158 XUEJIAN LI, WEI GONG, XIAOMING HE, AND TAO LIN

Applying the Gronwall's inequality on (4.34), we find out

\| \bfitU \ast  - \bfitU \ast (\bfitU 0,h)\| L2(0,T ;\bfitL 2
\eta \ast (\Omega )) \leq C\Omega ,\Gamma ,T \| \bfitU (\bfitU 0,h) - \bfitU \| L2(0,T ;\bfitL 2

\eta (\Omega )).(4.35)

Finally, subtracting (4.24) from (4.20), we have

(4.36)

\left\{         
 - 
\biggl\langle 
\partial (\bfitU \ast (\bfitU h) - \bfitU \ast (\bfitU 0,h))

\partial t
,\bfitV 

\biggr\rangle \ast 

\eta 

+ a\ast \eta (\bfitU 
\ast (\bfitU h) - \bfitU \ast (\bfitU 0,h),\bfitV )

= \langle \bfitU (\bfitU 0,h) - \bfitU h,\bfitV \rangle \ast \eta \forall \bfitV \in \bfitX div,

(\bfitU \ast (\bfitU h) - \bfitU \ast (\bfitU 0,h))(\cdot , T ) = 0 in \bfitL 2(\Omega ).

Similarly, by choosing test function \bfitV =\bfitU \ast (\bfitU h) - \bfitU \ast (\bfitU 0,h) in (4.36) and applying
the coercive inequality (4.13), the norm relations (4.17)--(4.18), the Cauchy--Schwarz
inequality, the Young's inequality, and the Gronwall's inequality, the following esti-
mates hold:

sup
0\leq t<T

\| \bfitU \ast (\bfitU h) - \bfitU \ast (\bfitU 0,h)\| 0,\eta \ast \leq C\Omega ,\Gamma ,T \| \bfitU (\bfitU 0,h) - \bfitU h\| L2(0,T ;\bfitL 2
\eta (\Omega )),(4.37)

\| \bfitU \ast (\bfitU h) - \bfitU \ast (\bfitU 0,h)\| L2(0,T ;\bfitL 2
\eta \ast (\Omega )) \leq C\Omega ,\Gamma ,T \| \bfitU (\bfitU 0,h) - \bfitU h\| L2(0,T ;\bfitL 2

\eta (\Omega )).(4.38)

The proof is completed by putting (4.32), (4.35), (4.37), and (4.38) together.

By using the triangle inequality and inequality (4.25), \| \bfitU  - \bfitU h\| L2(0,T ;\bfitL 2
\eta (\Omega )) can

be estimated as

\| \bfitU  - \bfitU h\| L2(0,T ;\bfitL 2
\eta (\Omega )) \leq \| \bfitU  - \bfitU (\bfitU 0,h)\| L2(0,T ;\bfitL 2

\eta (\Omega )) + \| \bfitU (\bfitU 0,h) - \bfitU h\| L2(0,T ;\bfitL 2
\eta (\Omega ))

\leq C\Omega ,\Gamma ,T \| \bfitU 0  - \bfitU 0,h\| 0,\eta + \| \bfitU (\bfitU 0,h) - \bfitU h\| L2(0,T ;\bfitL 2
\eta (\Omega )).

(4.39)

Using inequalities (4.26), (4.28), and (4.25), one can also bound \| \bfitU \ast  - 
\bfitU \ast 
h\| L2(0,T ;\bfitL 2

\eta \ast (\Omega )) as follows:

\| \bfitU \ast  - \bfitU \ast 
h\| L2(0,T ;\bfitL 2

\eta \ast (\Omega ))

\leq \| \bfitU \ast  - \bfitU \ast (\bfitU 0,h)\| L2(0,T ;\bfitL 2
\eta \ast (\Omega )) + \| \bfitU \ast (\bfitU 0,h) - \bfitU \ast (\bfitU h)\| L2(0,T ;\bfitL 2

\eta \ast (\Omega ))

+ \| \bfitU \ast (\bfitU h) - \bfitU \ast 
h\| L2(0,T ;\bfitL 2

\eta \ast (\Omega ))

\leq C\Omega ,\Gamma ,T (\| \bfitU (\bfitU 0,h) - \bfitU \| L2(0,T ;\bfitL 2
\eta (\Omega )) + \| \bfitU (\bfitU 0,h) - \bfitU h\| L2(0,T ;\bfitL 2

\eta (\Omega )))

+ \| \bfitU \ast (\bfitU h) - \bfitU \ast 
h\| L2(0,T ;\bfitL 2

\eta \ast (\Omega ))

\leq C\Omega ,\Gamma ,T (\| \bfitU 0  - \bfitU 0,h\| 0,\eta + \| \bfitU (\bfitU 0,h) - \bfitU h\| L2(0,T ;\bfitL 2
\eta (\Omega )))

+ \| \bfitU \ast (\bfitU h) - \bfitU \ast 
h\| L2(0,T ;\bfitL 2

\eta \ast (\Omega )).

(4.40)

Note that \bfitU h and \bfitU \ast 
h are the classical finite element approximations of \bfitU (\bfitU 0,h) and

\bfitU \ast (\bfitU h). From (4.39) and (4.40), we observe that the bounds for the finite element
approximations depend on \| \bfitU 0 - \bfitU 0,h\| 0,\eta , which is estimated in the following lemma
through two given equalities \bfitU 0 =

1
\gamma \bfitU 

\ast (\cdot ,0) and \bfitU 0,h =
1
\gamma \bfitU 

\ast 0
h .

Lemma 4.9. Let \bfitU 0, \bfitU 0,h, \bfitU 
\ast 0
h , \bfitU \ast (\bfitU 0,h)(\cdot ,0) be functions defined in (3.16),

(4.11), and (4.23). Then the following error estimate holds:

\| \bfitU 0  - \bfitU 0,h\| 0,\eta \leq 
C\Omega ,\Gamma 

\gamma 
\| \bfitU \ast (\bfitU 0,h)(\cdot ,0) - \bfitU \ast 0

h \| 0,\eta \ast .(4.41)
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Proof. Using \bfitU 0 =
1
\gamma \bfitU 

\ast (\cdot ,0) and \bfitU 0,h =
1
\gamma \bfitU 

\ast 0
h we have

\| \bfitU 0  - \bfitU 0,h\| 20 =
1

\gamma 
(\bfitU \ast (\cdot ,0) - \bfitU \ast 0

h ,\bfitU 0  - \bfitU 0,h)

=
1

\gamma 
(\bfitU \ast (\cdot ,0) - \bfitU \ast (\bfitU 0,h)(\cdot ,0),\bfitU 0  - \bfitU 0,h)

+
1

\gamma 
(\bfitU \ast (\bfitU 0,h)(\cdot ,0) - \bfitU \ast 0

h ,\bfitU 0  - \bfitU 0,h).

(4.42)

Taking \bfitV =\bfitU \ast  - \bfitU \ast (\bfitU 0,h) on (4.29) without the scalar \eta , we obtain\int T

0

\biggl\langle 
\partial (\bfitU  - \bfitU (\bfitU 0,h))

\partial t
,\bfitU \ast  - \bfitU \ast (\bfitU 0,h)

\biggr\rangle 
dt

+

\int T

0

a(\bfitU  - \bfitU (\bfitU 0,h),\bfitU 
\ast  - \bfitU \ast (\bfitU 0,h))dt= 0.

(4.43)

Taking integration by parts with respect to t on (4.43) results in

((\bfitU  - \bfitU (\bfitU 0,h))(\cdot , T ), (\bfitU \ast  - \bfitU \ast (\bfitU 0,h))(\cdot , T ))
 - ((\bfitU  - \bfitU (\bfitU 0,h))(\cdot ,0), (\bfitU \ast  - \bfitU \ast (\bfitU 0,h))(\cdot ,0))

 - 
\int T

0

\biggl\langle 
\partial (\bfitU \ast  - \bfitU \ast (\bfitU 0,h))

\partial t
,\bfitU  - \bfitU (\bfitU 0,h)

\biggr\rangle 
dt

+

\int T

0

a(\bfitU  - \bfitU (\bfitU 0,h),\bfitU 
\ast  - \bfitU \ast (\bfitU 0,h))dt= 0.

Using (4.33) without the scalar \eta and the fact a(\bfitU  - \bfitU (\bfitU 0,h),\bfitU 
\ast  - \bfitU \ast (\bfitU 0,h)) =

a\ast (\bfitU \ast  - \bfitU \ast (\bfitU 0,h),\bfitU  - \bfitU (\bfitU 0,h)), we simplify the previous equation as

((\bfitU  - \bfitU (\bfitU 0,h))(\cdot ,0), (\bfitU \ast  - \bfitU \ast (\bfitU 0,h))(\cdot ,0)) = - 
\int T

0

(\bfitU  - \bfitU (\bfitU 0,h),\bfitU  - \bfitU (\bfitU 0,h))dt.

Based on the nonnegativity of
\int T
0
(\bfitU  - \bfitU (\bfitU 0,h),\bfitU  - \bfitU (\bfitU 0,h))dt, (4.16), (4.17), and

(4.42), we have

\| \bfitU 0  - \bfitU 0,h\| 0,\eta \leq 
C\Omega ,\Gamma 

\gamma 
\| \bfitU \ast (\bfitU 0,h)(\cdot ,0) - \bfitU \ast 0

h \| 0,\eta \ast ,

where C\Omega ,\Gamma =
C2

\eta 

C1
\eta 
.

Using (4.41) and the triangle inequality, \| \bfitU 0 - \bfitU 0,h\| 0,\eta can be bounded as below:

\| \bfitU 0  - \bfitU 0,h\| 0,\eta \leq 
C\Omega ,\Gamma 

\gamma 
\| \bfitU \ast 0

h  - \bfitU \ast (\bfitU 0,h)(\cdot ,0)\| 0,\eta \ast 

\leq C\Omega ,\Gamma 

\gamma 
\| \bfitU \ast 0

h  - \bfitU \ast (\bfitU h)(\cdot ,0)\| 0,\eta \ast +
C\Omega ,\Gamma 

\gamma 
\| \bfitU \ast (\bfitU h)(\cdot ,0) - \bfitU \ast (\bfitU 0,h)(\cdot ,0)\| 0,\eta \ast 

\leq C\Omega ,\Gamma 

\gamma 
max

0\leq i\leq N - 1
\| \bfitU \ast i

h  - \bfitU \ast (\bfitU h)(\cdot , ti)\| 0,\eta \ast +
C\Omega ,\Gamma 

\gamma 
sup

0\leq t<T
\| \bfitU \ast (\bfitU h) - \bfitU \ast (\bfitU 0,h)\| 0,\eta \ast 

\leq C\Omega ,\Gamma 

\gamma 
max

0\leq i\leq N - 1
\| \bfitU \ast i

h  - \bfitU \ast (\bfitU h)(\cdot , ti)\| 0,\eta \ast +
C\Omega ,\Gamma ,T

\gamma 
\| \bfitU h  - \bfitU (\bfitU 0,h)\| L2(0,T ;\bfitL 2

\eta (\Omega )).

(4.44)
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Summarizing (4.39), (4.40), (4.44), and the classical FEM error estimates [19, Theo-
rem 4.4] and Remark 4.6, we finally arrive at the estimation

\| \bfitU 0  - \bfitU 0,h\| 0,\eta + \| \bfitU  - \bfitU h\| L2(0,T ;\bfitL 2
\eta (\Omega )) + \| \bfitU \ast  - \bfitU \ast 

h\| L2(0,T ;\bfitL 2
\eta \ast (\Omega ))

\leq C\Omega ,\Gamma ,T \| \bfitU 0  - \bfitU 0,h\| 0,\eta + (C\Omega ,\Gamma ,T + 1)\| \bfitU (\bfitU 0,h) - \bfitU h\| L2(0,T ;\bfitL 2
\eta (\Omega )

+ \| \bfitU \ast (\bfitU h) - \bfitU \ast 
h\| L2(0,T ;\bfitL 2

\eta \ast (\Omega ))

\leq C\Omega ,\Gamma ,T

\gamma 
max

0\leq i\leq N - 1
\| \bfitU \ast i

h  - \bfitU \ast (\bfitU h)(\cdot , ti)\| 0,\eta +
C\Omega ,\Gamma ,T

\gamma 
\| \bfitU h  - \bfitU (\bfitU 0,h)\| L2(0,T ;\bfitL 2

\eta (\Omega ))

+ (C\Omega ,\Gamma ,T + 1)\| \bfitU (\bfitU 0,h) - \bfitU h\| L2(0,T ;\bfitL 2
\eta (\Omega ) + \| \bfitU \ast (\bfitU h) - \bfitU \ast 

h\| L2(0,T ;\bfitL 2
\eta \ast (\Omega )

\leq C\gamma ,\Omega ,\Gamma ,T (h
r+1 + \tau ),

where r is the polynomial degree of the finite element basis function.

Theorem 4.10. Let (\bfitU 0,\bfitU ,\bfitU 
\ast ) and (\bfitU 0,h,\bfitU h,\bfitU 

\ast 
h) be solutions of the continu-

ous optimality system (3.16)--(3.18) and the discrete optimality system (4.11), respec-
tively. Assuming the input data are smooth enough; then the following error estimate
holds:

\| \bfitU 0  - \bfitU 0,h\| 0,\eta + \| \bfitU  - \bfitU h\| L2(0,T ;\bfitL 2
\eta (\Omega )) + \| \bfitU \ast  - \bfitU \ast 

h\| L2(0,T ;\bfitL 2
\eta \ast (\Omega ))

\leq C\gamma ,\Omega ,\Gamma ,T (h
r+1 + \tau ),

(4.45)

where C\gamma ,\Omega ,\Gamma ,T is a constant proportional to 1
\gamma and also depends on \Omega , \Gamma , and T .

The inequality in (4.45) indicates that very small regularization parameter \gamma may
have a negative impact on the numerical accuracy. Therefore, in practice, refined h
and \tau are needed to offset the impact from a small \gamma .

5. Iterative methods for solving the discrete optimality system. Due
to the complex structure of the Stokes--Darcy model and the forward-backward cou-
pled temporal nature in the optimality system, solving (4.11) directly results in an
extremely large coupled linear system [66], thereby being very computationally ex-
pensive. Hence we propose three iterative algorithms, the CG method, the BFGS
method, and the SD method, to decouple the discrete optimality system.

For a clear implementation of these gradient-based methods, we first show a
matrix-vector calculation of the gradient at each iteration based on the finite element
assembling. In the rest of the presentation, we define \vec{}\Phi \in \BbbR m as the vector represen-
tation of an element \Phi \in H with respect to the given finite element base. Specifically,
we define \| \vec{}\Phi \| 20 = (\vec{}\Phi , \vec{}\Phi )M = \vec{}\Phi TM\vec{}\Phi = \| \Phi \| 20, where M is the corresponding mass
matrix. Recalling (4.7)--(4.10) or the OptS (4.11), a vector form of the gradient

\nabla \vec{}Jh(\bfitU 
(k)
0,h) = \gamma \vec{}\bfitU 

(k)

0,h  - \vec{}\bfitU 
\ast 0(k)
h = \gamma \vec{}\bfitU 

(k)

0,h  - 

\Biggl( 
\vec{}\phi 
\ast 0(k)
h

\vec{}\bfitu 
\ast 0(k)
h

\Biggr) 
(5.1)

can be obtained by sequentially solving the following equations forward and backward
for n= 1,2, . . . ,N  - 1:

Ma

\tau 

\left(   
\left(   \vec{}\phi 

n+1(k)
h

\vec{}\bfitu 
n+1(k)
h

\vec{}p
n+1(k)
h

\right)    - 

\left(   \vec{}\phi 
n(k)
h

\vec{}\bfitu 
n(k)
h

\vec{}p
n(k)
h

\right)   
\right)   + S

\left(   \vec{}\phi 
n+1(k)
h

\vec{}\bfitu 
n+1(k)
h

\vec{}p
n+1(k)
h

\right)   =

\left(   \vec{}f
n+1(k)
p,h

\vec{}\bfitf 
n+1(k)

f,h
\vec{}0

\right)   , \vec{}\bfitU 
0

h =

\Biggl( 
\vec{}\phi 
0(k)
h

\vec{}\bfitu 
0(k)
h

\Biggr) 
,

(5.2)
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 - Ma

\tau 

\left(   
\left(   \vec{}\phi 

\ast n+1(k)
h

\vec{}\bfitu 
\ast n+1(k)
h

\vec{}p
\ast n+1(k)
h

\right)    - 

\left(   \vec{}\phi 
\ast n(k)
h

\vec{}\bfitu 
\ast n(k)
h

\vec{}p
\ast n(k)
h

\right)   
\right)   + S\ast 

\left(   \vec{}\phi 
\ast n(k)
h

\vec{}\bfitu 
\ast n(k)
h

\vec{}p
\ast n(k)
h

\right)   (5.3)

=

\left(    
\vec{}\widehat \phi n+1(k)

h

\vec{}\widehat \bfitu n+1(k)

h
\vec{}0

\right)     - Ma

\left(   \vec{}\phi n+1(k)
h

\vec{}\bfitu 
n+1(k)
h
\vec{}0

\right)   , \vec{}\bfitU 
\ast N(k)

h =

\biggl( 
\vec{}0
\vec{}0

\biggr) 
.

Recalling the definition of the operators A, A\ast , B, B\ast , the matrices mentioned above
are assembled as

Ma =

\left(  Ma\phi 0 0
0 Ma\bfitu 0
0 0 0

\right)  , Ma\bfitu =

\biggl( 
Mau 0
0 Mau

\biggr) 
, Mfp =

\biggl( 
Ma\phi 0
0 Ma\bfitu 

\biggr) 
,(5.4)

S =

\left(  Sa\phi S\bfitu \phi 0
S\phi \bfitu Sa\bfitu + S\bfitu \bfitu Sp\bfitu 
0 S\bfitu p 0

\right)  , S\ast =

\left(  Sa\phi S\ast 
\bfitu \phi 0

S\ast 
\phi \bfitu Sa\bfitu + S\ast 

\bfitu \bfitu Sp\bfitu 
0 S\bfitu p 0

\right)  ,(5.5)

and the related matrices Ma\phi ,Mau, Sa\phi , Sp\bfitu , S\bfitu p, Sa\bfitu , S\phi \bfitu , S\bfitu \phi , S\bfitu \bfitu , S
\ast 
\bfitu \phi , S

\ast 
\bfitu \bfitu , S

\ast 
\phi \bfitu 

and other vectors \vec{}fn+1
p,h , \vec{}\bfitf 

n+1

f,h ,
\vec{}\widehat \phi n+1

h , and \vec{}\widehat \bfitu n+1

h are further assembled as follows:

Ma\phi =

\Biggl[ \int 
\Omega p

\psi j\psi idxdy

\Biggr] 
,Mau =

\Biggl[ \int 
\Omega f

vjvidxdy

\Biggr] 
, Sa\phi =

\Biggl[ \int 
\Omega p

\BbbK \nabla \psi j\nabla \psi idxdy

\Biggr] 
,

Sp\bfitu =

\Biggl[ 
 - 
\int 
\Omega f

qj\nabla \cdot \bfitv idxdy

\Biggr] 
, S\bfitu p = STp\bfitu , Sa\bfitu =

\Biggl[ \int 
\Omega f

2\nu \BbbD (\bfitv j) :\BbbD (\bfitv i)dxdy

\Biggr] 
,

S\phi \bfitu =

\biggl[ \int 
\Gamma 

g\psi j\bfitv i \cdot \bfitn \bfitf dS

\biggr] 
+

\biggl[ \int 
\Gamma 

\alpha P\tau (\BbbK \nabla \psi j)P\tau \bfitv idS
\biggr] 
, S\bfitu \phi = - 

\biggl[ \int 
\Gamma 

\bfitv \bfitj \cdot \bfitn f\psi idS
\biggr] 
,

S\bfitu \bfitu =

\biggl[ \int 
\Gamma 

\alpha P\tau \bfitv jP\tau \bfitv idS

\biggr] 
, S\ast 

\bfitu \phi =

\biggl[ \int 
\Gamma 

g\bfitv j \cdot \bfitn \bfitf \psi idS

\biggr] 
+

\biggl[ \int 
\Gamma 

\alpha P\tau \bfitv jP\tau (\BbbK \nabla \psi i)dS
\biggr] 
,

S\ast 
\bfitu \bfitu =

\biggl[ \int 
\Gamma 

\alpha P\tau \bfitv jP\tau \bfitv idS

\biggr] 
, S\ast 
\phi \bfitu = - 

\biggl[ \int 
\Gamma 

\psi j\bfitv i \cdot \bfitn fdS
\biggr] 
, \vec{}fn+1
p,h =

\Biggl[ \int 
\Omega p

fp(tn+1)\psi idxdy

\Biggr] 
,

\vec{}\bfitf 
n+1

f,h =

\Biggl[ \int 
\Omega f

\bfitf f (tn+1)\bfitv idxdy

\Biggr] 
,
\vec{}\widehat \phi n+1

h =

\Biggl[ \int 
\Omega p

\widehat \phi (tn+1)\psi idxdy

\Biggr] 
,

\vec{}\widehat \bfitu n+1

h =

\Biggl[ \int 
\Omega f

\widehat \bfitu (tn+1)\bfitv idxdy

\Biggr] 
,

where \{ \psi i\} , \{ \bfitv i\} = (vi, vi)
T , and \{ qi\} are basis functions of the finite element spaces

Xh
p , \bfitX 

h
f , and Q

h, respectively.

5.1. The conjugate gradient method. The CG method is a powerful algo-
rithm for solving the VDA problem. It can achieve a linear or superlinear conver-
gence rate only considering the first order derivative. The main feature of CG is
that the current descent direction \bfitd k is conjugate orthogonal to all previous descent
directions \bfitd 0,\bfitd 1,\bfitd 2, . . .\bfitd k - 1, which allows a finite iteration convergence for the finite-
dimensional optimization. A standard CG algorithm update is stated as follows:

\bullet Initialize \bfitU 
(0)
0,h and \bfitd 0 = - \nabla Jh(\bfitU (0)

0,h).
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S162 XUEJIAN LI, WEI GONG, XIAOMING HE, AND TAO LIN

\bullet Update \bfitU 
(k+1)
0,h =\bfitU 

(k)
0,h + \eta k\bfitd k with

\bfitd k =

\Biggl\{ 
 - \nabla Jh(\bfitU (0)

0,h) k= 0,

 - \nabla Jh(\bfitU (k)
0,h) + \beta k\bfitd k - 1 k\geq 1,

\beta k =

\Bigl( 
\nabla Jh(\bfitU (k)

0,h),\nabla Jh(\bfitU 
(k)
0,h)
\Bigr) 

\Bigl( 
\nabla Jh(\bfitU (k - 1)

0,h ),\nabla Jh(\bfitU (k - 1)
0,h )

\Bigr) .
\bullet \eta k can be simply chosen as \{ 1, 12 ,

1
4 ,

1
8 ,

1
16 , . . .\} , or determined by using ex-

act line search (\eta k = argmin\eta \in \BbbR J(\bfitU 
(k)
0,h + \eta \bfitd k)), or using inexact line search

methods, such as the Armijo or Wolfe condition [50, 55].
The CG method [66, 67] is also interpreted as an accelerated SD method based

on the fixed point theorem, which is naturally stated as follows:
\bullet Initialize \bfitU 

(0)
0,h and \bfitU 

(1)
0,h.

\bullet Update \bfitU 
(k+1)
0,h =\bfitU 

(k)
0,h  - \zeta k\nabla Jh(\bfitU (k)

0,h) + \vargamma k(\bfitU 
(k)
0,h  - \bfitU 

(k - 1)
0,h ).

\zeta kand \vargamma k are constants to be determined, and \bfitU 
(k)
0,h  - \bfitU 

(k - 1)
0,h is a momentum term

accounting for the acceleration.
We will adopt the first CG version as our presentation and provide an exact line

search method to optimally determine the step sizes \eta k and \beta k. To begin with, we
recall that the CG method [49] was originally developed to solve the linear system

\scrA x= b, \scrA is a positive definite operator (or matrix).(5.6)

Our task is to rewrite the optimality condition of the data assimilation problem
in (5.6). For convenience, we will keep the discussion in the continuous level, and
solving the discrete data assimilation will be a straightforward discretization of the
continuous one. We revisit the optimization problem (3.1) as a reduced form

min
\bfitU \bfzero \in \bfitY ad

J(\bfitU 0) =
1

2

\int T

0

\| \widehat \bfitU  - \bfitU \| 20dt+
\gamma 

2
\| \bfitU 0\| 20 subject to \bfitU =\scrS \bfitF \bfitU 0,(5.7)

where the operator \scrS \bfitF : \bfitL 2(\Omega ) \mapsto \rightarrow \bfitW (0, T ) is defined by the Stokes--Darcy equation
(2.12) and the subscript \bfitF corresponds to the source term. Since (2.12) is a linear
PDE, the operator \scrS \bfitF is an affine mapping. Hence, \scrS \prime 

\bfitF \bfitU 0, the derivative of \scrS \bfitF at
\bfitU 0, does not depend on \bfitU 0 and \bfitF , i.e.,

(\scrS \prime 
\bfitF \bfitU 0)\bfitz = \scrS 0\bfitz \forall \bfitz \in \bfitL 2(\Omega ), or \scrS \prime 

\bfitF \bfitU 0 = \scrS 0.(5.8)

We then denote by \scrS \ast 
0 = (\scrS \prime 

\bfitF \bfitU 0)
\ast :\bfitW (0, T )\prime \mapsto \rightarrow \bfitL 2(\Omega )\prime the adjoint operator of \scrS 0 or

\scrS \prime 
\bfitF \bfitU 0. That is,

\langle \bfitq ,\scrS \bfitF \bfitz \rangle (\bfitW (0,T )\prime ,\bfitW (0,T )) = \langle \scrS \ast 
0\bfitq ,\bfitz \rangle (\bfitL 2(\Omega )\prime ,\bfitL 2(\Omega )) \forall (\bfitq ,\bfitz )\in \bfitW (0, T )\prime \times \bfitL 2(\Omega ).(5.9)

Again, we derive the optimality condition of (5.7) by doing a calculus of variation

\langle J \prime (\bfitU 0),\bfitz \rangle =(\gamma \bfitU 0,\bfitz ) - 
\Bigl( \widehat \bfitU  - \scrS \bfitF \bfitU 0,\scrS \prime 

\bfitF \bfitU 0\bfitz 
\Bigr) 

=(\gamma \bfitU 0,\bfitz ) - 
\Bigl( 
(\scrS \prime 

\bfitF \bfitU 0)
\ast ( \widehat \bfitU  - \scrS \bfitF \bfitU 0),\bfitz 

\Bigr) 
=(\gamma \bfitU 0,\bfitz ) - 

\Bigl( 
\scrS \ast 
0(
\widehat \bfitU  - \scrS \bfitF \bfitU 0),\bfitz 

\Bigr) 
= 0\forall \bfitz \in \bfitL 2(\Omega ).

(5.10)

We remind readers that the operator \scrS \ast 
0 acting on \widehat \bfitU  - \scrS \bfitF \bfitU 0 is equivalent to solving

the backward adjoint equation in (3.17) with source term \widehat \bfitU  - \scrS \bfitF \bfitU 0, which exactly
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gives \bfitU \ast (\cdot ,0). Also note that \scrS \ast 
0
\widehat \bfitU is a known variable; therefore, we can write (5.10)

temporarily as

\gamma \bfitU 0 + \scrS \ast 
0\scrS \bfitF \bfitU 0 = \scrS \ast 

0
\widehat \bfitU .(5.11)

For \scrS \bfitF , we decompose it as

\scrS \bfitF \bfitU 0 = \scrS \bfitF 0+ \scrS 0\bfitU 0.(5.12)

Apparently \scrS 0 is a linear operator and \scrS \bfitF 0 is a known variable, which finally allows
us to rewrite (5.11) as

\gamma \bfitU 0 + \scrS \ast 
0\scrS 0\bfitU 0 = \scrS \ast 

0
\widehat \bfitU  - \scrS \ast 

0\scrS \bfitF 0.(5.13)

It is easy to show that the operator \gamma +\scrS \ast 
0\scrS 0 is positive definite. First, (\gamma +\scrS \ast 

0\scrS 0)
\ast =

\gamma + \scrS \ast 
0\scrS 0 is obviously true. Second, \forall 0 \not = \bfitz \in \bfitL 2(\Omega ), we have

((\gamma + \scrS \ast 
0\scrS 0)\bfitz ,\bfitz ) = (\gamma \bfitz ,\bfitz ) + (\scrS \ast 

0\scrS 0\bfitz ,\bfitz ) = \gamma (\bfitz ,\bfitz ) + (\scrS 0\bfitz ,\scrS 0\bfitz )>\gamma \| \bfitz \| 20.(5.14)

Hence we are able to write the optimality condition (5.10) in form of (5.6),

\scrA \bfitU 0 = (\gamma + \scrS \ast 
0\scrS 0)\bfitU 0, b= \scrS \ast 

0
\widehat \bfitU  - \scrS \ast 

0\scrS \bfitF 0.(5.15)

We here clarify the operation of \scrA acting on an element \bfitz \in \bfitL 2(\Omega ). First, recall that
\scrS 0\bfitz is the state solution of the Stokes--Darcy equation solved with initial \bfitz and source
term 0. Second, the operator \scrS \ast 

0 acting on \scrS 0\bfitz gives the solution of the backward
adjoint equation at t= 0 solved with initial 0 and source term \scrS 0\bfitz . Therefore, \scrA \bfitz is
obtained by sequentially solving the following forward and backward equations:\biggl\langle 

\partial \Phi 

\partial t
,\bfitV 

\biggr\rangle 
+ a (\Phi ,\bfitV ) + b (\bfitV , p) = \langle 0,\bfitV \rangle b (\Phi , q) = 0, \Phi (\cdot ,0) = \bfitz ,(5.16)

 - 
\biggl\langle 
\partial \Phi \ast 

\partial t
,\bfitV 

\biggr\rangle 
+ a\ast (\Phi \ast ,\bfitV ) + b (\bfitV , p\ast ) = (\Phi ,\bfitV ) b (\Phi \ast , q) = 0, \Phi \ast (\cdot , T ) = 0,(5.17)

\scrA \bfitz =\Phi \ast (\cdot ,0) + \gamma \bfitz .(5.18)

At the discrete level, (5.16)--(5.18) are written in matrix-vector form as follows:

Ma

\tau 

\left(  \left(  \vec{}\psi n+1
h

\vec{}\bfitv n+1
h

\vec{}qn+1
h

\right)   - 

\left(  \vec{}\psi nh\vec{}\bfitv nh
\vec{}qnh

\right)  \right)  + S

\left(  \vec{}\psi n+1
h

\vec{}\bfitv n+1
h

\vec{}qn+1
h

\right)  = 0, \vec{}\Phi 
0

h = \vec{}\bfitz h =

\Biggl( 
\vec{}\psi 
0(k)
h

\vec{}\bfitv 0
h

\Biggr) 
,

(5.19)

 - Ma

\tau 

\left(  \left(  \vec{}\psi \ast n+1
h

\vec{}\bfitv \ast n+1
h

\vec{}q\ast n+1
h

\right)   - 

\left(  \vec{}\psi \ast n
h

\vec{}\bfitv \ast n
h

\vec{}q
\ast n(k)
h

\right)  \right)  + S\ast 

\left(  \vec{}\psi \ast n
h

\vec{}\bfitv \ast n
h

\vec{}q\ast nh

\right)  =

\left(   \vec{}b\phi n+1
h

\vec{}b\bfitu n+1
h

0

\right)   , \vec{}\Phi 
\ast N
h =

\biggl( 
\vec{}\psi \ast N
h

\vec{}\bfitv \ast N
h

\biggr) 
= 0,

(5.20)

 - \rightarrow 
\scrA \bfitz h= \vec{}\Phi 

\ast 0
h + \gamma \vec{}\bfitz h,

(5.21)

where (\vec{}b\psi n+1
h

\vec{}b\bfitv n+1
h

0)T = ([
\int 
\Omega p
\psi n+1
h \psi idxdy] [

\int 
\Omega f

\bfitv n+1
h \bfitv idxdy]0)

T .

(5.16)--(5.18) or (5.19)--(5.21) provide the key information to update the CG itera-
tion solving our data assimilation problem, which can be summarized in the following
algorithm.

Remark 5.1. Note that for the CG method with exact line search, \vec{}\bfitr k+1 is basically
the gradient of Jh at \bfitU 

(k)
0,h, i.e., \vec{}\bfitr 

k+1 =\nabla \vec{}Jh(\bfitU 
(k)
0,h).
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Algorithm 1 Conjugate gradient algorithm

Input: \vec{}\bfitU 
(0)

0,h and \epsilon ;

Compute \nabla \vec{}Jh(\bfitU 
(0)
0,h), initialize \vec{}\bfitr 0 = - \nabla \vec{}Jh(\bfitU 

(0)
0,h) and

\vec{}\bfitd 
0
= - \nabla \vec{}Jh(\bfitU 

(0)
0,h), set

error= 1, and start the iteration step k= 0;
while error > \epsilon do

Compute

 - \rightarrow 
\=\bfitd 
k
=

 - \rightarrow 
\scrA \bfitd k by solving (5.19)--(5.21) sequentially;

Compute \eta k =
\| \vec{}\bfitr k\| 20

(\vec{}\bfitd 
k
,

 - \rightarrow 
\=\bfitd 
k
)Mfp

;

Compute \vec{}\bfitr k+1 =\vec{}\bfitr k  - \eta k
 - \rightarrow 
\scrA \bfitd k;

Update \vec{}\bfitU 
(k+1)

0,h = \vec{}\bfitU 
(k)

0,h + \eta k\vec{}\bfitd 
k
;

Compute \beta k =
\| \vec{}\bfitr k+1\| 20
\| \vec{}\bfitr k\| 20

;

Compute \vec{}\bfitd 
k+1

=\vec{}\bfitr k+1 + \beta k\vec{}\bfitd 
k
;

Set k= k+ 1 and error = \| \vec{}\bfitr k+1\| 20;
end while

Output: \vec{}\bfitU 
(k+1)

0,h ;

5.2. The BFGS method. The BFGS method is a type of quasi-Newton al-
gorithm, which uses an approximated inverse Hessian operator Dk to determine the
descent direction \bfitd k, i.e., \bfitd k = - DkJ

\prime 
h(\bfitU 0,h), where Dk \approx (J \prime \prime 

h (\bfitU 0,h))
 - 1. The iterates

of the BFGS method behave similarly to or slightly less efficiently than CG for linear-
quadratic optimization but outperform CG for the nonlinear cases. We introduce the
BFGS method in this section as an additional option to solve the data assimilation of
the Stokes--Darcy equation.

As mentioned, the inverse Hessian operator Dk is approximated in the BFGS
method; this is because the calculation of the Hessian operator and its inverse are
usually challenging or even impossible in practice due to the constraint complexity
and high dimensional unknowns. We here present the following way to find out Dk

pertaining to our problem:

Dk =
\bigl( 
I  - \theta k(\bfits k \otimes \bfitg k)

\bigr) 
Dk - 1

\bigl( 
I  - \theta k(\bfitg k \otimes \bfits k)

\bigr) 
+ \theta k(\bfits k \otimes \bfits k),(5.22)

where \bfits k = \bfitU 
(k)
0,h  - \bfitU 

(k - 1)
0,h , \bfitg k = \nabla Jh(\bfitU (k)

0,h) - \nabla Jh(\bfitU (k - 1)
0,h ), and \theta k = 1

(\bfits k,\bfitg k)
. The

operator \otimes is defined as

(\bfita \otimes \bfitb )\bfitc = (\bfitb ,\bfitc )\bfita , for \bfita ,\bfitb \in \bfitL 2(\Omega ), \forall \bfitc \in \bfitL 2(\Omega ).(5.23)

The update of Dk in (5.22) is based on a continuity assumption of the second order
derivative of the cost functional. We try to search a bounded operator Dk that is
close to the previous Dk - 1 in the sense of a weighted Hilbert--Schmidt norm [50, 86]:

min
D\in L (\bfitL 2(\Omega ),\bfitL 2(\Omega ))

1

2

\bigm\| \bigm\| \bigm\| G 1
2 (D - Dk - 1)G

1
2

\bigm\| \bigm\| \bigm\| 
HS

subject to D\bfitg k = \bfits k.

Here, G is a weighted operator satisfying G\bfits k = \bfitg k, and the constraint D\bfitg k = \bfits k

comes from a secant approximation of the second order derivative of Jh(\bfitU 0,h) at

\bfitU 
(k)
0,h.
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Algorithm 2 BFGS algorithm

Input: \vec{}\bfitU 
(0)

0,h, a positive definite matrix D0, and \epsilon ;

Compute \nabla \vec{}Jh(\bfitU 
(0)
0,h), the first descent direction  - D0\nabla \vec{}Jh(\bfitU 

(0)
0,h), and the first

update \vec{}\bfitU 
(1)

0,h =
\vec{}\bfitU 

(0)

0,h - D0\nabla \vec{}J(\bfitU 
(0)
0,h). Set error= 1 and start the iteration step k= 1;

while error > \epsilon do

Compute \nabla \vec{}Jh(\bfitU 
(k)
0,h);

Compute \vec{}\bfits k = \vec{}\bfitU 
(k)

0,h  - \vec{}\bfitU 
(k - 1)

0,h , \vec{}\bfitg k =\nabla \vec{}Jh(\bfitU 
(k)
0,h) - \nabla \vec{}Jh(\bfitU 

(k - 1)
0,h );

Compute Dk =

\biggl( 
I  - \vec{}\bfits k(MT

fp\vec{}\bfitg 
k)T

\vec{}\bfits kTMfp\vec{}\bfitg 
k

\biggr) 
Dk - 1

\biggl( 
I  - \vec{}\bfitg k(MT

fp\vec{}\bfits 
k)T

\vec{}\bfits kTMfp\vec{}\bfitg 
k

\biggr) 
+

\vec{}\bfits k(MT
fp\vec{}\bfits 

k)T

\vec{}\bfits kTMfp\vec{}\bfitg 
k ;

Update \vec{}\bfitU 
(k+1)

0,h = \vec{}\bfitU 
(k)

0,h  - \eta kDk\nabla \vec{}Jh(\bfitU 
(k)
0,h);

Set k= k+ 1 and error = \| \nabla \vec{}Jh(\bfitU 
(k)
0,h)\| 20;

end while

Output: \vec{}\bfitU 
(k+1)

0,h ;

The BFGS algorithm can be briefly described as follows:
\bullet Initialize \bfitU 

(0)
0,h and a bounded positive definite operator D0.

\bullet Update \bfitU 
(k+1)
0,h =\bfitU 

(k)
0,h  - \eta kDk\nabla Jh(\bfitU (k)

0,h) with

Dk =

\Biggl\{ 
D0, k= 0,\bigl( 
I  - \theta k(\bfits k \otimes \bfitg k)

\bigr) 
Dk - 1

\bigl( 
I  - \theta k(\bfitg k \otimes \bfits k)

\bigr) 
+ \theta k(\bfits k \otimes \bfits k), k\geq 1.

\bullet \eta k can be simply chosen as \{ 1, 12 ,
1
4 ,

1
8 ,

1
16 , . . .\} , or determined by using exact

line search if possible, or by using inexact line search methods, such as the
Armijo and Wolfe condition [50, 55].

Next, we show how to explicitly compute the matrix form of the operator Dk in
coding implementation. Based on the definition in (5.23), for \bfita ,\bfitb \in \bfitL 2(\Omega ), we deduce

(\bfita \otimes \bfitb )\bfitc = (\bfitb ,\bfitc )\bfita =\vec{}\bfitb 
T
Mfp\vec{}\bfitc \bfita = (MT

fp
\vec{}\bfitb )T\vec{}\bfitc \bfita = \vec{}\bfita (MT

fp
\vec{}\bfitb )T \bfitc \forall \bfitc \in \bfitL 2(\Omega ).(5.24)

Therefore, the matrix representation of \bfita \otimes \bfitb acting on \bfitL 2(\Omega ) is \vec{}\bfita (MT
fp
\vec{}\bfitb )T . Mean-

while, the calculation of \theta k is straightforward:

\theta k =
1

(\bfits k,\bfitg k)
=

1

\vec{}\bfits kTMfp\vec{}\bfitg 
k
.

Now we can rewrite (5.22) or the matrix representation of Dk, still denoted as Dk, in
the form

Dk =

\Biggl( 
I  - 

\vec{}\bfits k(MT
fp\vec{}\bfitg 

k)T

\vec{}\bfits kTMfp\vec{}\bfitg 
k

\Biggr) 
Dk - 1

\Biggl( 
I  - 

\vec{}\bfitg k(MT
fp\vec{}\bfits 

k)T

\vec{}\bfits kTMfp\vec{}\bfitg 
k

\Biggr) 
+

\vec{}\bfits k(MT
fp\vec{}\bfits 

k)T

\vec{}\bfits kTMfp\vec{}\bfitg 
k
.(5.25)

We summarize the BFGS iterative algorithm as follows.

5.3. The steepest descent method. The CG and BFGS methods can display
a fast convergence rate and solve the discrete optimality system (4.11) effectively in
most cases. However, their descent directions are sort of sensitive to the stability of

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.

D
ow

nl
oa

de
d 

04
/2

8/
24

 to
 1

98
.2

1.
16

3.
15

3 
. R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
s:

//e
pu

bs
.s

ia
m

.o
rg

/te
rm

s-
pr

iv
ac

y



S166 XUEJIAN LI, WEI GONG, XIAOMING HE, AND TAO LIN

Algorithm 3 Steepest descent algorithm

Input: \eta k, \vec{}\bfitU 
(0)

0,h, and \epsilon ;
Set error= 1 and k= 1;

while error > \epsilon do

Compute \nabla \vec{}Jh(\bfitU 
(k)
0,h) = \gamma \vec{}\bfitU 

(k)

0,h  - \vec{}\bfitU 
\ast 0(k)
h via sequentially solving

(5.2)--(5.3) forward and backward;

Update \vec{}\bfitU 
(k+1)

0,h = \vec{}\bfitU 
(k)

0,h  - \eta k\nabla \vec{}Jh(\bfitU 
(k)
0,h);

Set k= k+ 1 and error = \| \nabla \vec{}Jh(\bfitU 
(k)
0,h)\| 20;

end while

Output: \vec{}\bfitU 
(k+1)

0,h ;

the data assimilation problem, which can hinder the convergence for a problem with
extreme low stability that might be caused by a small regularization parameter \gamma in
the cost functional (4.2). This shortcoming motivates us to propose an SD method
[55] that gains more stability at the cost of a lower convergence rate.

Recalling (4.11) or (5.1),

\nabla Jh
\Bigl( 
\bfitU 

(k)
0,h

\Bigr) 
= \gamma \bfitU 

(k)
0,h  - \bfitU 

\ast 0(k)
h(5.26)

is the gradient of Jh at \bfitU 
(k)
0,h of the kth iteration.

Based on (5.26) we can illustrate the SD method as follows:
\bullet Initialize \bfitU 

(0)
0,h.

\bullet Compute \nabla Jh(\bfitU (k)
0,h) = \gamma \bfitU 

(k)
0,h  - \bfitU 

\ast 0(k)
h .

\bullet Update \bfitU 
(k+1)
0,h =\bfitU 

(k)
0,h  - \eta k(\gamma \bfitU 

(k)
0,h  - \bfitU 

\ast 0(k)
h ).

\bullet \eta k can be simply chosen as \{ 1, 12 ,
1
4 ,

1
8 ,

1
16 , . . .\} , or determined by using exact

line search if possible, or determined with inexact line search methods, such
as the Armijo and Wolfe condition [50, 55].

The SD method shares the simplest iteration update and the best stability be-
havior among almost all of the gradient-based methods, which makes it popular for
a lot of optimization problems. Of course, such a benefit is accompanied by a slower
convergence speed, especially for problems with a lower stability.

We summarize this SD iteration as follows.

Remark 5.2. The superlinear, linear, or sublinear convergence rates for the CG,
BFGS, and SD methods are not universally guaranteed. The actual rate strongly
relies on the conditioning number \kappa (\scrA ), where \scrA is defined in (5.15). Although the
CG and BFGS methods have a lot of similarities, they are good at solving different
problems. In general, they both converge faster than the SD method, which is more
stable.

6. Numerical experiments. This section presents numerical results to demon-
strate the optimal convergence established in section 4 and the performance of the
state prediction using the algorithms developed in section 5. The Taylor--Hood fi-
nite elements are utilized for the spatial discretization of the Stokes equation and the
quadratic finite elements are utilized for the hydraulic head of the Darcy equation.

6.1. Verification of the finite element convergence rate. In this example,
we let \BbbK = \BbbI , \alpha = 1, g = 1, \Omega p = (0, \pi )\times (0,1), \Omega f = (0, \pi )\times ( - 1,0), \Gamma : x = 0, and
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VDA AND ITERATIVE ALGORITHMS FOR STOKES--DARCY S167

\bfitU | \partial \Omega = 0. Based on the numerical example in [37], whose analytic solutions satisfy
the Beavers--Joseph interface conditions, we choose the following initial functions and
source term functions:

\bfitW 0 = ((2 - \pi sin(\pi x))( - y+ cos(\pi (1 - y))), x2y2 + e - y, ( - 2/3)xy3 + 2 - \pi sin(\pi x))T ,

fp = cos(2\pi t)(\pi 2(2 cos(\pi (1 - y)) - 2\pi sin(\pi x) cos(\pi (1 - y)) + \pi y sin(\pi x)))

 - 2\pi sin(2\pi t)(2 - \pi sin(\pi x))( - y+ cos(\pi (1 - y))),

f1 = cos(2\pi t)( - 2y2  - 2x2  - e - y + \pi 2 cos(\pi x) cos(2\pi y))

 - 2\pi sin(2\pi t)(x2y2 + e - y) sin(2\pi t)( - 2\pi ),

f2 = cos(2\pi t)(4xy - \pi 3 sin(\pi x) + 2\pi (2 - \pi sin(\pi x)) sin(2\pi y))

 - 2\pi sin(2\pi t)

\biggl( 
2

3
xy3 + 2 - \pi sin(\pi x)

\biggr) 
.

To have a set of smooth observation data satisfying both the interface conditions and
homogeneous boundary conditions, we numerically solve the Stokes--Darcy model with
h = 1/64, \tau = 1/4000, initial function \bfitW 0, and source term \bfitF = (fp, f1, f2)

T in the
time interval [0,0.75]. Then the numerical solution in the time interval (0.25,0.75] is
considered as the observation data \widehat \bfitU . The solution at t = 0.25 is the \bfitU 0 we intend
to reconstruct.

For the data assimilation problem, we use the mesh sizes of 1/8, 1/16, 1/32, 1/64
and time step sizes of 1/16, 1/128, 1/1024, 1/4000 to produce numerical solutions,
based on the CG method with stopping criteria \epsilon = 10 - 5. For each \gamma , the numerical
solution with h = 1/64, \tau = 1/4000 is considered to replace the analytical solution
when computing the numerical errors. Tables 6.1--6.3 illustrate the convergence per-
formance. From Table 6.1 and Table 6.2, we can see that the \bfitL 2 norm errors for \phi and
\bfitu appear to converge optimally. In addition, the relative errors in Table 6.3 become
larger when \gamma decreases, which is consistent with the conclusion that the coefficient
C\gamma ,\Omega ,\Gamma ,T in Theorem 4.10 is proportional to 1

\gamma .

6.2. Iterative data assimilation methods. We first investigate the three it-

erative methods developed in section 5. Let \BbbK =(
0.8 0

0 1.2
), \nu = 1.2, \alpha = 0.12, g = 9.8,

\Omega p = (0, \pi )\times (0,1), \Omega f = (0, \pi )\times ( - 1,0), \Gamma : x= 0, \bfitU | \partial \Omega = 0, and

Table 6.1
The finite element convergence rate of the recovered initial condition \phi 0.

\gamma | | \phi 0  - \phi 0, 1
8
| | 0 | | \phi 0  - \phi 0, 1

16
| | 0 Rate | | \phi 0  - \phi 0, 1

32
| | 0 Rate

1 1.16\times 10 - 2 1.30\times 10 - 3 3.15 1.20\times 10 - 4 3.44
1
5

4.19\times 10 - 2 4.90\times 10 - 3 3.09 4.70\times 10 - 4 3.38
1
50

9.83\times 10 - 2 1.22\times 10 - 2 3.01 1.30\times 10 - 3 3.23

1
200

1.14\times 10 - 1 1.41\times 10 - 2 3.02 1.50\times 10 - 3 3.23

Table 6.2
The finite element convergence rate of the recovered initial condition \bfitu 0.

\gamma | | \bfitu 0  - \bfitu 0, 1
8
| | 0 | | \bfitu 0  - \bfitu 0, 1

16
| | 0 Rate | | \bfitu 0  - \bfitu 0, 1

32
| | 0 Rate

1 2.10\times 10 - 3 2.42\times 10 - 4 3.12 2.91\times 10 - 5 3.06
1
5

1.03\times 10 - 2 1.25\times 10 - 3 3.04 1.41\times 10 - 4 3.15
1
50

4.84\times 10 - 2 6.00\times 10 - 3 3.01 6.64\times 10 - 4 3.17

1
200

6.69\times 10 - 2 8.65\times 10 - 3 2.95 9.81\times 10 - 4 3.14
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S168 XUEJIAN LI, WEI GONG, XIAOMING HE, AND TAO LIN

Table 6.3

Relative errors according to \gamma , R\phi 0
h =

| | \phi 0 - \phi 0,h| | 0
| | \phi 0| | 0

, and R\bfitu 0
h =

| | \bfitu 0 - \bfitu 0,h| | 0
| | \bfitu 0| | 0

.

\gamma R\phi 0
1
8

R\phi 0
1
16

R\phi 0
1
32

R\bfitu 0
1
8

R\bfitu 0
1
16

R\bfitu 0
1
32

1 0.2184 0.0247 0.0023 0.0972 0.0119 0.0013
1
5

0.2341 0.0278 0.0027 0.1167 0.0143 0.0016
1
50

0.2496 0.0314 0.0033 0.1649 0.0208 0.0023

1
200

0.2524 0.0313 0.0034 0.1811 0.0236 0.0027

\bfitF =
\Bigl( 
sin(2\pi t)(\pi sin(x) + 3+ 2x(\pi  - x)), sin(2\pi t)(x2 + y+ cos(y) + 2),

sin(2\pi t)(sin(y) + 2x+ y+ 5/2)
\Bigr) T
,

\bfitW 0 =
\bigl( 
x(\pi  - x)y(1 - y), x(\pi  - x)y(1 - y) sin(\pi x), 4x(\pi  - x)y(1 - y) sin(\pi x)

\bigr) T
.

To construct observation data, we numerically solve the Stokes--Darcy model
with initial function \bfitW 0 and source term \bfitF = (fp, f1, f2)

T in the time interval
[0,2], and then take 100 snapshots from the numerical solution in the time inter-
val (1,2] uniformly as the analytical solution \bfitU . The observation \widehat \bfitU is produced
by adding noise with multivariate Gaussian distribution \scrN (0, I/50) to \bfitU . The
solution at t = 1 is the initial condition we intend to recover and will be used
for the state forecast. The \widetilde \bfitL 2(0, T ) and \widetilde \bfitL \infty (0, T ) norms, which are defined as

\| \bfitU  - \bfitU h\| \widetilde \bfitL \bftwo =
\sqrt{} \sum N+1

n=2 \tau 
\| \bfitU n - \bfitU n

h\| 
2
0

\| \bfitU n\| 2
0

and \| \bfitU  - \bfitU h\| \widetilde \bfitL \infty =
\sum N+1
n=2 \tau 

\| \bfitU n - \bfitU n
h\| \bfitL \infty (\Omega )

\| \bfitU n\| \bfitL \infty (\Omega )
,

are used to estimate the data assimilation accuracy. In the rest of paper, without
special comment, \epsilon = 10 - 5 will be the stopping criteria for all iterative methods, and
the descent step size \eta k = 1 is considered for the BFGS and SD methods.

First, Table 6.4 shows that an accurate state forecast is achieved for various values
of \gamma . As \gamma decreases, the stability of the data assimilation problem decreases or the
conditioning number \kappa (\scrA ) in (5.15) increases, based on Theorem 3.2. Hence, the
convergence of all iterative methods will become slower and slower; this can be verified
by the increasing number of iterations in Table 6.4. The number of iterations used for
each method indicates that the CG and BFGS methods converge much faster than
the SD method, especially for small \gamma . The convergence rate can also be visualized
via Figure 6.1. The CG method achieves the superlinear or nearly linear convergence
rates for different regularization \gamma . The BFGS method behaves similarly but with a
slower convergence rate. And the SD method shows the slowest sublinear convergence
rate especially when \gamma is small. However, the SD method is always monotonically

Table 6.4
Data assimilation result: the \widetilde \bfitL \bftwo - and \widetilde \bfitL \infty -norm errors between \bfitU and the numerical solution

\bfitU h.

The CG method The BFGS method The SD method
\gamma | | \bfitU h  - \bfitU | | \widetilde \bfitL \bftwo | | \bfitU h  - \bfitU | | \widetilde \bfitL \infty | | \bfitU h  - \bfitU | | \widetilde \bfitL \bftwo | | \bfitU h  - \bfitU | | \widetilde \bfitL \infty | | \bfitU h  - \bfitU | | \widetilde \bfitL \bftwo | | \bfitU h  - \bfitU | | \widetilde \bfitL \infty 

1
10

0.327670 0.2087 0.32767 0.2087 0.327670 0.2087
1

100
0.05384 0.03838 0.053832 0.03838 0.05384 0.03838

1
1000

0.00596 0.00466 0.005941 0.00465 0.005938 0.00465
1

5000
0.00113 0.0008795 0.001126 0.0008914 0.001305 0.0009358

1
20000

0.0004604 0.0003047 0.0004744 0.0003154 0.0004866 0.0003456
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Fig. 6.1. Convergence rate comparison for CG, BFGS, and SD methods with different \gamma .

Table 6.5
Comparison of the convergence rate and computational cost for the CG, BFGS, and SD meth-

ods; \# iteration = number of iteration, \# PDE solving = total number of PDE solvings.

The CG method The BFGS method The SD method
\gamma \# iteration \# PDE solving \# iteration \# PDE solving \# iteration \# PDE solving
1
10

7 16 11 24 56 112
1

100
13 28 34 70 289 578

1
1000

23 48 64 130 841 1682
1

5000
30 62 78 158 1178 2356

1
20000

31 64 91 184 1306 2612

decreasing, while the CG and BFGS methods both have oscillations when approaching
the minima for small \gamma . This verifies the stability advantage of the SD method.

The convergence rate provides information about the computation cost of each
method, but very implicitly here. This is because the iteration cost of each method is
not the same due to different update procedures. To clearly compare the computation
efficiency, we notice that the PDE solving at each iteration is the main contribution to
the cost; therefore, we use the total number of PDE solvings to approximately evaluate
the computation cost. In Table 6.5, the CG method requires the small number of PDE
solvings, the BFGS method asks for a moderate number of PDE solvings, and the SD
method needs a large number of PDE solvings.

Another important convergence property of all iterative methods is that their
convergence rate is not sensitive to the mesh size h in our case, i.e., when the mesh
size is refined or the number of unknowns increases, the number of iterations does
not increase. We prove this statement by choosing a different mesh size in Figure 6.2,
where the convergence rate does not change much when refining h from 1

16 to 1
48 .

Last but not least, besides the convergence rate, the choice of stopping criteria \epsilon 
also plays a critical role in balancing the computational cost. As shown in Figure 6.1,
the convergence speed slows down quickly as the derivative norm approaches a small
number, in which the computation cost is consumed dramatically. This situation is
getting even worse for the sublinear convergence method. In practice, a very small \epsilon 
is unnecessary, since it may not help improve the data assimilation accuracy but only
increase the computation cost greatly.

In our case, based on the observation availability and quality, we empirically as-
sume that \gamma = 1/20000 is the regularization parameter to obtain the best assimilation
result. In Table 6.6, we observe that the stopping criteria \epsilon = 10 - 2 and 10 - 4 are not
small enough to be used. On the other hand, compared to \epsilon = 10 - 5, the simulation
results based on \epsilon = 10 - 6 and 10 - 7 are not improving noticeably anymore but are
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Fig. 6.2. Convergence rate comparison of different mesh size h for CG, BFGS, and SD methods.

Table 6.6
Comparison of the computational cost and data assimilation results of different stop criteria

for the CG, BFGS, and SD methods, \# Ite/PDE:= the number of iterations and the number of
PDE solvings.

The CG method The BFGS method The SD method

\epsilon | | \bfitU h  - \bfitU | | \widetilde \bfitL \bftwo \# Ite/PDE | | \bfitU h  - \bfitU | | \widetilde \bfitL \bftwo \# Ite/PDE | | \bfitU h  - \bfitU | | \widetilde \bfitL \bftwo \# Ite/PDE

10 - 2 0.01493 4/10 0.02073 6/14 0.04003 13/26

10 - 4 0.0003918 15/32 0.0006852 40/82 0.0007870 195/390
10 - 5 0.0004899 33/68 0.0004898 91/184 0.0004866 654/1308

10 - 6 0.0004885 83/168 0.0004875 203/408 0.0004872 3600/7200

10 - 7 0.0004877 144/290 0.0004875 332/666 0.0004872 15343/30686

consuming significantly more iterations, especially for the SD method. This obser-
vation suggests using \epsilon = 10 - 5 as the stopping criteria in our problem.

6.3. Data assimilation performance. In this section, we focus on verifying
the proposed data assimilation methods by testing against a more practical case. We
consider the situation in which observation is available only in limited windows. We
will use the following four observation windows for experimental tests: observation
window 1 (O1): [0, \pi ] \times [ - 0.75,0], [0, \pi ] \times [0,0.75]; O2: [0, \pi ] \times [ - 1, - 0.25], [0, \pi ] \times 
[0.25,1]; O3: [0, \pi ]\times [ - 0.5,0], [0, \pi ]\times [0,0.5]; O4: [0, \pi ]\times [ - 1, - 0.5], [0, \pi ]\times [0.5,1].

Set \BbbK =(
0.06 0

0 0.08
), \nu = 0.2, \alpha = 0.28. Other parameters in the Stokes--Darcy model,

such as g,\Omega p,\Omega f , \Gamma , and \bfitF , are the same as in subsection 6.2. In each scenario, the
observation is also provided the same way as in subsection 6.2 with Gaussian noise
\scrN (0, I/50).

Using the given model parameters \nu , \BbbK , and \alpha , we alter the observation windows
to compute numerical results with the proposed data assimilation methods. Assume
\gamma = 1/20000 is the regularization parameter to obtain the best assimilation result for
all cases. In Table 6.7, errors between data assimilation results \bfitU h and the analytical
solution \bfitU for all scenarios show that the methods proposed in this paper are applica-
ble to assimilate the state solution in general. Moreover, even the observational data
is only partially provided; the proposed methods can still provide useful predictions
on the entire domain. We also notice that the observations from different windows
have different impact on the assimilation performance.

In Table 6.8, the total number of iterations and PDE solvings used for each
method confirms again the convergence speed of CG, BFGS, and SD methods, re-
spectively. Overall, we believe that the CG method should take priority for most
of the data assimilation scenarios; the CG method is best for most applied to some
special cases such as nonlinear models, and the SD method is a backup for dealing
with extreme ill-conditioning problems.
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Table 6.7
Data assimilation result for fixed model parameters with different observation windows.

The CG method The BFGS method The SD method
Obw | | \bfitU h  - \bfitU | | \widetilde \bfitL \bftwo | | \bfitU h  - \bfitU | | \widetilde \bfitL \infty | | \bfitU h  - \bfitU | | \widetilde \bfitL \bftwo | | \bfitU h  - \bfitU | | \widetilde \bfitL \infty | | \bfitU h  - \bfitU | | \widetilde \bfitL \bftwo | | \bfitU h  - \bfitU | | \widetilde \bfitL \infty 

O1 0.001439 0.002177 0.001440 0.002164 0.002409 0.003065
O2 0.002461 0.002969 0.002641 0.003219 0.003041 0.003839

O3 0.01155 0.01508 0.011385 0.014879 0.01606 0.01960
O4 0.007655 0.01045 0.0079556 0.010392 0.009523 0.014243

Table 6.8
The number of iterations and PDE solvings used for the CG, BFGS, and SD method.

\# iteration=number of iteration, \# PDE solving= total number of PDE solving.

The CG method The BFGS method The SD method

Obw \# Iteration \# PDE solving \# Iteration \# PDE solving \# Iteration \# PDE solving

O1 103 208 193 388 1038 2076

O2 107 216 202 406 1824 3648
O3 124 250 226 454 2220 4440

O4 90 182 194 390 2673 5346

7. Conclusion. In this paper, we proposed a variational method to solve a data
assimilation problem of the Stokes--Darcy model by using iterative algorithms. The
well-posedness of this problem was rigorously analyzed. For numerical computations,
we proposed a discretization using FEM and the backward Euler scheme, and analyzed
its convergence properties. The rescaling and auxiliary techniques played key roles
in proving the optimal convergence rate of the proposed numerical scheme. Three
decoupled iterative numerical algorithms, the CG method, the BFGS method, and
the SD method, were developed to reduce the computational cost. Various examples
were used to validate the proposed methods.
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