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Abstract 15 

Resonant interactions with whistler-mode waves are a crucial mechanism that drives the precipitation 16 
of energetic electrons. Using test particle simulations, we investigated the impact of nonlinear 17 
interactions of whistler-mode waves on electron precipitation across a broad energy range (10 keV- 1 18 
MeV). Specifically, we focused on the combined effects of phase bunching and anomalous 19 
scattering, including anomalous trapping and positive bunching. It is shown that anomalous 20 
scattering transports electrons away from the loss cone and the only process directly causing 21 
precipitation in the nonlinear regime is the phase bunching. We further show that their combined 22 
effects result in a precipitation-to-trapped flux ratio lower than the quasilinear expectations in a 23 
quasi-equilibrium state. Additionally, we calculated the diffusion and advection 24 
coefficients associated with the nonlinear trapping and bunching processes, which are vital 25 
for understanding the underlying mechanisms of the precipitation. Based on these coefficients, we 26 
characterized the phase bunching boundary, representing the innermost pitch angle boundary where 27 
phase bunching can occur. A further analysis revealed that electrons just outside this boundary, rather 28 
than near the loss cone, are directly precipitated, while electrons within the boundary are prevented 29 
from precipitation due to anomalous scattering. Moreover, we demonstrated that the regime of 30 
dominant nonlinear precipitation is determined by the combination of the phase bunching boundary 31 
and the inhomogeneity ratio. This comprehensive analysis provides insights into the nonlinear effects 32 
of whistler-mode waves on electron precipitation, which are essential for understanding physical 33 
processes related to precipitation, such as microbursts, characterized by intense and bursty electron 34 
precipitation. 35 

 36 



 
2 

This is a provisional file, not the final typeset article 

 37 

1 Introduction 38 

Electron precipitation into the Earth’s upper atmosphere is a crucial process for the loss of energetic 39 
electrons in the radiation belts. Resonant interactions with whistler-mode waves play a significant 40 
role in scattering electron pitch angles into the loss cone, resulting in efficient electron precipitation. 41 
For instance, the short and intense electron precipitation events, known as microbursts, are widely 42 
attributed to be driven by whistler-mode chorus waves (Breneman et al., 2017; Chen et al., 2022; 43 
Miyoshi et al., 2020). These waves contribute to the depletion of the outer radiation belt (e.g., Blake 44 
et al., 1996; O’Brien et al., 2004; Thorne et al., 2005). Specifically, ~1 MeV (mega-electron-45 
volt) electrons can be precipitated through interactions with ducted chorus waves at high magnetic 46 
latitudes (Chen et al., 2022), while sub-MeV electrons are subject to resonances with chorus waves at 47 
moderate magnetic latitudes (Douma et al., 2018; Shumko et al., 2018; Zhang et al., 2022). 48 

Quasilinear theory, which assumes diffusive resonant interactions between electrons and whistler-49 
mode waves (Kennel & Engelmann, 1966; Lyons, 1974), is commonly employed in 50 
modeling  interactions between electrons and whistler-mode waves. It has been successful in 51 
simulating long-term energetic electron dynamics associated with whistler-mode waves (e.g., Albert 52 
et al., 2009; Horne et al., 2005; Li et al., 2014; Ma et al., 2018; Thorne et al., 2013). However, recent 53 
observations have revealed that whistler-mode waves can often possess sufficient intensity to 54 
drive nonlinear interactions with energetic electrons (Zhang et al., 2018, 2019). Comparisons 55 
between numerical and observational results have also shown that quasilinear theory (Kennel & 56 
Engelmann, 1966) alone is inadequate to explain the intense electron precipitation 57 
observed at both low Earth orbit (Mozer et al., 2018) and in the near-equatorial region (Shumko et 58 
al., 2018). Hence, it is believed that nonlinear interactions between electrons and whistler-mode 59 
waves play a significant role in these processes. 60 
 61 
Nonlinear interactions between electrons and whistler-mode waves typically involve two main 62 
mechanisms: nonlinear phase trapping and phase bunching (Bortnik et al., 2008). In the case of phase 63 
trapping, electrons become trapped in resonance with whistler-mode waves and are rapidly 64 
accelerated to higher energies and larger pitch angles (Albert, 2000; Artemyev et al., 2014; Omura et 65 
al., 2007; Vainchtein et al., 2018). On the other hand, phase bunching scatters electrons to lower 66 
energies and smaller pitch angles (Albert, 1993; Artemyev et al., 2018), which is believed to drive 67 
the intense electron precipitation. Recent studies have also highlighted additional nonlinear effects, 68 
namely anomalous trapping (Kitahara & Katoh, 2019) and positive bunching (Gan et al., 2020).  69 

Both anomalous trapping and positive bunching occur for electrons with small equatorial pitch 70 
angles. Anomalous trapping can efficiently accelerates electrons to higher energies and pitch angles, 71 
similar to standard phase trapping. However, electrons "anomalously" trapped at small pitch 72 
angles exhibit a much larger ratio of trapped electrons compared to the entire electron population, 73 
as compared to phase trapping. Positive bunching electrons, on the other hand, undergo the 74 
process similar to phase bunching but in the opposite direction. While phase bunching always 75 
decreases electron pitch angle and energy, positive bunching increases the pitch angles and energies 76 
of electrons with small pitch angles. The theoretical analysis of these two processes was conducted 77 
in earlier studies by Neishtadt (1975) and Henrard & Lemaitre (1983), as well as a more 78 
recent study by Bellan (2013), by utilizing the Hamiltonian approach. Building upon these previous 79 
studies, Albert et al. (2021) and Artemyev et al. (2021) discussed the anomalous trapping process 80 
specifically in the context of interactions between electrons and whistler-mode 81 
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waves, providing theoretical criteria for the occurrence of anomalous trapping. Later in this paper, 82 
these criteria are examined in detail and compared to numerical results. 83 

Previously, it was believed that intense electron precipitation events were associated with nonlinear 84 
interactions. However, electrons near the loss cone experience anomalous trapping and positive 85 
bunching, collectively referred to as anomalous scattering (AS) from now on. Anomalous scattering 86 
always increases electron pitch angles, which reduces precipitation. Conversely, phase 87 
bunching can transport electrons non-locally into the loss cone in phase 88 
space, thereby increasing precipitation. The combined effects of anomalous scattering and phase 89 
bunching on electron precipitation represent a key question in understanding nonlinear electron 90 
precipitation caused by whistler-mode waves, which remains unanswered.  Anomalous scattering can 91 
also occur when electrons interact with electromagnetic ion cyclotron (EMIC) waves. Grach and 92 
Demekhov (2020) showed that nonlinear interactions with parallel and intense EMIC waves lead to a 93 
higher level of loss cone filling near the minimum resonance energy. Bortnik et al. (2022) 94 
specifically discussed the effects of anomalous scattering, referred to as force bunching, and 95 
concluded that force bunching could potentially block electron precipitation caused by EMIC 96 
waves. Subsequently, Grach et al. (2022) and Hanzelka et al. (2023) evaluated the effects of force 97 
bunching on the precipitation phase space density (PSD) and demonstrated that force bunching does 98 
not reduce the precipitation PSD. This is because the electrons scattered outward are balanced by the 99 
inward transport of electrons within the loss cone. 100 

In this paper, we address the question of the combined effects of anomalous scattering and phase 101 
bunching by parallel whistler-mode waves. Such effects have been discussed for EMIC waves, as 102 
introduced above, but not for the case of whistler-mode waves. We use test particle simulations to 103 
numerically evaluate the nonlinear interactions. Quasilinear theory and nonlinear Hamiltonian 104 
approaches are also compared to numerical results. Section 2 describes the numerical methodology 105 
including test particle and quasilinear methods. Section 3 describes the main results of this paper. 106 
Section 4 discusses the implications of our results and summarizes the main conclusions. 107 

 108 

2 Methodology 109 

2.1 Test Particle Simulation 110 

This paper uses the test particle simulations to model the interactions between electrons and whistler-111 
mode waves, following the method of Gan et al. (2020). In this study, a 1-D dipole geometry is 112 
employed for the background magnetic field, with the equatorial field intensity equivalent to that at L 113 
= 6. The cold electron density follows an empirical density model, 𝑛!(𝜆) = 𝑛!

!" cos#$ 𝜆 (Denton et 114 
al., 2004), where 𝑛!

!" = 5	𝑐𝑚#% is the equatorial electron density. The upper atmosphere boundary is 115 
set at an altitude of 100 km, where electrons are considered lost. All whistler-mode waves are 116 
released from the equator and propagate with wave normal angle of 0∘ to both hemispheres up to 117 
magnetic latitude of 30∘. The whistler-mode wave frequency is set to 0.3	𝑓'!

!" for all simulations, 118 
where 𝑓'!

!" is the equatorial electron gyrofrequency. The latitudinal distribution of wave amplitude 119 
follows 𝐵(2𝜆)!*3 = 𝐵(+ tanh(𝜆!") tanh(30∘ − 𝜆!"). Here 𝐵(+  is the wave amplitude of choice for 120 
each simulation, which is assumed to be uniform versus time, and 𝜆)!* is the magnetic latitude 121 
measured in unit of degrees. Initial electron energy ranges from 10 keV to 1 MeV, with 20 energy 122 
bins uniformly distributed in logarithmic space.  123 
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Initial electron equatorial pitch angle ranges from 0∘ to 90∘, with 360 uniform bins. For simulations 124 
of electron PSD distribution, electrons are released with 90 uniform bins of gyro-phase from 0∘ to 125 
360∘, and 30 uniform bins of magnetic latitudes between the two mirror points. Initial electron PSD 126 
distribution is: 127 

𝑓2𝛼!" , 𝐸3 = >
𝑗(𝐸) sin 𝛼!" 				𝛼!" > 𝛼,'
0																													𝛼!" ≤	𝛼,'

		 (1) 128 

𝑗(𝐸) = 10--.$/#%.--012!"(4)	 (2) 129 

Here, 𝛼!" is the equatorial pitch angle, 𝛼,' is the loss cone calculated at the equator, and 𝐸 is the 130 
electron energy in keV. This distribution is calculated based on the time averaged electron flux 131 
measured by Van Allen Probe A during the time interval of 19:40:00 to 20:10:00 UT on January 20th, 132 
2016, during a microburst conjunction event reported in Breneman et al. (2017). The full initial PSD 133 
distribution in pitch angle-energy space is shown in Figure 2A. The fitting of the Van Allen Probe 134 
measurements is shown in Figure S1 in the Supplementary Material. For simulations calculating the 135 
electron diffusion and advection coefficients, 360 electrons are released from the equator with initial 136 
gyro-phase uniformly distributed between 0∘ and 360∘ within each pitch angle-energy bin. The 137 
calculation of diffusion and advection coefficients for different resonant interactions is discussed in 138 
more detail in Section 3.3. 139 

2.2 Quasilinear Theory and Quasi-Equilibrium State (QES) of Electron Precipitation 140 

Test particle simulation results are quantitatively compared to quasilinear results. Quasilinear 141 
diffusion coefficients are calculated based on Ma et al. (2018), using the same background and wave 142 
parameters, as described in Section 2.1. Electron PSD distribution near the loss cone at the quasi-143 
equilibrium state is calculated following Kennel & Petschek (1966): 144 

𝐽672𝛼!",67, 𝐸3 =
𝑆(𝐸)
𝐷∗ 	H

𝐼+ J
𝛼!",67
𝛼,'

	𝑧+L

𝑧+𝐼-(𝑧+)
M	 (3) 145 

𝐽:;<2𝛼!",:;< , 𝐸3 =
𝑆(𝐸)
𝐷∗ 	>

𝐼+(𝑧+)
𝑧+𝐼-(𝑧+)

+ ln P
𝑠𝑖𝑛𝛼!",:;<
𝑠𝑖𝑛𝛼,'

ST	 (4) 146 

Here 𝑆(𝐸) is the rate of electrons entering the loss cone, 𝑧+ =
=#$
√?∗@

, 𝐷∗ ≈ 𝐷==|=A=#$ × cos	(𝛼,'), 147 
𝐷==|=A=#$ is the pitch angle diffusion coefficient at the equatorial loss cone 𝛼,', 𝛼!",67 and 𝛼!",:;< are 148 
the equatorial pitch angles inside and outside the loss cone, respectively, 𝐸 is the electron energy, 𝜏 is 149 
a quarter of the electron bounce period, and 𝐼+ and 𝐼- are the modified Bessel functions. Electron 150 
precipitation flux ratio, which is the ratio of precipitation to trapped flux, is calculated based on 151 
Equation (3) and (4). 152 

𝜒(𝐸) =

1
𝛼,' ∫

𝐽67𝑠𝑖𝑛𝛼𝑑𝛼
=#$
+

1
𝛼B' − 𝛼,' ∫

𝐽:;<𝑠𝑖𝑛𝛼𝑑𝛼
=&$
=#$

	 (5) 153 
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Here, 𝛼B' = arcsin	(^
C'(
C&$
	), where 𝐵!" is the Earth’s equatorial dipole magnetic field intensity at L 154 

shell of 6, and 𝐵B' is the field intensity at magnetic latitude of 64.72∘ at the same L shell, which 155 
corresponds to an altitude of 600 km. This is the altitude of the FIREBIRD (Focused Investigations 156 
of Relativistic Electron Burst Intensity, Range, and Dynamics) CubeSat as reported in Breneman et 157 
al. (2017). Equation (5) is set to mimic the flux ratio one would observe by a typical LEO CubeSat. 158 
The precipitation flux ratio from test particle simulations is also calculated using Equation (5). 159 

2.3 Identification of Phase Trapping Electrons 160 

To quantify the contribution of different nonlinear processes, we identify the electrons that are phase 161 
trapped or anomalously trapped during simulations of half bounce-period. The key characteristic of 162 
nonlinearly trapped electrons is that they stay in resonance with whistler-mode waves for an 163 
extensive amount of time. The resonance is identified by calculating the relative phase speed 𝜁̇ =164 
𝑑𝜁/𝑑𝑡	, where 𝜁 is the phase angle between the electron perpendicular velocity and the wave 165 
magnetic field vector (for detailed definition of 𝜁, see Tao & Bortnik (2010)). 𝜁̇ = 0 marks the 166 
moment when an electron is in resonance with whistler-mode waves. Electrons that cross the 167 
resonance line for more than n=5 times are identified as the phase/anomalous trapping electrons. The 168 
criterion of 5 is arbitrarily selected to exclude any electrons that are detrapped quickly. 169 

3 Results 170 

3.1 Electron Precipitation in Nonlinear Regime 171 

Figure 1 illustrates the typical trajectories of electrons interacting with intense whistler-mode 172 
waves of 1 nT, which represents typical nonlinear interactions. In Figures 1A-1B, 360 173 
electrons initially with an energy of 50 keV and an equatorial pitch angle of 10° move 174 
from the mirror point to the equator. All of these electrons experience anomalous trapping, leading to 175 
a significant increase in their pitch angles and energies. In this particular case, none of the electrons 176 
are precipitated, but their pitch angles increase due to the nonlinear interactions. Electrons with the 177 
same energy, but smaller pitch angles also undergo anomalous trapping, preventing 178 
any electrons close to the loss cone from being precipitated in the typical nonlinear regime. For 179 
electrons with the same energy (50 keV) but slightly larger pitch angles (13.5°), the probability 180 
of anomalous trapping decreases, as shown in Figures 1C-1D. The non-trapping 181 
electrons experience positive bunching (Gan et al., 2020), which also leads to an increase in 182 
their pitch angles. Consequently, all electrons in this scenario are further affected by the anomalous 183 
scattering, resulting in no precipitation. When the pitch angles are even higher (18°), 184 
electrons exhibit the typical nonlinear phase trapping and phase bunching features. Figures 1E-1F 185 
demonstrate that phase trapping increases the electron pitch angle and energy, while phase bunching 186 
decreases them. In this case, phase bunching scatters electrons into the loss 187 
cone, driving precipitation. The typical nonlinear interactions depicted in Figure 1 indicate that 188 
electron precipitation in the nonlinear regime is primarily driven by phase 189 
bunching, which only occurs when the equatorial pitch angle is sufficiently large, surpassing the 190 
pitch angle range considered in the quasilinear theory. 191 
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  192 

Figure 1. Typical interactions between electrons (𝐸D = 50	𝑘𝑒𝑉) and intense whistler-mode waves 193 
(𝐵( = 1	𝑛𝑇). (A) Pitch angle variation versus magnetic latitude of electrons with an initial equatorial 194 
pitch angle of 10∘, undergoing anomalous trapping, color coded for different initial gyro-phases; (B) 195 
energy variation of the same electrons as those in (A); (C-D) same as (A-B) but for electrons with an 196 
initial equatorial pitch angle of 13.5∘, undergoing anomalous trapping and positive bunching; (E-F) 197 
same as (A-B) but for electrons with an initial equatorial pitch angle of 18∘, undergoing phase 198 
trapping and phase bunching. The horizontal black dashed lines mark the equatorial loss cone. Note 199 
that only interactions in panels (E-F) lead to electron precipitation. 200 

To assess the combined effects of various nonlinear processes on electron precipitation, 201 
we conducted three sets of test particle simulations lasting for 20 seconds each. These simulations 202 
employed three different wave amplitudes: 50 pT, 200 pT, and 1 nT. All models shared the same 203 
initial PSD distribution, described by Equations (1) & (2) and displayed in Figure 2A. The PSD 204 
evolution of the precipitating electrons is illustrated in Figure 2B (Nunn & Omura, 2015), with colors 205 
representing different energies. Dashed, dotted, and solid lines correspond to wave amplitudes of 50 206 
pT, 200 pT, and 1 nT, respectively. A common characteristic observed in all models and energy 207 
ranges is the significant variability of precipitating electron PSD during the initial few seconds 208 
of the simulations. However, it tends to stabilize within 20 s, indicating the quasi-equilibrium state. 209 
In this state, the overall shapes of the electron PSD distributions in pitch angle and energy 210 
change slowly and can be considered stable. This paper will primarily focus on discussing the 211 
QES derived from the test particle simulations and comparing it to the results obtained from the 212 
quasilinear approach. It is important to note that the precipitation PSD in the QES is lower than that 213 
observed within the first 1-2 s. Consequently, some of the conclusions drawn from the QES may not 214 
be applicable to events observed on timescales shorter than approximately 1 s, such as microbursts 215 
(Zhang et al., 2022). 216 

Based on the evolution of the precipitation PSD presented in Figure 2B, we extracted a snapshot 217 
of the electron PSD at a simulation time of 20 s and compared it to the expected QES based on the 218 
calculations from quasilinear theory (Equations (3) and (4)). The results are displayed in Figures 2C, 219 
2D, and 2E for wave amplitudes of 50 pT, 200 pT, and 1 nT, respectively, with colors indicating 220 
different energy levels. The corresponding dotted lines represent the quasilinear results. As 221 
depicted in Figure 2C, for a wave amplitude of 50 pT, the test particle results align well 222 
with the quasilinear results, except for deep within the loss cone at low energies. The lack of 223 
electrons deep within the loss cone is attributed to the method used for setting the atmosphere 224 
boundary in test particle simulations, which does not include any backscattering processes. 225 
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This demonstrates the applicability of quasilinear models when the wave amplitude is not sufficiently 226 
intense to induce nonlinear interactions. For an amplitude of 200 pT, the test particle results match 227 
the quasilinear predictions for energies above approximately 50 keV. However, at lower 228 
energies, the test particle PSD is lower than the quasilinear results within the loss cone. Additionally, 229 
the test particle results exhibit a similar shape in the PSD distribution within the loss cone. For a 230 
wave amplitude of 1 nT, similar PSD distributions are observed for all energy levels, and they are 231 
consistently smaller than the quasilinear expectations. The outcomes depicted in Figures 2D and 2E 232 
highlight that nonlinear interactions generate comparable PSD pitch angle distributions for different 233 
energy levels within the loss cone, all of which are lower than the quasilinear expectations. The 234 
specific nonlinear processes driving these observed features are analyzed in Section 3.2. 235 

 236 

Figure 2. The PSD evolution of the precipitating electrons driven by whistler-mode waves with 237 
different wave amplitudes. (A) Initial PSD distribution in equatorial pitch angle-energy space. The 238 
vertical black dashed line marks the loss cone. The white solid line marks the minimum resonant 239 
energy. (B) Precipitation PSD variation versus time, color coded for different energies. Dashed, 240 
dotted, and solid lines represent the model results using whistler-mode amplitude of 50 pT, 200 pT, 241 
and 1 nT, respectively. (C-E) Pitch angle distribution of electron PSD near the loss cone after 20 s of 242 
simulations using wave amplitude of 50 pT, 200 pT, and 1 nT, respectively, color coded for different 243 
energies. The loss cone is marked by the vertical dashed lines. The dotted lines are the results 244 
calculated with quasilinear methods. 245 

3.2 Nonlinear Processes Driving Electron Precipitation 246 

To investigate the specific nonlinear processes driving electron precipitation, we tracked the electrons 247 
that were precipitated at time 𝑡- = 20	𝑠. Their PSD distributions in the equatorial pitch angle-energy 248 
space at different times 𝑡+ are illustrated in Figure 3. Figures 3A and 3B display the tracing results for 249 
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models using a wave amplitude of 200 pT at 𝑡+ of 19.8 s and 19 s, respectively. The typical quarter-250 
bounce period of electrons is about 0.3 s (energy of 100 keV and pitch angle of 5∘). For a whistler-251 
mode wave with a fixed single frequency, electrons can only resonate with the wave once during one 252 
quarter-bounce period. Thus, the two timesteps illustrated the precipitation effects of 1 (t0 = 19.8 s) to 253 
about 3 cyclotron resonant interactions (t0 = 19.0 s) with whistler-mode waves. In both cases, sources 254 
located away from the loss cone contribute to the precipitation PSD for energies below 30 255 
keV, where PSD distributions of nonlinear characteristics were observed in Figure 2D. These source 256 
electrons are transported into the loss cone by the nonlinear phase bunching processes since diffusive 257 
processes cannot transport electrons nonlocally in just 1-3 cyclotron resonances. A diffusive 258 
precipitation mechanism would also result in a continuous PSD distribution, while discrete 259 
distributions are shown in Figure 3. Specifically, for an amplitude of 1 nT, the contribution of phase 260 
bunching electrons is dominant due to the dominant nonlinear anomalous scattering and phase 261 
bunching effects. For the case of 200 pT, both diffusive scattering and phase bunching contribute to 262 
precipitation, as denoted by the two initial PSD distributions separated by a gap (Figures 3A-3B). 263 
The gaps of PSD distribution are exhibited for both cases of 200 pT and 1 nT. These gaps arise due 264 
to the presence of anomalous scattering, which transport electrons to sufficiently large pitch angles 265 
and prevent them from precipitation. This pattern, observed in Figures 3A and 3B, is more 266 
pronounced when the wave amplitude is 1 nT by crossing the entire resonant energy range, as shown 267 
in Figures 3C and 3D. In this scenario, anomalous scattering dominates a significant range of pitch 268 
angle and energy, resulting in the substantial gaps illustrated in Figures 3C and 3D. Moreover, the 269 
advection effects of nonlinear phase bunching are evident in Figure 3C, as they transport electrons 270 
into the loss cone from pitch angles as large as 30° within a time span of 0.2 s. The outer pitch angle 271 
boundary of the gaps, which corresponds to the inner boundary of the phase bunching source, 272 
converges to smaller pitch angles as the energy increases. This observation aligns with the theoretical 273 
predictions presented by Albert et al. (2021) and Artemyev et al. (2021). The tracing results in Figure 274 
3 demonstrate that anomalous scattering plays a prominent role at lower energies and larger wave 275 
amplitudes, effectively preventing a majority of electrons from undergoing precipitation, as indicated 276 
by the gap right outside of the loss cone in Figure 3. The pitch angle range of the gaps resulting from 277 
these two nonlinear processes can extend up to 20° (30°) for wave amplitudes of 200 pT (1 nT). The 278 
only mechanism directly driving precipitation in the nonlinear regime is phase bunching. 279 

We further confirm this mechanism we propose, by comparing the tracing results with the theoretical 280 
analysis by Albert et al. (2021) and Artemyev et al. (2021). For anomalous trapping to occur, Albert 281 
et al. (2021) provides the criterion 𝛿 < 0, where 282 

𝛿 =
2
3

𝜂E P1 − 1
𝜂ES

E
%

J𝐵(𝐵+
L
E
%

𝜔
𝛺'
	𝐼F!B − 1. (6) 283 

Here, 𝜂 is the refractive index, 𝐵( is the wave amplitude, 𝐵+ is the background magnetic field, 𝜔 is 284 
the wave frequency, Ω' is the electron gyrofrequency, and 𝐼F!B is the resonant value of action 𝐼 (for 285 
the full definition see Equation (5) in Albert et al. (2021)). Similarly, Artemyev et al. (2021) provides 286 
the criterion for anomalous trapping as 𝑦G < 1, where 287 
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𝑦G =
2
3
𝜅
E
%𝑘E𝑐E

𝛾+
$
%𝛺'E

𝐼G𝛺'

𝑚!𝑐E J
𝐵(
𝐵 L

E
%
	 . (7) 288 

Here,  𝜅 = 𝛾+E − J
H$
D'
+ r𝛾+E − 1L

E
, 𝛾+ is the Lorentz factor of electrons, 𝑘 is the wave vector, 𝑐 is the 289 

speed of light,  and 𝐼G is the resonant value of action I (for full definition see Equation (6) in 290 
Artemyev et al. (2021)). 𝛿 and 𝑦G are equivalent parameters only in a slightly different format. For 291 
completeness, we show both parameters here. 𝛿 = 0 and 𝑦G = 1 are plotted in Figure 3 with solid 292 
and dashed lines, respectively. As is shown in Figure 3, the outer boundary of the gap qualitatively 293 
agrees with the theoretical boundaries. This confirms our proposed mechanism that the gap is due to 294 
nonlinear anomalous scattering. Note that the agreement between the test particle result and the 295 
theoretical boundaries is better for the amplitude of 1 nT than 200 pT. This is because the theoretical 296 
analysis is focused on the anomalous trapping while the positive bunching is not included, and the 297 
anomalous trapping probability is much larger for 1 nT. We will discuss the comparison with 298 
theoretical results in more detail in Section 3.3. 299 

 300 

 301 

Figure 3. PSD distribution of precipitated electrons at time 𝑡+, with 𝑡- being the time of 302 
precipitation. (A) PSD distribution at 19.8 s with an amplitude of 200 pT; (B) PSD distribution at 19 303 
s with an amplitude of 200 pT; (C-D) same as (A-B) but with an amplitude of 1 nT. The solid and 304 
dashed black lines are contours of 𝛿 = 0 and 𝑦G = 1, respectively, depicting the theoretical boundary 305 
of anomalous trapping. 306 
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Based on the analysis presented above, we discuss the mechanisms governing electron 307 
precipitation in the presence of nonlinear interactions. Figure 4B provides an illustration of the pitch 308 
angle-energy space, where the phase bunching boundary is depicted. This boundary represents the 309 
inner limit within which phase bunching can occur, transporting electrons toward the vicinity of the 310 
loss cone. The advection and diffusion effects associated with the phase bunching process 311 
determine whether the electrons move into or out of the loss cone. For equatorial pitch angles smaller 312 
than the phase bunching boundary values, the dominant effect of anomalous 313 
scattering causes electrons to scatter into higher pitch angles. Consequently, electrons within the 314 
phase bunching boundary cannot undergo direct precipitation through nonlinear interactions with 315 
whistler-mode waves. However, once they are transported outside of this boundary, 316 
they undergo precipitation through the phase bunching process. Furthermore, the phase bunching 317 
boundary converges to smaller pitch angles as the energy increases, as indicated by the values 𝛿 = 0 318 
and 𝑦G = 1 in Figure 3. 319 

We further quantify the precipitation in the nonlinear regime by calculating the precipitation flux 320 
ratio and comparing it to the quasilinear QES expectations defined in Equation (5). The comparison 321 
is presented in Figure 4A, where solid lines represent the test particle results and dashed lines 322 
represent the quasilinear results. Different colors correspond to different wave amplitudes. In the 323 
quasilinear regime, the test particle flux ratio aligns well with the quasilinear results, as 324 
demonstrated by the black lines representing an amplitude of 50 pT. For an amplitude of 1 325 
nT, the quasilinear theory predicts a completely filled loss cone for all resonant energies. However, 326 
the test particle simulations, which are dominated by nonlinear processes across the entire energy 327 
range, yield a smaller flux ratio compared to the quasilinear theory. For an amplitude of 200 pT, 328 
nonlinear processes dominate the precipitation for energies below approximately 30 keV, as 329 
evidenced by the results in Figures 3A and 3B, which were discussed earlier. Consistently, Figure 4A 330 
illustrates that the test particle flux ratio is smaller than the quasilinear results below approximately 331 
30 keV. However, for higher energies, the test particle results closely match the quasilinear 332 
ones, indicating that quasilinear processes are the main driving mechanism for electron 333 
precipitation in that energy range. Overall, the results suggest that nonlinear precipitation 334 
leads to a flux ratio smaller than that predicted by quasilinear expectations. 335 

 336 

Figure 4. (A) Precipitation to trapped electron flux ratio versus energy, color coded for different 337 
wave amplitudes. The dashed lines mark the quasilinear results, and the solid lines represent the test 338 
particle results. (B) Illustration of electron precipitation mechanisms in the pitch angle and energy 339 
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space in the nonlinear regime. Here, APT represents Anomalous Phase Trapping; PPB represents 340 
Positive Phase Bunching; PB represents Phase Bunching. 341 

3.3 Nonlinear Diffusion and Advection 342 

As is shown in Figure 4A, electron precipitation in the nonlinear regime is driven by the combination 343 
of various nonlinear processes. Thus, quantification of the nonlinear diffusion and advection is 344 
critical for the understanding of nonlinear precipitation processes. Figure 5 shows the diffusion 345 
coefficients based on quasilinear theory and test particle simulations for nonlinear waves (200 pT and 346 
1 nT). The bounce-averaged quasilinear coefficients are calculated based on Ma et al. (2018), and are 347 
shown in Figures 5A & 5D for amplitudes of 200 pT and 1 nT, respectively. Quasilinear diffusion 348 
coefficients at the equatorial loss cone (𝐷==|=A=#$) are used to calculate the flux ratio in Figure 4A 349 
following Equation (5). As is shown in both panels, 𝐷==|=A=#$ decreases with increasing energy. 350 
𝐷==|=A=#$ with the amplitude of 1 nT (Figure 5D) is also much larger than that with the amplitude of 351 
200 pT (Figure 5A), since 𝐷== ∝ 𝐵(E . Diffusion coefficients calculated using test particle simulations 352 
are shown in Figures 5B & 5E. The test particle diffusion coefficients 𝐷== are:  353 

𝐷==IJ =
1
2𝜏
2𝛼!" − 𝛼!"ttttt3

Ettttttttttttttttt (8) 354 

Here, 𝜏 is a quarter of electron bounce period, 𝛼!" is the electron equatorial pitch angle. For the 355 
amplitude of 200 pT, test particle diffusion coefficients show a similar range of values compared to 356 
the quasilinear results, but with a different distribution. The peak diffusion values are distributed in 357 
the middle of the resonant region (Figure 5B), instead of being near the minimum resonant energy 358 
(Figure 5A). Two sharp transition boundaries correspond to the maximum diffusion coefficients in 359 
Figure 5B. One is at the region of low energy and small pitch angle, extending from pitch angle near 360 
the loss cone and energy of ~30 keV to pitch angle of ~15∘ and energy of ~15 keV, which is at 361 
minimum resonant energy boundary. This boundary marks the phase bunching boundary defined in 362 
Figure 4B. The solid and dashed lines represent the theoretical boundaries from Albert et al. (2021) 363 
and Artemyev et al. (2021), as is shown above in Figure 3. Similar to the conclusions in Section 3.2, 364 
the theoretical boundaries agree with numerical phase bunching boundary qualitatively but show a 365 
small offset in pitch angle. For regions to the left of the boundary, diffusion coefficients from test 366 
particle simulations are much smaller than quasilinear results. This is because anomalous trapping is 367 
dominant for this region, and trapping processes result in only advection without diffusion. The other 368 
sharp transition boundary extends from pitch angles near the loss cone and energy of ~30 keV to 369 
pitch angle of ~45∘ and energy of 500 keV. This is the nonlinear boundary, i.e., the boundary 370 
between nonlinear and quasilinear regimes. Electrons to the left of this boundary interact with 371 
whistler-mode waves through quasilinear processes, which shows a similar diffusion coefficient 372 
distribution as the quasilinear results shown in Figure 5A. For the amplitude of 1 nT, only one of 373 
these two sharp boundaries exists, specifically the phase bunching boundary. This is because 374 
nonlinear interactions are dominant for the entire resonant region, and thus the nonlinear boundary 375 
disappeared. The theoretical bunching boundaries, also shown by solid and dashed lines, agree with 376 
the numerical boundary better compared to the case of 200 pT.  The maximum diffusion coefficients 377 
shown in both Figures 5B & 5C are located at the upper nonlinear or resonant boundaries. Such 378 
distributions are due to the strong modulation of diffusion coefficients caused by the nonlinear phase 379 
trapping, which is most significant when the resonant latitude is largest (Gan et al., 2020). However, 380 
as is shown in Section 3.2, phase bunching is the only process that directly precipitates electrons into 381 
the nonlinear regime. Thus, we calculate the diffusion coefficients specifically for phase bunching 382 
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electrons by excluding the modulation from phase trapping in the nonlinear regime. The phase 383 
bunching diffusion coefficients are calculated following the equation below: 384 

𝐷==JC =
1
2𝜏
2𝛼!"JC − 𝛼!"JCttttt3

Etttttttttttttttttt	 (9) 385 

The parameters are the same as those of Equation (8) but for phase bunching electrons only. The 386 
phase bunching electrons are identified by excluding the phase trapping electrons. Identification of 387 
phase trapping is described in Section 2.3. 𝐷==JC for amplitudes of 200 pT and 1 nT are shown in 388 
Figures 5C and 5F, respectively. Phase bunching diffusion coefficients are much smaller than the 389 
diffusion coefficients calculated from quasilinear theory or from all electron populations in the test 390 
particle simulations. This simulation result confirms the previous theoretical analysis as shown in 391 
Figure 8 of Frantsuzov et al. (2023). For the amplitude of 200 pT (Figure 5C), phase bunching 392 
diffusion coefficients are only distributed in the region below the nonlinear boundary. This is because 393 
phase bunching only exists within this nonlinear regime. The maximum phase bunching diffusion 394 
coefficients are distributed close to the two boundaries defined above. For the amplitude of 1 nT, 395 
phase bunching diffusion coefficients are distributed to the right of the phase bunching boundary 396 
since anomalous trapping dominates the region to the right. The maximum diffusion coefficients for 397 
the amplitude of 1 nT is also located close to the phase bunching boundary.  398 

  399 

Figure 5. Diffusion coefficients of different electron populations and wave amplitudes, within the 400 
equatorial pitch angle-energy space. (A) Quasilinear diffusion coefficients; (B) diffusion coefficients 401 
of all electrons from test particle simulations; (C) diffusion coefficients of phase bunching electrons 402 
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for the amplitude of 200 pT from test particle simulations. (D-F) same as (A-C) but for the amplitude 403 
of 1 nT. The solid and dashed white lines are contours of 𝛿 = 0 and 𝑦G = 1, respectively. 404 

Advection coefficients and the ratio of phase/anomalous trapping electrons are presented in Figure 6. 405 
Results for the amplitude of 200 pT and 1nT are shown in Figures 6A-6C, and Figures 6D-6F, 406 
respectively. As is shown in Figure 6A, phase trapping ratio, i.e., the ratio between the number of 407 
phase trapping electrons and the total population, is highest to the left of the phase bunching 408 
boundary, which reaches a value of 50%. Phase trapping advection is shown in Figure 6B, which is 409 
quantified by the average of equatorial pitch angle variation of the phase trapping electrons. Phase 410 
trapping advection is highest at the nonlinear boundary. Advection of the phase bunching is also 411 
denoted by the average of equatorial pitch angles for the phase bunching electrons. For small pitch 412 
angle region, phase bunching advection is positive due to dominant positive bunching processes, as 413 
shown in Figure 1B. The boundary of the positive advection agrees with the theoretical boundaries 414 
qualitatively well. Regarding the results for the amplitude of 1 nT (Figures 6D-6F), anomalous 415 
trapping probability reaches 100% within the phase bunching boundary. Phase trapping advection 416 
shows a similar distribution to that of 200 pT, with the highest advection at the upper resonant energy 417 
boundary, which corresponds to the highest resonant latitude. For advection of bunching electrons, 418 
positive bunching only occurs for pitch angles close to the phase bunching boundary with high 419 
energy. It is worth noting that the bunching processes are not possible for most regions left of the 420 
phase bunching boundary, due to the 100% trapping ratio. 421 

 422 

Figure 6. Phase trapping ratio and advection coefficients of both phase trapping and bunching 423 
distribution in equatorial pitch angle-energy space. (A) Phase trapping ratio; (B) advection 424 
coefficients of phase trapping electrons; (C) advection coefficients of phase bunching electrons for 425 
the amplitude of 200 pT. (D-F) Same as (A-C) but for the amplitude of 1 nT. Solid and dashed lines 426 
mark the theoretically calculated phase bunching boundary based on Albert et al. (2021) and 427 
Artemyev et al. (2021), respectively.   428 
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In Figure 7, we show the diffusion coefficients and advection coefficients of nonlinear processes with 429 
color coded lines for different energies to present their characteristics more clearly. Diffusion 430 
coefficients of phase bunching electrons for the wave amplitude of 200 pT are shown in Figure 7A in 431 
solid lines. As is shown in Figure 5C, for the amplitude of 200 pT, wave-particle interactions transit 432 
to the quasilinear regime as the electron pitch angle decreases and energy increases. We also show 433 
quasilinear diffusion coefficients of this region with dotted lines in Figure 7A for completeness, as 434 
phase bunching is not possible within the quasilinear regime. Pitch angle diffusion coefficients, 435 
shown in logarithmic scale, mostly decrease linearly as pitch angle increases. For nonlinear energy 436 
range (<40 keV), diffusion coefficients have similar values for a specific pitch angle, with the 437 
nonlinear pitch angle range extending to smaller pitch angles for lower energies. For higher energies, 438 
the quasilinear process is dominant. Quasilinear diffusion coefficients increase with pitch angle and 439 
decrease with energy. Such reverse in energy dependence corresponds to the flux ratio distribution 440 
versus energy shown in Figure 4A. The flux ratio also increases with energy in the nonlinear regime 441 
and decreases in the quasilinear regime for amplitude of 200 pT. Advection coefficients of phase 442 
bunching electrons (200 pT) are shown in Figure 7B. For energies within the nonlinear regime, phase 443 
bunching shows positive advection for small pitch angles and negative advection for larger pitch 444 
angles. The absolute values of phase bunching advection coefficients decrease with increasing 445 
energy. For quasilinear energies (above 40 keV), close-to-zero advection is shown due to the 446 
dominant diffusion process. Advection coefficients of phase trapping electrons are presented in 447 
Figure 7C, and they increase with increasing energy, as discussed above. Results of the amplitude of 448 
1 nT are shown in the same format in Figures 7D-7F. In this case, all energies shown are in the 449 
nonlinear regime. Phase bunching diffusion coefficients of 1 nT for energies also follow the same 450 
trend, except for the pitch angle range close to the inner-most phase bunching boundary. Maximum 451 
diffusion coefficients also increase with increasing energy similar to what is shown in Figure 7A for 452 
the amplitude of 200 pT, but for all energies. Advection coefficients of phase bunching electrons 453 
decrease with increasing energy in the case of 1 nT. For lower energy electrons (< 40 keV), only 454 
negative phase bunching advection is observed. For higher energies, advection is positive at small 455 
pitch angles, and negative at larger pitch angles. Advection coefficients of trapping electrons exhibit 456 
a similar pitch angle distribution and increase with increasing energy.   457 

 458 
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Figure 7. Diffusion coefficients and advection coefficients of phase bunching and trapping electrons. 459 
(A) Diffusion coefficients of phase bunching electrons interacting with the wave amplitude of 200 pT 460 
shown in solid lines, color coded for different energies. The dashed lines show the quasilinear 461 
diffusion coefficients in the quasilinear regime, where phase bunching is not possible. (B) Advection 462 
coefficients of phase bunching electrons; (C) advection coefficients of phase trapping electrons. (D-463 
F) Same as (A-C) but for the amplitude of 1 nT. 464 

4 Discussions 465 

As discussed above, the precipitation flux ratio transits from nonlinear characteristics at low energies 466 
to quasilinear characteristics at high energies, when the wave amplitude is 200 pT. For the amplitude 467 
of 1 nT, however, nonlinear characteristics persist for all resonant energies. The distribution of such 468 
nonlinear characteristics can be quantitatively analyzed through the nonlinear inhomogeneity ratio. In 469 
Figures 8A and 8B, we show the distribution of inhomogeneity ratio S, which follows Omura et al. 470 
(2007): 471 

𝑆 =
1

2𝜔<E𝛿∗E
	>uP2 + 𝛿∗E

Ω! − 𝛾𝜔
Ω! − 𝜔

S𝑉G −
𝑘𝛾𝑣KE

Ω!
w
𝜕Ω!
𝜕ℎ 		T	

(10) 472 

Here, 𝜔 = 0.3	Ω!+, 𝑣K is the perpendicular electron velocity, and the definition of other parameters 473 
can be found in Equation (1-11) in Omura et al. (2007). It is worth noting that 𝛿∗ is marked as 𝛿 in 474 
Omura et al. (2007). A different notation is applied here to avoid confusion with Equation (6). The 475 
criterion of |𝑆| < 1 characterizes the nonlinear regime. The boundaries of nonlinear regimes defined 476 
by |𝑆| = 1 are marked with black solid lines in Figures 8A and 8B, corresponding to amplitudes of 477 
200 pT and 1 nT. Within the nonlinear regime, 𝛿 = 0 and 𝑦G = 1 define the phase bunching 478 
boundary, which are represented by white solid and dashed lines in Figure 8. Nonlinear boundary and 479 
phase bunching boundary collectively define three regimes of different wave-particle interaction 480 
characteristics that are related to electron precipitation. The distributions of these three regimes are 481 
shown in Figures 8C and 8D for the amplitudes of 200 pT and 1 nT, respectively. Quasilinear regime, 482 
where only electrons very close to the loss cone are scattered into it and precipitated, is marked by 483 
green regions in Figure 8C. The red regions in these two panels mark the regime where electrons 484 
interact with whistler-mode waves through anomalous scattering. The blue regions mark the region 485 
where electrons undergo nonlinear phase trapping and phase bunching processes. As shown in Figure 486 
8C, for the amplitude of 200 pT and energy below ~40 keV, anomalous trapping and positive 487 
bunching transport electrons away from the loss cone and phase bunching dominates electron 488 
precipitation process. For energy above 40 keV, quasilinear diffusion drives the electron precipitation 489 
as the phase bunching boundary shifts closer to the loss cone. Such transition of driving mechanisms 490 
for precipitation at energy of 40 keV explains the flux ratio distribution shown in Figure 4A, which 491 
converges to quasilinear theory for energy above ~40 keV. For the amplitude of 1 nT, anomalous 492 
trapping remains as the dominant wave-particle interaction for small pitch angles in the entire 493 
resonant energy range. Thus, phase bunching drives electron precipitation for all resonant energies. 494 
This corresponds to the nonlinear flux ratio for all energies, as shown in Figure 4A for the amplitude 495 
of 1 nT. 496 

As shown in Figures 8A and 8B, the inhomogeneity ratio S is not calculated for small pitch angle 497 
regions, i.e., within the phase bunching boundary, which results in the gaps. This is because the 498 
inhomogeneity ratio S from Omura et al. (2007) is not suitable for analyzing electrons with very 499 
small equatorial pitch angles. The inhomogeneity ratio S is derived from Equation (5) of Omura et al. 500 
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(2007): )L
)<
= 𝑘(	𝑣∥ − 𝑉G), where 𝜁 is the relative phase between electron perpendicular velocity and 501 

wave magnetic field vector,  𝑣∥ is the parallel velocity of electrons, and 𝑉G = (𝜔 − Ω!/𝛾)/𝑘 is the 502 
resonance velocity. For small pitch angles, this simplified equation of phase variation is not accurate 503 
and a full version needs to be applied (Kitahara & Katoh, 2019): 504 

𝑑𝜁
𝑑𝑡 = 𝑘(	𝑣∥ − 𝑉G) +

𝑒(𝐸( − 𝑣∥𝐵N)
𝑚𝛾𝑣K

𝑐𝑜𝑠𝜁		 (11) 505 

Here, 𝑒 is the electron charge, 𝑚 is the electron mass, 𝐸( and 𝐵( are the wave electric and magnetic 506 
field respectively. The second term in Equation (11) becomes comparable to or even much larger 507 
than the first term when electron pitch angle is small and thus cannot be dropped out of the equation. 508 
This complication at the small electron pitch angle requires the derivation of a new form of 509 
inhomogeneity for the electron precipitation scenario. Albert et al. (2021) presented parameters 𝑅+, 510 
𝑅E, and 𝑅% which generalize the inhomogeneity parameter for small pitch angles regions. This is, 511 
however, not the focus of this paper and is left as future work. Although the current inhomogeneity is 512 
not applicable to the left of the phase bunching boundary (white lines), it is applicable to the right of 513 
it, when the second term in Equation (11) becomes much smaller than the first term. Thus, the 514 
transition energy determined from intersection between the black and white lines is still qualitatively 515 
valid. In conclusion, by combining the current version of inhomogeneity ratio and bunching 516 
boundary, we can roughly estimate the energy at which precipitation transits from nonlinear to 517 
quasilinear characteristics, which increases with increasing wave amplitude. However, a more 518 
accurate expression for inhomogeneity ratio is still crucial for accurate quantification of the nonlinear 519 
precipitation regime. 520 
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 521 

Figure 8. The distribution of inhomogeneity ratio and different regimes in electron equatorial pitch 522 
angle-energy space. (A) Inhomogeneity ratio (S) distribution for the amplitude of 200 pT. Black solid 523 
line marks the points where S=1. The white solid and dashed lines mark the theoretically derived 524 
phase bunching boundary from Albert et al. (2021) and Artemyev et al. (2021). (B) Inhomogeneity 525 
ratio S distribution for the amplitude of 1 nT. (C) Distribution of different regimes in pitch angle-526 
energy space for the amplitude of 200 pT. Green region represents quasilinear regime, where 527 
electrons are diffused into the loss cone via quasilinear processes. Red region marks the region where 528 
electrons are anomalously trapped or positively bunched away from the loss cone. Blue region marks 529 
the region where electrons can be precipitated through phase bunching processes. (D) Same as (C) 530 
but for the amplitude of 1 nT. 531 

The simulations in this paper assume a uniform wave amplitude, which may be approximated by a 532 
very long wave packet. As shown by Zhang et al. (2019), short and intense whistler-mode wave 533 
packets are also commonly observed in the Earth’s radiation belts. These short packets are able to 534 
resonate with electrons nonlinearly, but would significantly reduce the trapping effects, including the 535 
anomalous trapping (Artemyev, Neishtadt, Vasiliev, et al., 2021; Gan et al., 2020; Mourenas et al., 536 
2018). This may lead to a more diffusive precipitation process, which was discussed in Mourenas et 537 
al. (2022). The effects of wave packet length, and the wave coherency (Zhang et al., 2020) need to be 538 
considered in the numerical simulations and are left as future extensions of this paper. 539 
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5 Conclusions 540 

In this paper, we systematically estimate the combined effects of anomalous scattering and phase 541 
bunching caused by intense whistler-mode waves on electron precipitation. We proposed a new 542 
physical picture of energetic electron precipitation in the nonlinear regime. The transition of electron 543 
precipitation from quasilinear to nonlinear regimes is analyzed using current theories. Nonlinear 544 
diffusion and advection coefficients, which are crucial for the nonlinear precipitation processes, are 545 
also calculated using the test particle simulations. The key findings of this paper are summarized 546 
below: 547 

1. Nonlinear electron precipitation is driven by phase bunching right outside the phase bunching 548 
boundary, instead of right outside of the loss cone. 549 

2. Anomalous trapping and positive phase bunching prevent electrons within the phase bunching 550 
boundary from precipitation. 551 

3. Nonlinear precipitation region is determined by both the phase bunching boundary and 552 
inhomogeneity ratio and is dominant at lower energies. The maximum energy for nonlinear 553 
precipitation increases with increasing wave amplitude. 554 

4. Phase bunching driven precipitation leads to a smaller flux ratio compared to quasilinear 555 
expectations at the quasi-equilibrium state. 556 

5. Maximum phase bunching diffusion coefficients are much smaller than those from quasilinear 557 
theory. Phase bunching diffusion coefficients near the phase bunching boundary increase with 558 
increasing energy.  559 

The results from this study are based on purely parallel whistler-mode waves. Previous studies have 560 
also shown abundant large amplitude oblique whistler-mode waves with wave normal angles close to 561 
the resonance cone angle (e.g., Cattell et al., 2008; Li et al., 2016). The nonlinear effects for these 562 
quasi-electrostatic whistler-mode waves can be very different from parallel waves (Artemyev et al., 563 
2013; Goyal et al., 2017; Zhang, Artemyev, et al., 2022) and further investigation is needed to fully 564 
understand their roles in electron precipitation. 565 

Determination of phase bunching boundary is crucial to understanding precipitation in the nonlinear 566 
regime. Previous theoretical analyses have provided rough estimates of this boundary. However, 567 
these theoretical analyses are focused on anomalous trapping and do not consider positive bunching 568 
process. Thus, the theoretical results do not agree with the numerical results well for the case of 200 569 
pT where positive bunching also plays a significant role. Further numerical and theoretical studies 570 
that quantitatively determine the phase bunching are important and left as future work.  571 

As shown in this paper, the pitch angle distribution of precipitation PSD is different from quasilinear 572 
expectations in the nonlinear regime, which leads to a smaller flux ratio. This could be due to the fact 573 
that phase bunching diffusion coefficients near the phase bunching boundary is much smaller than 574 
quasilinear diffusion coefficients near the loss cone. Theoretical expressions of the nonlinear 575 
precipitation PSD distribution using nonlinear diffusion and advection coefficients could serve as an 576 
interesting future study. Potential results from these future studies could also contribute to improving 577 
the method of calculating whistler-mode wave intensity based on the electron precipitation ratio 578 
proposed by Li et al. (2013), which relies on quasilinear theory (Kennel & Petschek, 1966). It is also 579 
important to evaluate the relative contributions of the advection and diffusion coefficients in driving 580 
the electron precipitation, as well as determine the precipitation to trapped flux ratio. If the phase 581 
bunching advection coefficients are the dominant term, the precipitation ratio will be more sensitive 582 
to the electron pitch angle distribution and the large pitch angle gradient of the PSD near the phase 583 
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bunching boundary could potentially lead to local peaks or an inverse PSD gradient within the loss 584 
cone. On the other hand, if phase bunching diffusion coefficients are dominant, the electron pitch 585 
angle distribution near the loss cone are not sensitive to the electron pitch angle distribution, similar 586 
to what was predicted by the quasilinear theory (e.g., Kennel and Petschek, 1966), although the 587 
distribution would be different from the quasilinear prediction due to the different diffusion 588 
coefficients from phase bunching, as discussed above. 589 

Inhomogeneity ratio has been commonly used to estimate the nonlinear effects of whistler-mode 590 
waves. However, as discussed in this paper, previous analytical expressions of the inhomogeneity 591 
ratio are not applicable concerning the precipitation problem, since the electron pitch angle is small 592 
and major assumptions of the derivation of these inhomogeneity ratios become invalid. Further 593 
studies on the correct form of inhomogeneity ratio at very small pitch angles are essential to our 594 
understanding of the role of nonlinear interactions in electron precipitation. This is beyond the scope 595 
of this paper and is left as a follow-up study. 596 
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