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Abstract. In this paper, we are interested in the design of optimized Schwarz domain decom-
position algorithms to accelerate the Krylov type solution for the Stokes—Darcy system. We use
particular solutions of this system on a circular geometry to analyze the iteration operator mode
by mode. We introduce a new optimization strategy of the so-called Robin parameters based on a
specific linear relation between these parameters, using the min-max and the expectation minimiza-
tion approaches. Moreover, we use a Krylov solver to deal with the iteration operator and accelerate
this new optimized domain decomposition algorithm. Several numerical experiments are provided to
validate the effectiveness of this new method.
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1. Introduction. The Stokes—Darcy model, which couples the fluid flow and
porous media flow, arises in many applications, such as interaction between surface
and subsurface flows [13, 16, 47], petroleum extraction [1, 31, 32, 41, 42, 54], and
industrial filtration [24]. The Stokes and Darcy flows are coupled through three inter-
face conditions including the one describing the conservation of mass, the condition
describing the balance of the forces, and the Beavers—Joseph—Saffman—Jones (BJSJ)
[45, 59] interface condition. Due to the numerical complexity of this coupled system,
several methods have been developed to efficiently solve this problem including domain
decomposition algorithms [7, 10, 18, 19, 21, 22, 37, 39, 40, 52, 60], Lagrange multiplier
and partitioned time stepping methods [20, 33, 48, 56|, discontinuous Galerkin and
coupled finite element methods [3, 11, 8, 15, 36, 43, 46, 51, 57], and many others
[2, 6, 38, 49, 55, 61]. Because Stokes and Darcy equations are coupled through a
common interface using suitable conditions, it is appropriate to use nonoverlapping
domain decomposition methods to reduce the original coupled system to two separate
problems solved independently by using adequate methods in each subdomain.

It is well known that the Robin type domain decomposition method (DDM) is an
effective technique for second-order elliptic problems originally introduced by Lions
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in [50]. In the case here, the Robin transmission conditions with Robin parameters
can be viewed as the zero-order approximation of optimal transmission conditions
involving Dirichlet-to-Neumann operators [44]. Then the optimized Schwarz meth-
ods [25, 27, 30] further significantly enhanced DDM convergence properties. This
resulted in many related research works mainly consisting of the design of robust
DDM for various equations, such as the second-order elliptic equation [23, 26, 28, 53],
the diffusion-reaction problems [4, 29, 34|, the Stokes—Darcy model [17], the fluid-
structure interaction with spherical interfaces [35], and many others.

The aim of this work consists of improving the Robin—Robin DDM algorithm
proposed in [14] by optimizing the transmission conditions. Generally speaking, we
propose to appropriately choose the Robin parameters by following the framework of
the procedure performed in [17] where the authors used Fourier techniques to explicitly
express the rate of convergence on a particular geometry with a straight line interface,
and then derive these optimal parameters. The method in [17] led to a hyperbolic
relation coupling these Robin parameters which, in turn, produced a robust and fast
algorithm. In this paper, we follow a similar procedure on a circular geometry and
propose a new relation between the Robin parameters. It is a linear equation based
on the line which connects the two Robin parameter pairs for the minimum mode and
the maximum mode of the hyperbolic relation.

To obtain the optimal Robin parameters in this paper in the case of the new pro-
posed linear relation, we use the well-known min-max and expectation minimization
techniques. For the min-max approach, we first prove that the maximum spectral
radius using the corresponding optimal parameters to this relation is less than one.
This result is also satisfied in the case of the hyperbolic relation introduced in [17].
In the context of some realistic values of hydraulic conductivity and viscosity, which
are usually small in practice, we prove that the obtained maximum spectral radius
using the linear relation is smaller than the one obtained with the hyperbolic relation.
Indeed, Remark 5.11 provides several observations regarding the advantages of the
linear relation. For the expectation approach, although the analysis is difficult due
to the formula complexity, we observe an improved spectral distribution which will
accelerate the convergence of the iterative method when using Krylov solvers [62, 58].

The rest of this paper is organized as follows. In section 2, we introduce the
Stokes—Darcy system with the BJSJ interface condition. In section 3, we review the
Robin-Robin DDM and the Robin transmission conditions. In section 4, we analyze
the spectral radius of the iterative operator using a modal analysis. In section 5, we
present and analyze the optimal Robin parameters corresponding to the new linear
relation. In section 6, we describe the Krylov solver named Orthodir used in this work
to deal with the iterative procedure. Finally, we provide some numerical experiments
to confirm the effectiveness of the optimal Robin parameters in section 7 and draw
the conclusion in section 8.

2. Problem setting. We consider the coupled Stokes—Darcy system on a bound-
ed domain = Qp U Qg C R? (d = 2,3), where Qp is the porous media domain and
Qg is the free-flow domain; see Figure 1.

The free flow in Qg can be governed by steady Stokes equations: find the fluid
velocity ug and the kinematic pressure pg, such that

(2.1) -V -T(us,ps) = fs, V-us=0,

where T(us, ps) = 2uD(ug) — psl is the stress tensor, D(us) = 1/2(Vus + V' ug)
is the deformation tensor, u is the kinematic viscosity of the fluid, and fg is a given
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Fic. 1. Schematic of the computational domain with the interface T.

external force.
The porous media flow in Qp can be described by Darcy equations: find the fluid
velocity up and the hydraulic head ¢p, such that

(2.2) up = —KV¢p, V-up= fp,

where fp is a source term and K is the hydraulic conductivity tensor. In this paper, we
assume that the media in p is homogeneous isotropic, i.e., K = KT with a constant
K, and consider the following primary formulation for the Darcy system:

(2.3) - V- (KVép) = fp.

Let T' = 0QpNINg be the interface shared by the fluid and porous media regions.
On the interface I', we consider the following three interface conditions:
(2.4)
ugsng = —upnp, —7;(T(us,ps)ns) = atjus, —ngs(T(us,ps)ns) = g(ép—=2),

where ng and np denote the unit outer normal to the fluid and the porous media
regions on the interface I', respectively, 7; (j = 1,...,d—1) denote mutually orthogo-
nal unit tangential vectors to the interface I', « is a constant depending on p and K, g
is the gravitational acceleration, and z is the height in the definition of the hydraulic
head. The second condition is referred to as the BJSJ interface condition [45, 59].

We assume that the hydraulic head ¢p and the fluid velocity ug satisfy the
homogeneous Dirichlet boundary condition except on I', i.e., ¢p = 0 on the boundary
O0p\I' and ug = 0 on the boundary 0Qg\TI.

The spaces that we utilize are

Xg={ve[H(Q)]Y | v=00n00\I'}, Qs =L*Qs),
Xp={¢Y€ H(Qp) | ¥»=0o0n 00p\T'}.

For the domain D (D = Qg or Qp), (-,-)p denotes the L? inner product on the
domain D, and (-,-) denotes the L? inner product on the interface I or the duality
pairing between (Héf(I‘))’ and H(%Z(F).

With these notations, the weak formulation of the coupled Stokes—Darcy problem
is given as follows [12, 22]: find (ug,ps) € Xs X Qs and ¢p € Xp such that

(2.5a)
as(us,v) +bs(v,ps) +ap(¢p, ) + (9¢p,v - ns) — (us - ng,v)
+ a(Pr(us), Prv) = (fp,¥)ap + (fs,v)as + (92,0 ng) VveXs, e Xp,
(2.5b)
bs(us,q) =0  Vqe€Qs,
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where the bilinear forms are defined as

ap(¢p,v) = (KVop,Vi)a,, as(us,v) =2u(D(us),D(v))as,
(26) bs(’U, q) = 7(v - v, q)ﬂsa

and P, denotes the projection onto the tangent space on I', i.e., Pru = Z?;ll (u-Tj)T;.

The system of (2.5a) and (2.5b) is well posed for fs € [L?(Qs)]¢, as shown in [12, 22].

3. Nonoverlapping domain decomposition method. Let v¢ and v, be two
positive constants called Robin parameters. For given functions ny € L?(I') and
np € L*(T"), we consider the Robin boundary conditions on the interface I' for the
Stokes and Darcy equations

(3.1) ng - (T(us,ps) -ns) +vrus -ns =ny, BKVép -np+ gop =1np.

Under these boundary conditions, the coupled weak formulation (2.5a)—(2.5b) can be
decoupled as follows:

as(ug,v) + bs(v,ps) + v¢{us - ng,v -ng) + a{Prug, Prv) = (fs,v)ay

(3.2a) + (n;,v-ng) Yve Xg,
(3.2b) bs(us,q) =0 Vqe€Qs,
and

63 anp )+ (Z2.0) = (o ey + (Lv)  VeeX.

The compatibility conditions for the equivalence between the coupled Stokes—Darcy
system (2.5a)—(2.5b) and decoupled Stokes—Darcy system (3.2a)—(3.3) with Robin
boundary conditions (3.1) at the interface I' are given in [14] by

(3.4) Ny =Yfus - Ng — gPp + gz, Np = Ypus - ns + gdp.

From (3.4), we have

1
Nf =Yfus -Ns — gop + gz = V¢ (,y(np - gsbn)) —gép + gz
p

(3.5a) = ﬁnp — <1 + W) gop + gz,
Tp Tp
Np = YpUs - g + gop = YpUs - g + (=15 + vus - ng + gz)
(3.5b) =—ny+ (vr + wlus - ns + gz.

Now we review the Robin—Robin domain decomposition algorithm [14]:
1. Give the initial values 772 and 77?.
2. For £k =0,1,2,..., independently solve the Stokes and Darcy systems with
Robin boundary conditions. More precisely, ug € Xg and p’;« € Qg are
computed from

(3.6a) as(u§, v) + bs(v,p§) + 75 (u§ - ng, v - ng) + a(Puf, Pro)
= va” ‘ng) + (fs,v)os Vv € X,
(3.6b) bs(ub,q) =0 Vg€ Qs,
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Fi1a. 2. A sketch of the circular domain.

and ¢’B € Xp is computed from

k k
(3.7) aD(¢IB71/))+<g;bDJ/1> = <Z/pa'¢}>+(fDa¢)QD Vi € Xp.

p p

3. Update nf*! and n’}“:

(3.8) nith = any + bgdh + gz, nETh = onf + duf -ng + gz,

where the coefficients a, b, ¢, d are chosen based on (3.5):

a:ﬁ’ b:*];*a, C:—l, d:")/f+'}/p

Tp

4. Modal analysis. In order to optimize the convergence of the Robin—Robin
algorithm by Krylov subspace method, we now use the modal analysis tool [5, 7, 27]
to investigate convergence properties of the related iteration operator on a circular
interface shown in Figure 2. For the sake of analysis, we assume that g =1,z = 0.

Combining the Robin boundary conditions (3.1) with the updating processes (3.8)
in the above Robin—-Robin algorithm, we obtain
(4.1)
wWKVép -np+¢p =cns+dus-ng, ng-(T(us,ps) -ns)+vrus-ns = an, +bdp.

Our study is then reduced to the decoupled continuous Darcy problem

(42) {u’;,+Kv¢’5:0,v-u’]g=o in Qp,

fypKqukD -np + (b’f) = n;f on I,

and the continuous Stokes problem

pAuf —Vpk =0, V-uk =0 in Qg,
(4.3) uk =0 on X,
u 15 =0, ng - (T(uf,p§) -ng) +vjul -ng=nf onT,
where I' = 9Qp N9INg and ¥ = 9Ng \ T
Performing one iteration with n* = (777;, 77;;

k k
k+1 C”]p + b¢D
(4.4) = (cn’; +duf -ng )"

)T consists of computing
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From (4.4), we define the iteration operator of the algorithm A : n € (L?(I"))?
An € (L(T))? by

(4.5) A= (g 2) ,

where S : ny € L3(T') — Sny € L*(T') is the Stokes component and D : 5, € L*(T) —
Dn, € L*(T) is the Darcy component. Following [7], we define the basis functions in
L3(T") by

1
ous

then obtain the modal decomposition of the Darcy and Stokes operators.

H,,(0) = em™ 9 el0,2n], meZ,

PROPOSITION 4.1. The operator D in (4.5), which is related to the Darcy problem
(4.2) and defined from L*(T) to L*(T) by

(4.6) Dnp = anp + bop,
has the decomposition Dny = . 7 Dimilp.m Hm (0) with
K Ry -1
(4.7) Dy = —1, _ yKiml/ R, (m #0),

"y Klm| /Ry 41
where 1, = 3 7 Np.mHm(0), and Ry is the radius of the Darcy domain Qp.
Proof. Following the proof of Proposition 4.1 in [7] and using (4.2) and (4.6), we

similarly obtain the modal coefficient D, in (4.7).

PROPOSITION 4.2. The operator S in (4.5), which is related to the Stokes problem
(4.3) and defined from L*(T) to L*(T") by

(4.8) Sng =cny +dus - ng,

has the decomposition Sny =3 7 Smig.mHm(0) with
VoMo /1t = Nom

4.9 So=-1, Sp=———"—"— (Mm#0),

(49) : D m0)

where ny =Y coNf.mHm(0), and My, Ny, in [7] are as follows:

R2
—71()\2—1)+h11n)\7 |m| =1,
(4.10) M, = leH_l h
==+ e (L= A7) > 1,
2(|m| = 1) Ry
_plml w2
(4.11) Ny =Ry + + —M,,, |m|>1,
Rim Ry
with
(4.12)

RZ(\—1)/2+ (N2 —1)
2 mA+r(\2-1)/2 Il =1,
Im| — 114 A720mFD (A2 — 1)(jm| +1) — 1)
m|+1 (A2 =1)(Jm| = 1) +1 = A=2(ml=1) 7

and A\ = Ry/R; > 1. Here Ry is the radius of the Stokes—Darcy domain SQ.

hm, =

Ry p2(Iml+1) m| > 1,
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Proof. Following the proof of Proposition 4.3 in [7] and using (4.3) and (4.6), we
similarly obtain the modal coefficient S, in (4.9). d

Using the previous propositions, the iterative operator A =3, A, H,,(0) can
be written as follows:

(4.13) Mzmxkﬁmngélﬁmmﬂ%@

meZ lp,m

with

vfK|m|/R1—1

0 Jpiml/ i -
(4.14) Ay = (SO D()”) = (vam/uNm 'yme|/R1+1> )
" %4 Mo [+ N 0

Before analyzing the convergence of the iteration operation by studying the coefficients
A, we first provide the following asymptotic result needed in this analysis.

PROPOSITION 4.3. Let M,, and N,, be defined as in (4.10) and (4.11), respec-
tively. Then, for |m| > 1, we have

(4.15) _ﬁZ:};<1+umy-n<Jn+g:>),

where

= (1= X723, — (A2 = 1)(jm| - 1),
_ (Iml =1\ (= D(jm|+1) — 14 p2mi+2
o = (Iml + 1) A2 —1)(|m|—1) + 1 — x2=2ml’

(4.16)

Moreover, we have

Ny, 2 |m|?
4.1 _— 1 _—
( 7&) Mm Rl |m| ( +0 (/\2|m—2 _ |m|2)> ’
Ny, 2 4 12 12
4.1 — = —1_2
(4.17D) M, &(*WVD+M21V+M21P)

and in particular,

i A ) gm 2m o
im — =—|m im — = —|m|.
|m|—+o00 Mm R1 ’ A——+o0 Mm R1
If Im| = 1, we have

N, 2 1 B
4.18 I 5 I
( ) M1 R1 ( + (&3] + 2&1) ’

where a; = In(A\)B; — (A2 —1) and B; = % In addition,
(4.19)

Ny 2 A2 . . Ny 2 . N;
ST G th lm ~f = = lim ~b = foo.
My R ( i (ln()‘))‘2 - (A= 1))) DS e M T R ST M, e
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Proof. From the definitions of M, and N,,, we can directly obtain (4.18) and
(4.15) by symbolic calculations. It follows from the definitions of a; and 3y that
(4.20)

>\2(>\2 _ 1) 2 2 2 2
Substituting (4.20) into (4.18), we have (4.19). Similarly,
(4.21)
5 —0 |m|)\2|m\+2 0 mA2lml+2 —o A2lm|
TN+ )2 = 1(m 1)) T \mPA2 = A2 —|m|2 ) im| )"

(4.22)
2|m|
= O((1— X725, — (2~ 1)(jm| — 1)) = O (A - A2|m|) ,

Im]
(4.23)
1B L+ jmf?
. Pm_p m 140 .
om | o 22l A2 - (Vlm? - m2>

[m]

Then we directly obtain (4.17a) from (4.23). Equation (4.17b) can be obtained by
simple calculations. 0

THEOREM 4.4. Let p(A,,) be the spectral radius of A,, defined in (4.14). When
Yf = Yp, we have

(4.24) p(Ag) =1 and p(A,) <1 form#D0.

Proof. It was proved in [7] that M, > 0 and N,, > 0 for m # 0. It is easy then
to see that |D,,| < 1 and |S,,| < 1 for 74 =, = . This implies in this case that
|D,,Sm| < 1, and therefore, p(A,,) < 1 for m # 0. We can also proceed by setting
Cpn = ]\J\/{ and use the definitions of D,, and S,,, to obtain

m

_ pKm|[/R1 —17%Cn/p—1

W Kml|/Ri+175Cn/pu+1

(VIm|Crn K/ (pB1) + 1) — (vpK[m|/ By + Cravp/ 1)
(Vs IM|Cn K/ (nR1) + 1) + (v K|m|/ Ry + Crayy /1)

D Sm

(4.25) -

It is easy to find that |D,, Sy, | < 1 for v = 7, = ~, which means that p(A,,) < 1 for
m # 0. d

Because p(Ag) = 1, the iterative method may not converge. In this paper, we
are interested in using a Krylov subspace method instead of the Jacobi type iterative
method in order to avoid this constraint. Using (4.25), we obtain that

(4.26) lim DSy = — 1L

[m|—+oo Yp

which suggests that in order to have |D,,S,,| < 1, we need 7y < 7,. However,
practically the solution is only represented by a finite number of modes m. The
following corollary provides another approach in the choice of the parameters.
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A
1A
A
A

We—

o =) o o o 0 B s 0 @ w0 e w2 0 0
m m m m

F1G. 3. Distribution of the spectral radius of Am on different parameters ~vg,vp. Here K =
1, =1 for the first two subfigures and K = 1075,y = 10~6 for the last two subfigures.

COROLLARY 4.5. By choosing vy and vy, satisfying
(427) i K/20) =1, wKlml/Ry + Coyg /i 25 Klml /Ry + oo/ 11,

we have |p(An)| < 1.

Proof. If m is fixed, knowing that all the coefficients in (4.14) are positive and
using (4.25), the result follows from the fact that in order to obtain a smaller spec-
tral radius, we can choose ¢ and 7, such that the term ~,K|m|/Ry + Cpys/p is
much larger than the term vy K|m|/Ry + Cp,y,/p and the term ~y,y,|m|Cy K /(11 R1)
keeps moderate values. Using (4.17a), we find vy, |m|Crn K/ (R1) S v K/ (21).
Therefore, we can set 7 and 7, to satisfy (4.27). d

Remark 4.6. Figure 3 displays examples of the spectral radius with respect to
different choices of vy and v, as well as different coefficients K and p. We can observe
that the choice of v, and -y, is crucial as it can lead to a very fast convergent or
divergent iterative algorithm. Following the condition (4.27), we suggest the following
settings in the choice of these parameters:

e For moderate ;1 and K, set vy <y, with moderate v¢ and -,.

e For moderate ;v and small K, set v > 7, > 1.

e For small p and moderate K, set 1 > 5 > ,,.

e For small p and K, set v > vp,v7 = 1,7 < 1.
From the above settings, we can see that when K or p is small, to obtain |A4,,| < 1,
we need vy > 7,. However, when K and p are moderate, the condition vy < 7,
is necessary. The results coincide with the theoretical and numerical results in [9].
To verify the above choices for parameters, in Figure 3 we show some choices of
parameters satisfying or not satisfying the above settings. The results validate the
above settings.

Remark 4.7. From the expansion form (4.17a), we know that N,,/M,, exponen-
tially approximates 2|m|/Ry, which is shown in Figure 4. When ) is moderate, there
are few points far away from the asymptote, which means that the simple approxi-
mation 2|m|/R; is a good substitute for N,,/M,, for almost every mode.

Remark 4.8. Tt is interesting to further understand the connections and differ-
ences between this paper and two important related works [7, 17]. First, while we
follow a local operator idea in this paper, there are also some nonlocal operator ideas
in the literature. For example, if v = % and v, = % are chosen in (4.14), we
have A,, = 0, which implies the optimal convergence. However, this idea leads 7
and 7, to be nonlocal operators (see [7] for more about nonlocal operators). On the
other hand, using (4.17a), we find that
Rlﬂ Nm - 2,U,

K |m|M,, =~ K’

(4.28) YV =
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™

o 5 10 15 20 2 @ 5 4 45 5
Im|

Fic. 4. Change of ]Jb\;—m with respect to m for different Ry and A.
m

which is consistent with the hyperbolic relation in [17]. This relation was utilized
in [17] to derive the parameter optimization, whose conclusions will be recalled in
subsection 5.1. In this paper, our idea is to develop the linear relation for deriving
the parameter optimization in subsection 5.2.

5. Optimal Robin parameters. Although Corollary 4.5 can provide an effec-
tive strategy in the choice of the Robin parameters, it is still possible to use opti-
mization methods to optimize these parameters for a better convergence in the case
of many practical situations.

In this section, we describe how to achieve optimal Robin parameters from the
explicit form of the iteration operator. Without loss of generality, we consider contin-
uous m with the case of m > 0 in the following analysis. Denote the spectral radius

by p(’y.f7'7p7m) = ‘DmSm| = |g('7f’7p’m)‘7 where

o Sy = <7me/R1 - 1) <vpcm/u—1>'

YpKm/Ry +1 Y Cm/p+1

Our analysis of the rate (5.1) consists of finding optimal coefficients 7, and 7y in
order to improve the convergence using Krylov methods. As we can see, the rate of
convergence (5.1) is composed of two terms related to Darcy and Stokes problems,
and the latter is given in function of the quantity C,, which is technically difficult
to manipulate. For this reason, we propose using the expansion of C), for large m.
Recall that C,, = M,,/Ny,, where M,,, Ny, are defined by (4.10) and (4.11) and
the expansion for large m is computed for N,,/M,,. On the other hand, our goal
is to design an improved algorithm for each mode. Therefore, in the following we
investigate the effects on this change mode by mode, by numerically studying

N, 2m
5.2 E(m) = 2 - ——.
(5.2) (m) =31~ %,
We also note that £(m) = 0 if
1 B 1 b1
. — 4+ = D, —+,—= =1
5.9 Lm0 =),

where ayy,, B, and «q, 81 are defined in Proposition 4.3. Denote e(m) = (O% + %)
—1, m>1,ande(l) = a%—i—% Using Proposition 4.3 and some simple computation,
(5.3) is nearly satisfied as

m-(m — —(2m —4)(m” — + (m° —om + —2m
_ 2( 1))\2m+4 (2 4)( 2 1))\2m+2 ( 3 3 4)>\2m ) )\2
e(m) - (m _ 1)()\4m+2 _ m2)\2m+4 + 2(m2 _ 1)A2m+2 _ m2)\2m)
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o 2 4 & 8 1 12 14 18 18 2
m

F1c. 5. Effect of the negligible part of Ny, /My, with respect to m.

2
m > 1,

which decays exponentially with mode m; see Figure 5. However, even if £(m) or
e(m) is not very well approximated at the first few modes, the effective convergence
of the algorithm will not be affected when using Krylov subspace methods to deal
with the iteration operator.

Using the approximation mentioned in Remark 4.7 and shown in Figure 4, the
rate of convergence (5.1) becomes

2ﬁm7p> lf’yff(m
2pm + vy 14+ y,Km

(5.4) g(7f77p7m) = < ) %g(vf,'yp,m),

where 1 = /Ry and K = K/R:. Generally speaking, writing g(v¢, Vp, m) = DS,
we can observe that |D,| < 1 (resp., |Sm| < 1) if vf < 7p (resp., vp < 7¢). We will
see that the proposed method has an improved rate compared with the one proposed
in [14] where v = 7,.

Note that the spectral radius p = |g(7f,vp, m)| in (5.4) is similar to the reduction
factor in [17], where three methods of optimization were introduced including the
Taylor approximation, the classical min-max, and the minimization approaches for
the expectation of the reduction factor. The last two optimization techniques are
based on the hyperbolic relation of Robin parameters in (4.28). In the rest of this
section, we review this method and then present the new one based on a linear relation.
Following [17], we consider the interval [mmpin, Mmax] of mode m where the lowest
mode Muyin = 7/L (L being the length of the interface I'). On the other hand, for the
discrete mesh size h of 2 in the numerical implementation, we set the highest mode
Mmax = 7/h following the references [17, 29].

5.1. Hyperbolic relation. In this subsection, we review and explain the two
optimization techniques mentioned above, based on the hyperbolic relation v, = %”,
which has been discussed in detail in [17].

5.1.1. The classical min-max approach. This approach consists of finding
¢ and 7, satisfying the hyperbolic relation such that the Robin parameters minimize
the spectral radius over all the relevant modes m. We recall the following proposition
from [17].

PROPOSITION 5.1. The solution of the min-mazx problem

(5.5)
min2~ max p(Yf:¥p,m) = min_max {p(Y, Yps Mmin), P(Vf: Vps Mmax) }
v yp=2E ME[Mmin,Mmax ypyp=2E
K K

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.



Downloaded 08/25/22 to 138.26.16.87 . Redistribution subject to SIAM license or copyright; see https://epubs.siam.org/terms-privacy

OPTIMIZED DDM FOR STOKES-DARCY B1079

Fi1G. 6. Change of the spectral radius with respect to vy for the hyperbolic relation case.

is given by the pair

o7 ,

~ ~ 2
_ 1- 2/,:[j[(Tnmin"’nmax + 1- 2,I/II(W,LIninWlma,x + @
[?(mmin + mmax) [A{v(mmin + mmax) [?

ryp k(mmin + mmax) K

~ ~ 2

1- 2~Kmminmmax 1- 2NI(nlminP’nmax 20
R + £ +2E
K(mmin + mmax)

Moreover, p('y;,'y;,m) < 1 for all m € [Mumin, Mmax] -

Remark 5.2. From the proof of Proposition 3.3 in [17], we can find that

~ 2
(vr,m) = p( )| 2 (Bom 1
m) = m P = — M
P PO T =38 = 2\ 2im + 7

. e . 1 . . 1 _
is always positive, decreasing for 71f < —IN(T and increasing for vy > o There
Kmmax’ KMumin
optimal parameter pair (’y}, 7;), the spectral radii of my,;, and mpyay are equal, i.e.,

PV} Vs Mumin) = P(VF: Vps Mimax)-

5.1.2. Minimization of the spectral expectation. As discussed in [17], the
min-max approach does not necessarily lead to the fastest convergence of Krylov
methods. Therefore, in [17] the authors further consider the minimization approach
of the spectral expectation, which is to find v and -, satisfying the hyperbolic relation
such that the Robin parameters minimize the expectation E(vs,7,) of p(vf, vp, m)
on the set Ay = {~v; > 0: p(vs,vp, m) | 25 < 1Ym € [Muyin, Mmax] }:

fore, we can obtain that 7} € | |; see Figure 6. Particularly, for the

VP =%
5.6 min  E(vy¢, = min F ,
(5.6) S (v, ) 1= min E(3y)
"ff"rp:7M
where
1 Mmax
E(vy) = E(Wﬁp”w%:% = m/ P(vf,Vp, m)dm
max min Jmpin
7K (ViK +27)°

20 20K (2immax + 75) 27imin + 77)

(VK +20) 1 ((2Fmmas + 7y
212 (Mmax — Mmin) 20Mmin + 775 )
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From Lemma 3.5 of [17], the set Ay has no upper bound for some cases. We note
that the solution of the minimization problem (5.6) with A is equivalent to that

with A% :== Ay N (0, fmi ]. In fact, let 8WE(1/(I~(m)) := N(m)/D(m); then we can

min

derive

D(m) = =202 K (2fimumin + 1/(Km))? (2iimmax + 1/(Km))?(Mmax — Mmin) < 0,

. 873 e
— 4 2 _ 2 . Rl _ . - )
N(m) = (8,u (mmax mmln) + [N(m (mmax mmm) =+ 23 (mmax mmm)
32~4 min//tmax 8~3 E E
* <‘LHnQWL( I2nin - m?rnx) + ~‘u (mdmin - mfnwx)
m ‘ Km3 <
1042
i~ ) ) + N (m)
~ 4mminmmax
< 8:Ll‘4(mr2nin - m?nax) (T - ]-)
8~3 m2. + m2 + MminMmax
+ 7~’u (mmin - mmax)( i Hmax 2 — 1)
Km m
2~2 5 min max
2 i = ) (2 M) g
K2m3 m

where N,(m) is the remaining part of N(m) consisting of some negative algebraic
expressions. Particularly N(m) < 0 when m < muy,. Hence, we have 0, E(yy) > 0
for any vy > 1/(I~(mmin).
Due to the complex algebra expression of E(yy), we consider a simple numerical
approximation y;;, instead of the analytical optimal parameter 7y, following the steps:
1. Divide the interval A} into n equal subintervals and denote the point set by
{7 Yimor , ,
2. For each point 7%, compute E(v}).
3. Find the index s € {0,...,n} such that E(v}) is the minimum of {E(’Y})};o
and set v} = 7}.

Remark 5.3. In [17], the restriction Ay is used. In this paper, we propose replac-
ing A} by a simpler Zy, which will be defined in the following subsection.

5.2. Linear relation. The hyperbolic relation is not the only choice for selecting
the Robin parameters. From Figure 5 in [17], we can see that any curve connecting the
two end points of the hyperbola can also cut off all the contour lines. In this section,
we introduce a simple and effective linear relation for an alternative optimization
technique of the Robin parameters. These parameters (y; and +y,) are then computed
using the classical min-max and the minimization of the spectral expectation methods.
From the expression of g(vf,7p, m), we note that for the extreme points mmn and
Mmax, the parameters pairs (ys,7,) reach optima (i.e., p = 0) at (f{ 1 ,Qﬁmmin)

Mmin

and (f( L Qﬁmmax), respectively. Hence the linear relation we propose is as follows:

Mmax

(5.7) Vo = (—Qﬁkmmmmmax) v5 + 20 (Mmin + Mmax) = pyr+q, 5 €Iy,

where Z; = [ 1 ¥]

{?mmax ’ f{mmin
notation m = 5 (Mmin + Mmax) and M = MminMmax-

To simplify the following discussions, we define the
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5.2.1. The classical min-max approach. First, we obtain the following basic
conclusion for the min-max approach with the linear relation.

PROPOSITION 5.4. Let (v},7,) be the solution of the min-maz problem

min max  p(vs,Yp,m)
Yp=PYf+a me [mmin 7mmax]

5.8 = min  max ) > Mmin ), ’ y Mmax), ) M)y -
(5.8) Jmin max{p(v7, 7 ), P55V )s P(Vf> Vs M)}

Then p(’y}ﬁ;,m) <1 for all m € [Mmin, Mmax|. Here

) \/Qﬁf((zﬁ + Kv3)(20 + K72) + 20K (v, — )

(5.9) me R _
20K (20 + vy K)

)

_ _ b _ 9= 7o
me € [M1e, Mag, Mie = and moe = % =2m — vy Km.

1
viK’

Proof. From the definition p(yf,vp, m) = |g(vs,¥p, m)|, we know that the spectral
radius is always positive and has two minimums (p = 0) at m = my. and m = ma,.
Due to its continuity, the maximum is obtained at one of {Mmin, Mmax, M.}, Where
Me € [M1c, M2c] s a local maximum. In fact, on the interval [my., ma.], we have

Yp — 20m 'y'f{mfl
p(7f77p7m)< f« > ! = )
2pm + vy 14+ y,Km

and then solve the equation 0,,p(7vf,Vp,m) = 0 resulting in (5.9). For the result

me € [M1c, Mac), it is actually based on the fact v;7y, > % on the straight segment

(5.7). First, m. > mq. is equivalent to

QP2+ 77 K) — 20K (3 — 7)< v\ 2K (20 + KA2) (2 + K2).
That is,

(i + K3) < vy 20K (2 + Ky2) (2 + KA2),
which holds provided
(5.10) 2020 + K3) < V3K (2fi + K2).

The inequality (5.10) is obtained from the fact sy, > %‘7
mac.
To prove the inequality p(v},v,,m) < 1 holding for any m € [Mumin, Mmax], We

define (v%,7;) as follows:

. Similarly, we have m, <

1 1

vy = Kmma 5 Kmmin NmA €Ly, v, =pY+q=20m.
Km
Then the parameter pair (’y}?,’y;) satisfies the linear relation on the interval Zy,
which means p(v},7;,m) < p(7},7,5,m). Now we just need to prove a stronger in-
equality, p(v}%,w;,m) < 1, holding for any m € [Mmin, Mmax] Or equivalently for
m € {Mumin, Mmax, Mec}. Set M = Muyin; then

o ~° 2/‘7m — 2ﬁmmin 1- Emmin%
(511) p(’yfv’Yp;mmin) - = — . —— K Lz
2pmMmmin + Py 1+ 2K [imminm
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_ [?ﬁmmin (mmax - 'rnmin)2 < [?ﬁmmin (mmax - mmin)2 < 1

(4[? BMmin + 2m) (1 +2K ﬁmminm) AK i i

For m = muax, we have

(5.12)

. . it — 2 ) ( Krimas 2 — 1
POVFs Vps Mimax) = <2~ + > : ( — _
PMmax + 72— 14+ 2K impaxm
IA{"V max max — Tlmin 2 I?~ max max — Mlmin 2
_ LMmax (M Mimin) < Kam (m Mimin) <1

(4I?ﬁmmaxm n Qm) (1 n 2f(ﬁmmxm) AK i asm?

Let m = m,. Using the facts

2/-7771 - Zﬂmc S 2[77?1 - 2ﬁ'rnmin == ,ﬂ(mmax - mmin)a

2[~(mcm —2Km < QIN(mCm — 2[~(mminmc = f(mc(mmax — Mumin ),

we obtain
o o 2/7771, — 2/7mc I?mc% -1
(513) p(’y'fv’yzwmc) = <2~ ™ ) . < ,Iv(~' —
Hme + 2= 1+ 2Kpmem
(ﬁ(mmax - mmin)) (ch(mmax - mmin)) I?ﬁmc(mmax _ mmin)2 )
< = po =~ <1
(4K fimei + 2m) (1 n 2Kﬁmcm) AK Jimm?
Then we complete the proof from (5.11)—(5.13). o

Remark 5.5. It is difficult to explicitly obtain the optimal parameter using the
min-max method with linear relation. Therefore, one efficient numerical implementa-
tion can be considered as follows:

1. Divide the interval Z¢ into n equal subintervals and denote the node set by

i n
{7} o _
2. For each node 7§, compute

Prnax = Max { (Y5, Y5, Manin), PV Vs Mimasc)s P(Vf Vg M) } 5

where v}, = py} + ¢.
3. Find the index s € {0,...,n} such that p% .. is the minimum of {anax}?:o
and then set v} = 7}.

LEMMA 5.6. Let (v},7,) be the solution of the problem (5.5), and let (v¢,~y) be
the intersection point of two lines v, = pyy +q and v, = ;:—’ivf (see Figure 7). Then
¥
(5.14)  p(VF> Vg Mmin) > P(VF: Vg Mmin)s P(VF> Vp> Mmax) > P(VFVps Mimax)-
Proof. From the definition and the hyperbolic relation of (’yjf-, 7;), we have

o~ 2

. % 20 [ Kvym—1 21 aq(m
y ,m = = ~7* = = 5

P(YVFVps ) <2 ot 7 bi(m)

~—

K

=
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Yoot

|
2mMiuax -~

|
|
|
b
1
|
|
1
1
I
1
1

|
|
1
1
1

|

|

L

K Kmmin,

F1G. 7. Relationship of ('y},’y;) and ('y}’,'yg).

where a1 (m) = (IN(fy;m)Q - 2I~(’y]"§m + 1 and by(m) = (2m)* + 4my; + (v7)* are
positive for all m in [Mumin, Mmax]. From [17], it was found that p(’y;,’y; y Mimin) =
P(V}sVps Mmax). Using the definition of (v$,77), we have v; < ~% and

2K (v5)%m 2%

o _

~ o~ - = « ’Yfa
1+K2(7f)2m : K(’Yf)2

o

v =

which follow that

A Kvim X = o _
op [ Evpm— 5 (K*yﬂn—l) 2 ay(m) € ()

p(,yo’,yo’m) = = o = > ==
T K Qﬁm%—kﬁ 2pm + ¢ K ba(m)

 I2A% N0 2 T « OP)? ah — (97207 ~ *
where az(m) = K=vjv¢m*— Km(v} + 5 )+ Ve and ba(m) = (2am) 7 +2pm(v;+
op?

Y
and as(m), ba(m), we have

)+ Y77 are positive for m € {Mmin, Mmax }- By the definitions of ai(m), by (m),

ay(m)ba(m) — ag(m)by(m) = ([~(m)2(2ﬁm)’y]"§(’y; — 7?)2 + 2pm ('y; + (’:f; - 27;3)

> ~ * (70)2 o I YN o
+ Km(2fim)* <»yf + Tf* =295 | + Kmv(v; —~%) >0, m € {Mumin, Mmax} »
f

which means that the inequalities in (5.14) hold. |
LEMMA 5.7. Let (v},7,) and (v$,7,) be defined as in Lemma 5.6. Then

~ 2
1 max K max ~ min

(5.15) lim 4} = =, lim a1 (Mmax) _ [ K(m Minin) ’

K—0 Km K—0 bl (mmax) 2

217 4pm3
. lm'y :~7m7 hm ’yo:_l/tim,\,

5.16 1; ; — 1 » 5

K—0 K(m?+m) K—o me+m

(m? + 771)2 + 4m?

5.17 lim me(7%°) = -

Proof. Using the Taylor expansion, we can easily obtain the limit of v}. Then
using the limit of 7}, we can deduce (5.15) and (5.16). Based on (5.15) and (5.16),
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from the definition of m., we have

\/ (20K + 2K (270 + (55K)?) + 20K (07 = 77)
lim m.(7%,72) = lim = —
fm me(V,7p) = L 2R (2 + 1372 K)
1 <2ﬁ+ I?’y?’yﬁ) _ (m? + ﬁz)2 + 4m*

lim — — —
K—02 QMK'yJOc 4m (m? + m)

From Lemma 5.7, we know Nthat p(V},7p,m) converges to zero and me(v$,7;) con-
verges to a constant when K tends to zero. For the special parameter pair (’y?,%‘)’),
we can see from the asymptotic expression that 7% is proportional to % but vy is
proportional to & when K tends to zero.

LEMMA 5.8. Let (v§,7,) and (v4,7;) be defined as in Lemma 5.6. If K tends to
zero and Mmax > Mmin, then

(5.18) P(VF> Vps Mmax) > P(VF5 Vs Me)-

Proof. From the definition of m, in (5.9), we find m, € | =—, = il and then
Kvg’ K(v})?

obtain

b

R 27 = _

o o 2 Krpme + 7} Krgme —1 271 —az(m.)

(V.5 me) = = = — | ==—=
K 2pum, + V¢ K b2 (mc)

2fim, 2L + 3
Hime 7 V¥
where as(m.) is negative and by(m,) is positive. In order to ensure (5.18), we need only
~ o ~ 0\2
prove (mmax) o —da(me) o @ (M) b (1 ) 4 K?m2ivg + jjf > Kme(v; + op ).
7

b1 (Mmax) ba(me) b1 (Mmax) v}
Using Lemma 5.7, we obtain

I}ZmZ * 0,0 IN(mc *\2 4,0 é 2 727?7,,\
lim ——— <~ Jim T *)2(11‘() 7)f2 = lim m, (;") WA
K—0 x4 f K—0 \7Y Y K—0 1 2/
0 Rme(yp3) Koo O ORT ey ()
2m (m? + m 1
(5.19) = lim m—02" (”f _ m) 1
K—0  (m?+m)° +4m* 2

Similarly, we have

(5.20)
i

2
— — 2 — 2 oty
lim L >8< m? (m* + ) ) — 80},

K0 Km, (7; L 0p2 (m? 4+ m)* + 4m*

F
(5.21)
2
ral: 2m max — /'min m? m
Jim a1 (Mamax) W g m(m m L ) (m? + ) — 8C,.
K—0 b1(Mmax) (&, (’y}é G ) (m2 +m)* + 4m*
¥

_ Mmax _ _ 2¢8428¢7+128¢54228¢5+252¢* +228¢3 +128¢24+28¢+2

Let ( = %min and f(C) =C1+C; = (BCT 28¢5 162031 28¢+5)7 .
—28¢1942124¢3+8448¢74+9640¢° —9640¢* —8448¢3 —2124¢% 428

From f/(c) = C C (5(43_28C3+6CQ<2+28<C+5)3 < C P we ﬁnd that f(C)
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has only one local minimum (; = 1 and one local maximum (2 =~ 10.3942 on interval

[1, +00). Further from f(¢1) = 15 and lim¢ o0 f(C) = 25, we know that f({) > %6
on interval [1, +00). Using (5. 19) (5.21), when mmax > Mmin, We obtain
. al(mmax) -2 2 % o0 ’YJOC
lim ————by(me) + K*m + —
K=o b1 (mmaX) 2( ) T 'Yf
1 _ _ 012
> lim (+8> Km, f—&—ﬁ = lim Km, |~} (Wf*) ,
K—o\2 16 'Yf K—0 Y
which leads to (5.18). O

Remark 5.9. Numerlcally, we observe that aq(Mmax)b2(m.) + ag(mc)bl(mmax) >
0 for various choices of g and K which means that the restriction on K in Lemma 5.8
is not necessary for the inequality (5.18) in practice, but the corresponding analysis
is still open for future work.

THEOREM 5.10. Let (v}, 7,) and (v},7;) be the solution of (5.5) and Lemma 5.8,
respectively. Iff( tends to zero and Muyax > Mmin, then

(5.22) max  p(v;,v,.m) > max  p(Vf,yp,m).

me[mmin;mmax me[mminymmax

That is,

p(’y;vvgammin) > p(’y;fy;vmmin), p(v;kfv’y;vmmax)
(5.23) > p(’y}v’yz;?mmax)v p('}/;;v'}/;vmmax) > P(’Y};ngmc)~

Proof. From the definition of (7$,7,), we know that

max  p(Vf,7,,m) > max  p(7f,7,,m).

ME[Mmin,Mmax ME[Mmin,Mmax

Further, by Lemmas 5.6 and 5.8, we have

max  p(y},y5.m) > max  p(V7,7p, M),

me[mmin7mmax] mE[mmin;mmax

when K tends to zero and muyayx > Mmin. From the fact p(’y;,'y;, Mmin) = p(y}m;,
Mmax ), we finally obtain (5.22) and (5.23). |

Remark 5.11. Here, in this work we discussed the hyperbolic and linear relations
between vy and 7y,. It is also possible to design optimal parameters with no constraints
between these parameters. In this case, we use the following procedure to numerically
obtain the optimal pairs {(7},71’;0)}?:0 and the corresponding maximum spectral
radius:

1. Divide the interval Z; into n equal subintervals and denote the node set
by {7}}” . Similarly, divide the interval [2fmmin, 2Mmax] into m equal
subintervals and denote the node set by {717}] o

2. For each node 'yf, compute

pide = max { p(v5, ], Mmin), PV, Vs Manax) s (V5 ) }

for all ~J.
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F1G. 8. Comparison of the mazimum spectral radius with respect to vy for the min-max approach
With Mmin = T, Mmax = 7/h,h =1/32, and p =1, K =1 (left) or p=1le — 1, K = le — 4 (right).

0012

F1a. 9. Comparison of the spectral radius with respect to m for the min-mazx approach with
Mmin = T, Mmax = 7/h,h =1/32, and py =1, K =1 (left) or p=1le — 1, K = le — 4 (right).

3. For each index 4, find the index s; € {0, ..., m} such that p4%, is the minimum
of {pfﬁﬂax ;,n:O and then set fy]Z),o =~

1,84

However, the computational cost of this strategy is significantly increased because
of the need to compute all the possible combinations of the discrete node sets of
v and 7y,. On the other hand, it produces absolute optimal parameters which are
used to compare with the ones obtained with the hyperbolic and linear relations. In
Figure 8, we compare the maximum spectral radius with respect to vy of the linear
and hyperbolic relations with the nonconstraint technique, while in Figure 9 we show
the spectral radius with respect to m under the optimal parameters of linear and
hyperbolic relations. From these figures, we can make the following observations:
(1) in Figure 8, the minimum point of the linear relation is smaller than that of the
hyperbolic relation; (2) in Figure 8, the minimum point of the linear relation is closer
to the one of the nonconstraint case than the one given by the hyperbolic relation; (3)
in Figure 9, most of the spectral radii corresponding to the linear relation are smaller
than those of the hyperbolic relation.

5.2.2. Minimization of the spectral expectation. Instead of the complex
interval Ay, we consider the simple interval Zy and then minimize the expectation of
p(vr, Yp, m) in the interval [Mpmin, Mmax):

(5.24) Inin - By, ),
Yp=pPVf+4a
where
1 Mmax
E(ve,vp) = ﬁ/ P(Vf> Vp, m)dm
max min J mpyin
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290, 51
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Fic. 10. Comparison of the mazimum spectral radius with respect to vy for the expectation
approach with Myin = T, Mmax = 7/h,h =1/32, and p=1,K =1 (left) orp=1le— 1, K = le — 4
(right).
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Fic. 11. Comparison of the spectral radius with respect to m for the expectation approach with
Mmin = T, Mmax = 7/h,h =1/32, and p =1, K =1 (left) or p =1le — 1, K = le — 4 (right).

1 Mic m2e
=7/ —g(wmp7m)dm+/ 9(vfs Ypy m)dm

TMmax Mmin Memin mie

+ / _g('}/fa Yp> m)dm>

m2c

~ = 2 ~ ~ 2
_ (F)/f + 'Yp) (2# + K’yl’) In (Kﬁypmmax + 1) <K’Ypm1c + 1)

I?’Yl% (mmax — mmin) (’yf’ypf? — 2/7 K’Ypmmin + 1 K'Ypm2c + 1

O+ (24 Kg) ( (W + mmmax) (w + 2ﬁmlc>2>

2ﬁ(mmax - mmin) (’Yf’yp[? — 2'[7) i + 2/7mmin Yf + 2/77’77,26

4+ 2 <1 _ 2(mac — mlc)) .

rYp Mmax — Mmin

Since the expectation E(vyf,7p) is continuous in the bounded interval [Mmin, Mumax) s
there exists at least one minimum in [Mmin, Mmax|. Similar spectral distribution
between the hyperbolic and linear relations is shown in Figures 10 and 11.

6. The Orthodir acceleration for the Robin—Robin algorithm. From the
above analysis for the spectral radius of the Robin—Robin iterative operator, the
convergence of the algorithm may not be guaranteed when using the successive ap-
proximation method because p(A,,) < 1 is not satisfied for any mode m (p(Ag) = 1).
Therefore, in order to ensure this convergence, we use the Orthodir Krylov subspace
method [58, 62] because of its simpler implementation. Denote Darcy equation (3.7)
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and Stokes equations (3.6a)—(3.6b) by the algebraic systems
(61) A1u1 = bl + ll, AQUQ = b2 + ZQ,

respectively. Here by and [; correspond to the first and second terms of the right-hand
side of (3.7), while by and I3 correspond to the first and second terms of the right-hand
side of (3.6a) in addition to the right-hand side of (3.6b).

Now, set vectors XF, X% to be the algebraic forms corresponding to n}’,f, 7]’; on the
interface I'. Then, the updated vectors X f“, X§+1 can be obtained by the following
processes:

1. Obtain the vectors by = by (XF),ba = ba(X}) for the algebraic systems (6.1)
based on the vectors XF, X%,
2. Find the solutions u; = u1(XF),us = ua(X%) of the algebraic systems and
then extract the interface portions u!’, u} of the solutions uy, ug, respectively.
3. Obtain the corresponding updated vectors X{H'l, X§+1 according to the up-
dated process (3.8).
Let X* := (X% X%) and AX* = X**1. Then the Robin-Robin decomposition
algorithm can be treated as a Jacobi iteration of the problem

(6.2) AX = X.

Here, instead of the Jacobi iteration, we solve the problem (6.2) by the Orthodir
algorithm. Set AX := {AX]l; = 0,lz = 0} and g := {AX]|by = 0,ba = 0}. Then
(6.2) can be rewritten as

(6.3) AX = (I - A)X = go,

where [ is the identity operator. Then the Orthodir iterative processes of the problem
(6.3) are as follows:

Algorithm 6.1 Robin—Robin Orthodir DDM for Stokes—Darcy problem.

Initialize XOA: 0.
Solve g = AX?.
Set 0 = p% = go.
for ;=0,1,...do o o ‘ ‘
Compute Ap’ by solving Ap? with [y = 0 and I3 = 0, and then set Ap? = p? —Ap7.
Compute A%p7 using the same routine but with Ap’ instead of p.
_ (1, Ap)
(Aps, Api)’
Xj+1 = Xj + Oéjpj.
Pt = i — o Apd.
fori=0,...,5do

B = — (A2, Ap)
ij — ~ -~ = -
(Ap*, Ap?)
end f0r~ ‘ ‘ ‘
P =Ap + 3 Bt
end for
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7. Numerical experiments. In this section, we provide some numerical ex-
periments to verify the effectiveness of the newly derived optimal Robin parameters.
The Taylor—-Hood finite elements and the quadratic finite elements are considered to
discretize the Stokes equations and the primary formulation of the Darcy equations,
respectively. In the following tests, we set the mesh size h = 1/32 and the tolerance
109 on relative residual as the stopping criterion for the Orthodir iterations.

All of the errors we compute in this section are the differences between the finite
element solutions of the DDM and the corresponding coupled finite element solutions.
Four different optimal approaches are considered in the following numerical exper-
iments, including the min-max approach with linear relation (M-L), the min-max
approach with hyperbolic relation (M-H), the expectation approaches with linear re-
lation (E-L), and the expectation approaches with hyperbolic relation (E-H).

7.1. Geometry with straight interface. Consider the domain Q = (0,1) x
(0,2) where the Stokes region Qg = (0, 1) x (1, 2), the Darcy region Qp = (0,1)x (0, 1),
and the interface I' = (0,1) x {1}. Let @ = ag/E and ap = 1,9 = 1,z = 0. The
boundary condition data functions and the source terms are set to satisfy the Stokes
and Darcy equations by the following solution, respectively:

op = (—aoz(y — 1) +y*/3 —y* + y) /K + 2,
us = (VpuK,a0r), ps=2p(x+y—1)+1/3K).

In Figures 12 and 13, we plot L? errors in hydraulic head and Stokes velocity
versus the number of iterations for two groups of parameters: p = 1, K = 1 and
p = 1,K = 1072, In Figure 12, we consider the nonoptimized Robin parameters
from [9] which is for a Jacobi type solver. One can observe that Orthodir solver
converges in the cases for which the Jacobi type solver diverges in [9]. Meanwhile,
Orthodir solver also speeds up the convergence in the cases for which the Jacobi type
method converges in [9]. In Figure 13, we consider the optimal Robin parameters
obtained from the four different optimal approaches: M-L, M-H, E-L, and E-H. Then
the number of iteration steps is significantly reduced, compared with the results in
Figure 12.

Table 1 shows the values of the optimal Robin parameters and the corresponding
numbers of iterations for different values of y and K and the four different optimal
approaches, with my,;, = 7 and my.x = 7/h. Table 2 shows the errors for y =1
and K = 1072 with various h and different optimal Robin parameters of four optimal
approaches. One can observe that the optimal Robin parameters of four optimal
approaches do not have much influence on the accuracy of the finite element solutions
of the DDM.

Furthermore, when the domain decomposition iterations stop in Figures 12 and 13,
the final errors are very small. Meanwhile, the final errors listed in Table 2 are also
very small for various h (less than 10~7). Recall that these final errors are the dif-
ferences between the final finite element solutions of the DDM and the corresponding
coupled finite element solutions. Since it is well known that the coupled finite ele-
ment solutions for the Stokes—Darcy model have optimal accuracy orders in term of
h [11, 19, 48], then it is easy to verify that the finite element solutions of the DDM
also have optimal accuracy orders in term of h.

Finally, in Figure 14, we display the contour distributions of the number of iter-
ations on the values of v (x-coordinate) and ~y, (y-coordinate) for different settings
of (i, K), and mark the optimal Robin parameters.
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FIG. 12. Orthodir DDM results with nonoptimized Robin parameters: L? hydraulic head errors
e’;) (the first and third plots) and L? Stokes velocity errors e (the second and fourth plots), versus
the number of iterations with h = 1/32. Here u, K are set as p =1, K =1 (the first two plots) and
p=1,K =10"2 (the last two plots).

F1G. 13. Orthodir DDM results with optimal Robin parameters: L? hydraulic head errors e’;

(the first and third plots) and L? Stokes velocity errors e® (the second and fourth plots), versus the
number of iterations with h = 1/32. Here pu, K are set as p = 1, K = 1 (the first two plots) and
p=1,K =10"2 (the last two plots).

TABLE 1
The optimal parameter pairs (v¢,vp) and the number of iterations for different p and K with
four optimal approaches including M-L, M-H, E-L, and E-H.

H K f Yp Pmax E('Yf, "}’p) Iter
0.2703 36.6256 0.0060 0.0041 7 (M-L)
1 1 0.1618 12.3606 0.0116 0.0089 8 (M-H)
0.1014 143.3135  0.0324 0.0008 6 (E-L)
0.0363 55.1120 0.0393 0.0009 7 (E-H)
5.6434e4+04 171.6983  0.0024 0.0014 18 (M-L)
1 16 1.9245e+04 103.9255 0.0048 0.0016 21 (M-H)
5.6434e4+04 171.6983  0.0024 0.0014 18 (E-L)
1.9245e+04  103.9255  0.0048 0.0016 21 (E-H)
595.3315 16.9741 0.0222 0.0129 31 (M-L)
Lol leq 2079411 96181 00457  0.0145 33 (M-H)
533.3490 17.3656 0.0260 0.0129 31 (E-L)
192.4455 10.3926 0.0474 0.0143 33 (E-H)

TABLE 2
The errors for u = 1 and K = 102 with different mesh sizes and different optimal Robin
parameters of four optimal approaches including M-L, M-H, E-L, and E-H.

h /8 1716 1/32  1/64  1/128  1/256
5.37e-09 2.546-09 3.280c-00 2.18¢-09 4.08¢-09 2.24¢-09 | (M-L)
L2 errors in hydraulic head | 323609 213¢-09 438009 2.61¢-:09 2.29¢-09 2.08¢-09 | (M-H)
1.56e-09 3.62e-09 1.44e-08 5.11e-09 5.66e-08 8.10e-08 | (E-L)
7.02¢-09 1.25¢-09 6.34e-09 2.35¢-09 4.81e-09 2.75¢-08 | (E-H)
7.84e-10 3.78¢-10 2.89e-10 3.00e-10 5.56e-10 4.61e-10 | (M-L)
L2 errors in Stokes velocity | 507610 3:56e-10 1.47¢-10 1.01e-10 7.57e-11 3.80¢-10 | (M-H)
3.52¢-10 8.90e-10 1.38e-09 9.01e-10 1.23e-08 1.27¢-08 | (E-L)
1.39¢-10 4.42e-10 8.19e-10 5.21e-10 8.20e-10 4.98¢-09 | (E-H)
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i =1e-0; K =1e-2 ji=le-l; K =1e-2

Fic. 14. Contour distribution of the number of iterations with (u, K) = (1,1e — 2) (left) and
(1, K) = (le — 1,1e — 2) (right). Here four optimal parameter pairs (vs,7vp) are marked by blue
circle (M-L), blue diamond (E-L), red circle (M-H), and red diamond (E-L), respectively. (Figure
in color online.)

TABLE 3
The optimal parameter pairs (vy,7p) and the numbers of iterations for different u, K, and h
with four optimal approaches including M-L, M-H, E-L, and E-H.

h=1/8 h=1/32 h=1/128

(1, K) o7 Yp Iter o7 Yp Iter vy Yp Iter

2.44e-01 1.80e+01 12 | 2.70e-01 3.66e+01 10 | 2.66e-01 1.39e+02 10 | (M-L)
(1,1) 1.77e-01 1.13e4+01 12 | 1.62e-01 1.24e4+01 10 | 1.58e-01 1.27e4+01 10 |(M-H)

’ 1.57e-01 3.17e4+01 12 | 1.01e-01 1.43e+02 10 | 5.01e-02 6.84e+02 10 | (E-L)
9.44e-02 2.12e+01 12 | 3.63e-02 5.5le+01 10 | 1.20e-02 1.67e+02 10 | (E-H)

1.91e4+01 2.64e+01 24 |2.25e+01 6.50e+01 24 |2.28e+01 2.35e+02 24 | (M-L)
1.22e4+01 1.63e+01 25 |9.98¢+00 2.00e+01 22 |9.29e4+00 2.15e+01 22 | (M-H)

(11e2) | 406401 3.41e+01 22 |9.83¢4+00 1450402 24 |5.96e400 6.60e402 24 (E-L)
8.74e4+00 2.29e4+01 23 |3.78¢+00 5.29¢+01 26 |1.52e+00 1.32e+02 30 | (E-H)

1.15e+01 3.83e-01 35 |7.89e+00 1.57e+00 37 |8.34e+00 6.00e+00 35 | (M-L)
(1e2,1e.2)| 7206400 2.78e-01 85 | 2.54e+00 7.86e-01 37 | 1.68¢+00 1.19e+00 31 (M-H)
' 1.14e+01 3.86e-01 35 |5.33¢+00 1.74e+00 33 |2.31e4+00 7.52¢+00 40 | (E-L)
7.20e4+00 2.78¢-01 35 |2.23e4+00 8.95¢-01 33 | 8.84e-01 2.26e4+00 38 | (E-H)

1.13¢+05 3.88e-05 9 |5.64e+04 1.72¢-04 9 |549e+04 6.72¢-04 11 | (M-L)
(10-6,10.6) | 7-00e+01  2.83¢-05 1.92e+04 1.04e-04 5.66e+03 3.53e-04 11 | (M-H)

9 9
1.13e+05 3.88¢-05 9 |5.80e+04 1.71e-04 9 |8.66e+04 5.92¢-04 11 | (E-L)
7.06e+04 2.83e-05 9 |1.92e4+04 1.04e-04 9 |5.66e4+03 3.53e-04 11 | (E-H)

7.2. Geometry with curved interface. Consider the domain Q = (—1.5,1.5)x
(—1.5,1.5) and set the interface I" as y = —0.5sin(w(x + 1.5)), —1.5 < x < 1.5. The
Stokes and Darcy regions are the top and bottom parts of (2 sharing the interface I, re-
spectively. On the Stokes boundary excluding the interface, we impose ug = (0, 2% —4)
as a boundary condition. For the Darcy boundary excluding the interface, we impose
impermeability boundary condition KV¢p - np = 0 on the left and the right bound-
ary and homogeneous Dirichlet boundary condition on the bottom boundary. The
source terms of the Stokes and Darcy equations are given by fg¢ =0, fp = 0. In the
following tests, we set o = \/%79 = 1,z = 0. Table 3 reports the optimal Robin
parameters and the number of iterations for different u, K, and h with the four opti-
mal approaches. When h decreases, the numbers of iterations do not grow much for
all the four optimal approaches and all pairs of 1 and K used in the test. Figure 15
shows the numerical solutions for g =1 and K = 1072

These numerical experiments show the effectiveness of the new Orthodir DDM
algorithm where the optimized parameters are computed using the linear relation.
In particular, it shows that this new linear relation is another robust strategy in the
optimization process of these Robin parameters. Figure 13, Table 1, and Table 3 show
comparable results with the ones obtained using the hyperbolic relation [17].
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F1G. 15. Stokes velocity magnitude and streamline (left), Darcy velocity magnitude and stream-
line (middle), and Darcy pressure (right) with (u, K) = (1,1072) (right).

8.

Conclusions. In this paper we proposed a new strategy in the optimization

of domain decomposition algorithms based on Robin type boundary conditions for the
Stokes—Darcy system. We performed a modal analysis on a geometry with circular
interfaces and introduced a new linear relation connecting the Robin parameters.
Using this relation with the min-max and the expectation minimization approaches,
we derived optimal parameters that generate an improved distribution of eigenvalues
of the iteration operator. This accelerates the convergence of the iterative procedure
using Krylov subspaces methods. The numerical results confirm the effectiveness of
the presented optimal parameters for geometries with straight and curved interfaces.
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