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A B S T R A C T   

Edge computing has emerged as the dominant communication technology connecting IoT and cloud, offering 
reduced latency and harnessing the potential of edge devices. However, its widespread adoption has also 
introduced various security vulnerabilities, similar to any nascent technology. One notable threat is the denial of 
service (DoS) attack, including its distributed form, the distributed denial of service (DDoS) attack, which is the 
primary focus of this research. This paper aims to explore the impact of different types of DoS and DDoS attacks 
on edge computing layers by examining the vulnerabilities associated with various edge peripherals. Addition
ally, existing detection and prevention mechanisms are investigated to address these weaknesses. Furthermore, a 
theoretical architecture is proposed to mitigate distributed denial of service attacks targeting edge systems. By 
comprehensively analyzing and addressing the security concerns related to DoS and DDoS attacks in edge 
computing, this research aims to contribute to the development of robust and secure edge computing systems.    
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1. Introduction 

Edge computing, a distributed computing model situated at the pe
riphery (edge) of the network, has gained prominence in recent years 
[1]. Originally introduced to address the need for cost-effective band
width utilization for long-distance IoT devices, edge computing has 
evolved to provide numerous benefits in the era of the Internet of Things 
(IoT). It enables enhanced processing capabilities, faster outputs, and 
efficient data usage [1]. The core principle of edge computing revolves 

around performing computations on systems that are in close proximity 
to end-users, thereby reducing latency and improving overall perfor
mance [1]. With the increasing demand for real-time data and instant 
connectivity, edge computing has become crucial in ensuring efficient 
bandwidth utilization, storage efficiency, and low latency [1]. These 
characteristics have contributed to the success of edge computing in 
various domains. Industrial automation is one field that has greatly 
benefited from edge computing [2]. By bringing computation closer to 
industrial devices and machinery, edge computing enables real-time 
data processing, faster decision-making, and improved operational ef
ficiency [2]. Additionally, edge computing has found applications in 
augmented and virtual reality (AR/VR) [3], where the processing of 
resource-intensive AR/VR applications is shifted to edge devices, 
resulting in lower latency and enhanced user experiences [3]. Further
more, edge computing has played a significant role in the advancement 
of artificial intelligence (AI) systems. By enabling distributed AI pro
cessing at the edge, edge computing reduces the reliance on centralized 
cloud infrastructure and facilitates faster inference and decision-making 
[4]. It has also been instrumental in applications such as security and 
surveillance [4], facial recognition [5], and virtual assistants [6], where 
low latency and real-time processing are essential for efficient operation. 

Over time, edge computing has expanded its capabilities, enabling 
smarter devices with increased processing power. Fig. 1 illustrates the 
architecture of edge computing, demonstrating how it empowers cloud 
computing by distributing computation, offloading tasks, and processing 
capabilities between the cloud layer and IoT devices. However, along 
with these advancements, there has been a simultaneous rise in threats 
and vulnerabilities across various computing environments, including 
edge computing [7–24]. One prominent threat that affects both tradi
tional and edge computing environments is the denial of service (DoS) 
attack. Within the realm of edge computing, distributed denial of service 
(DDoS) attacks pose an even more severe and pervasive threat. These 
attacks can have significant financial repercussions for major enter
prises. The primary objective of both DoS and DDoS attacks is to disrupt 
services by engaging in malicious activities such as generating excessive 
and irrelevant traffic, overwhelming networks with excessive requests, 
and exhausting vital resources like bandwidth and hardware. As a result, 
these attacks often lead to additional consequences, such as overheating 
and property damage. Given the increasing prevalence of these attacks, 
we have conducted a comprehensive exploration of both DoS and DDoS 
attack types within the context of edge computing. We have categorized 
and analyzed the findings for each attack type, outlining their taxonomy 
and implications. However, due to their distributed nature, DDoS at
tacks represent a more sophisticated and widespread form of threat to 
edge systems globally. According to Radware’s 2021–2022 global threat 
analysis report, malicious DDoS activities increased by 37 % in 2021 
compared to the previous year [25]. In the fourth quarter of 2021, 
Microsoft Azure experienced the largest DDoS attack ever recorded, with 
an attack volume of 3.47 terabits per second (Tbps). Subsequently, in 
December, two more attacks were observed, with volumes of 3.25 Tbps 
and 2.55 Tbps, respectively [26]. These incidents highlight the urgent 
need for further research and preparation to defend against such 
destructive cyberattacks. Following are our major contributions:  

• A layered approach has been adopted in this study to classify and 
analyze the different categories of denial of service (DoS) and 
distributed denial of service (DDoS) attacks specifically targeting 
edge systems. This approach highlights the specific layers within 
edge computing that are susceptible to these attacks. Additionally, 
both layer-based and holistic strategies have been examined as po
tential approaches to effectively counter or mitigate such denial-of- 
service attacks in edge systems.  

• In order to comprehensively address the threats posed by DoS attacks 
in edge computing, the inherent vulnerabilities and weaknesses 
exploited by each type of DoS attack have been identified. This 
analysis sheds light on the specific attack vectors that threat actors 
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may leverage to disrupt or compromise the availability and perfor
mance of edge computing systems.  

• To understand the existing landscape of prevention and detection 
systems for DoS and DDoS attacks in edge computing, an investiga
tion has been conducted on thirty state-of-the-art research-based 
systems. These systems have been analyzed to evaluate their efficacy 
in countering different types of DoS and DDoS attacks. The ap
proaches employed by these systems have been carefully examined 
to identify their strengths, limitations, and areas of applicability in 
the context of edge systems.  

• In response to the growing threat of distributed denial of service 
(DDoS) attacks in edge systems, a novel architecture based on 
federated learning and software-defined networking (SDN) has been 
proposed. This architecture serves as a robust detection and pre
vention mechanism specifically designed to mitigate the impact of 
DDoS attacks on edge systems. By leveraging federated learning 
techniques and the flexibility of SDN, this architecture aims to 
enhance the resilience of edge systems and ensure the continued 
availability and performance of critical edge computing resources. 

The rest of the manuscript is organized as follows: In Section 2, an in- 
depth comparison of related literary works has been conducted, evalu
ating their research approaches, research focuses, and limitations con
cerning denial of service (DoS) attacks on edge systems. Section 3 
outlines the approach and methodology employed in this survey. Sec
tion 4 provides an overview of various edge layers, which are then 
associated with various types of attacks affecting those edge layers in 
Section 6. Section 5 describes the general classifications of DoS and 
DDoS attack types in edge computing systems, associated threats and 
vulnerabilities, generic prevention / mitigation methods for each of 
those attack types, and also a brief exploration of the state-of-the-art 
research works to counter those attacks. Section 6 focuses on mapping 
the different attack types to individual edge layers. Tables are provided, 
compiling the threats and vulnerabilities associated with each attack 
type. Furthermore, an overview of 30 research-based solutions is pre
sented, highlighting the platform types, prevention/mitigation tech
niques, testing metrics, and limitations of each solution. In Section 7, a 
novel security architecture for edge systems is proposed, primarily based 
on software-defined networking (SDN) and incorporating federated 

machine learning (ML) techniques. Section 8 offers recommendations 
for securing edge system-based networks, presenting both an edge layer- 
based approach and a holistic approach. Additionally, suggestions are 
provided for the future expansion of the security module to further 
enhance the protection of edge systems. Finally, in Section 9, the paper 
concludes with closing remarks, summarizing the key findings and 
contributions of the research. The following Fig. 2 offers an overview of 
the manuscript, segmented into nine primary sections, and highlights 
some major sub-sections. 

2. Related works 

Research studies and literature on edge computing have gained sig
nificant attention. However, it is noteworthy that only a small portion, 
approximately 7 %, of these studies are specifically focused on edge 
security [27]. This observation was made by the authors of an edge 
security survey, highlighting the limited emphasis on security in the 
context of edge systems. The survey was done by reviewing a large 
number of published papers on edge computing security from 2016 to 
early 2020. In their paper, the authors conducted comprehensive 
research, identifying and categorizing key security concerns in edge 
systems into five areas: access control, key management, attack miti
gation, anomaly detection, and privacy protection. Each area presents 
its own set of challenges that need to be addressed to ensure the security 
of edge systems. When discussing attack mitigation challenges in edge 
computing, the authors specifically emphasized the growing concern of 
distributed denial of service (DDoS) attacks. These attacks are recog
nized as a significant bottleneck and hindrance to the potential of edge 
systems. Furthermore, the authors noted the scarcity of research works 
focused on DoS attacks in edge computing systems, which exacerbates 
the limitations in effectively countering these threats. While some 
published works exist on protecting edge systems from DoS attacks, the 
primary focus of these works has not been on DDoS attacks. Specifically, 
there is a lack of research that categorizes DDoS attacks based on indi
vidual edge layers, thoroughly examines the associated threats and 
vulnerabilities, explores standard countermeasures, and provides the 
latest solutions specifically targeting the categorized attack types in 
edge computing systems. 

Several research studies have explored various security issues in edge 

Fig. 1. Edge computing architecture.  
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systems, providing general countermeasures to address these concerns. 
For instance, in a study conducted by the authors in [28], a review of the 
literature was conducted to survey DDoS attacks and task offloading in 
the domain of edge computing. The focus of this work was primarily on 
guiding future researchers in implementing real-life defense mecha
nisms against DDoS attacks on edge servers. While the study briefly 
demonstrated how to launch a DDoS attack on edge servers, it did not 
delve deeply into existing research on DDoS countermeasures. Another 

comprehensive work, described in [29], provides an extensive analysis 
of three paradigms - cloud, fog, and edge systems - and explores the 
fundamental components that govern these platforms. The study also 
highlights privacy and security concerns associated with these para
digms, taking into account metrics such as data privacy, data integrity, 
and data leakage. It identifies the challenges involved in achieving 
optimal platform security and data privacy in each paradigm. The au
thors further outline a layer-based approach, dividing the security 

Fig. 2. Manuscript overview.  

Fig. 3. Edge computing layers [29].  
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concerns into five common layers: application layer, session/presenta
tion layer, transport layer, network layer, and PHY/MAC layer. This 
layer-based approach closely resembles our own approach presented in 
Fig. 3. The authors discuss security concerns affecting each layer and 
explore countermeasures for addressing these security issues. However, 
their survey primarily focuses on identifying commonalities among 
paradigms and examining generalized privacy and security issues. It 
does not delve deeply into specific DoS attack types for different edge 
layers, which was the primary objective of our survey. 

In [30], the authors conducted an exploration of distributed denial of 
service (DDoS) flooding attacks, which they identified as a significant 
concern for network security. Their work delved into the scope and 
classifications of DDoS attacks, along with their associated counter
measures. The authors also discussed the motivations and incentives 
driving attackers to carry out these attacks. A specific focus was given to 
botnet-based DDoS attacks, which were further sub-classified into cat
egories such as internet relay chat (IRC)-based, web-based, and 
peer-to-peer (P2P)-based attacks. The authors provided insights into 
both centralized and distributed countermeasures for mitigating DDoS 
attacks, offering a quantitative comparison of their respective advan
tages and disadvantages. Notably, the comparisons primarily centered 
around network and transport-level DDoS attacks, with consideration 
given to deployment locations. However, it is important to note that 
there are key distinctions between their work and our research. While 
their focus predominantly lies within traditional network architecture, 
our study centers specifically on edge computing systems. Moreover, 
their heavy emphasis on flooding-based attacks limits the inclusion of 
other critical attack types, such as low-rate denial of service (LDoS), ping 
of death (POD), zero-day DDoS attacks, and others. 

In [31], the authors extensively discussed various security issues, 
including denial of service, side channels, malware injection, and 
authentication/authorization attacks. They provided detailed explana
tions of each issue and explored some of the available solutions. How
ever, the key distinction between their work and ours lies in the specific 
focus and depth of exploration. Our research primarily centers on 
delving deeply into DoS and DDoS scenarios within the context of edge 
computing layers. We analyze each DoS attack category, mapping them 
to the corresponding edge layers, and provide a comprehensive list of 
the most recent solutions tailored to address these specific attack types. 
Additionally, we outline the security threats, vulnerabilities, and stan
dard countermeasures associated with each category of DoS and DDoS 
attacks on edge systems. Table 1 in our work summarizes recent liter
ature on DoS attacks in edge computing. It highlights the approach taken 
in each study, their primary focus, and the limitations of those ap
proaches in comparison to our exploration of denial of service attacks in 
general. This provides a concise overview of existing research efforts, 

allowing for a comparative analysis and highlighting the unique con
tributions of our work. 

3. Survey methodology 

The survey conducted in this research followed a rigorous review 
process, involving extensive data analysis of papers extracted from 
prominent electronic databases, including IEEE-Explore, Scopus, 
Springer, Science Direct, and ResearchGate, among others. These data
bases were specifically selected for their comprehensive collection of 
publications and research works from reputable journals and conference 
proceedings, ensuring the inclusion of high-quality scholarly literature. 
To ensure the relevance and currency of the research, the focus was 
primarily placed on papers published from 2017 onward. This approach 
aimed to provide an up-to-date understanding of the most recent ad
vancements in edge systems. Additionally, the inclusion criteria 
mandated that the literature be written in English, the most widely 
accessible language in the academic community. Over 30 independent 
research works were carefully incorporated into the survey, offering 
solutions to specific security vulnerabilities. For each problem, similar 
papers addressing the same issue were identified and reviewed, facili
tating a comprehensive analysis of each attack type for edge systems. 
The classification of attack types into distinct branches, such as 
distributed and non-distributed, was conducted to form the DoS taxon
omy. While edge computing layers are interconnected with fog and 
cloud systems, the scope of this survey was confined to edge systems 
alone. The research placed a stronger emphasis on edge-specific works, 
considering other platforms, such as hybrid or individual systems, to be 
beyond the scope of this study. 

4. Edge computing – a layered approach 

In edge computing, the architecture can be classified into multiple 
layers based on the associated protocols. Understanding these layers is 
crucial for comprehending the different types of attacks that can target 
each layer. The first layer in the edge computing architecture comprises 
a wide range of edge devices, including cell phones, sensors, smart 
watches, laptops, edge routers, industrial robots, surveillance systems, 
and more. These devices form the foundation of the edge computing 
ecosystem. The next layer, known as the data link layer, facilitates the 
transfer of data frames between devices using various mediums. This 
layer utilizes Mac addressing and acts as an intermediary stage for data 
transmission. The internet layer, which follows the data link layer, en
ables connectivity between edge devices, legacy systems, intermediate 
fog layers, and cloud infrastructures. This layer utilizes protocols such as 
IPv4, IPv6, 6LoWPAN, and others, along with Ethernet, Wi-Fi, cellular, 

Table 1 
Related literary work comparisons and limitations on DoS attacks in edge computing.  

Related 
Work 

Platform Approach Focus Limitation 

Zeyu et al.  
[27] 

Edge 
computing 

Analysis of security challenges Defined 5 fields for the sources of security risks in 
edge computing 

Did not explore in-depth DoS or DDoS classifications, 
hence no focused solutions for each category 

Ahmad et al. 
[28] 

Edge 
computing 

DDoS attack initiation and 
guidance for future researchers 

DDoS classifications, botnet-based DDoS attacks. 
Task offloading in edge systems. 

Did not discuss research-based solutions for each DDoS 
category. 
Heavy focus on task offloading solutions. 

Ometov 
et al.  
[29] 

Cloud, fog, 
edge 

Layered approach Commonalities and heterogeneity of the security 
concerns on cloud, fog, and edge systems. 

No elaboration on DDoS-specific attack categories. 
Generalized privacy /security concerns, very limited 
solutions. 

Zargar et al. 
[30]. 

Legacy 
Network 

Flooding-based DDoS attacks 
and countermeasures 

DDoS and sub-categories of DDoS flooding attacks 
and incentive behind the attacks. 
Centralized and distributed countermeasures of 
DDoS attacks, advantages and disadvantages. 

Work is solely based on traditional architecture, not 
edge systems. 
Heavy emphasis on flooding-based attacks, and no 
discussion on prominent attacks such as LDoS, POD, 
zero-day DDoS, etc. 

Xiao et al.  
[31] 

Edge 
computing 

Generalized edge security DDoS, Side channel attacks, Malware injection, and 
Authentication/authorization attacks.Root causes of 
attacks. 

Missing DoS and DDoS categories such as Smurf, DNS 
reflection, Low-rate DoS (LDoS), etc., lack of in-depth 
analysis.  
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or other communication mediums. The transport layer provides the 
Transmission Control Protocol (TCP) and User Datagram Protocol (UDP) 
for efficient data transfer between hosts. It employs techniques like 
buffering and windowing (segmenting) to ensure smooth and reliable 
data transmission. The final layer is the edge applications layer, which 
encompasses various edge functionalities that leverage all the afore
mentioned layers. This layer performs processing tasks specific to the 
edge devices and applications. Fig. 3 illustrates the different layers 
involved in edge computing. It is important to note that all these layers 
are vulnerable to various types of attacks. In Section 6 of our research, 
we demonstrate the impact of different types of DoS/DDoS attacks on 
these individual layers. Prior to that, in Section 5, we provide a detailed 
explanation of the various attack types, ensuring a comprehensive un
derstanding of their characteristics and implications. 

5. Denial of service attack classifications 

Denial of service (DoS) attacks have been prevalent in the digital 
landscape for quite some time, and they also pose a significant threat to 
the realm of edge computing [32]. These attacks can manifest in various 
forms, targeting individual devices, networks, or even entire systems. In 
some instances, a single system acts as the source of the attack, while in 
other cases, the attack originates from a distributed network of devices 
located in different locations. This latter type is known as a "distributed 
denial of service" (DDoS) attack. DDoS attacks present a greater chal
lenge compared to conventional DoS attacks because they can camou
flage themselves behind a multitude of unidentified devices, making 
them more difficult to mitigate. To provide a structured understanding 
of denial of service attacks in the context of edge computing, we have 
classified them into two categories: DDoS attacks and non-distributed 
DoS attacks. Fig. 4 presents the taxonomy of denial of service attacks 
in edge computing, offering an overview of the categories to which each 
attack type belongs. This taxonomy serves as a reference point for 
organizing and comprehending the different types of DoS attacks 
encountered in the edge computing landscape. 

The taxonomy of denial of service (DoS) attacks, as depicted in Fig. 4, 
consists of two main types: distributed denial of service (DDoS) attacks 
and non-distributed denial of service attacks. DDoS attacks are further 
categorized into three distinct groups, namely volumetric, protocol- 
based, and application layer-based attacks [33]. Within the volumetric 
attack category, specific attack types include UDP flood, ICMP flood, 
DNS amplification, and MAC flood. These attacks aim to overwhelm the 
target system’s resources, such as network bandwidth or memory, by 

inundating it with an excessive amount of malicious traffic. The 
protocol-based attack category encompasses attacks such as SYN flood, 
smurf DDoS, ping of death (POD), and low-rate denial of service (LDoS). 
These attacks exploit vulnerabilities in network protocols to exhaust 
system resources, disrupt communication, or cause system crashes. The 
application layer attack type focuses on attacks targeting the application 
layer of the network stack. Examples of application layer attacks include 
HTTP flood-based attacks, such as HTTP GET/POST flooding, slowloris, 
and zero-day DDoS attacks. These attacks aim to overwhelm the target 
application or server by exploiting its specific functionalities or resource 
limitations. On the other side of the taxonomy, non-distributed DoS 
attacks are classified into physical and protocol-based attacks. The 
physical attack type involves signal jamming, where the attacker dis
rupts wireless signals, causing communication interference and 
rendering the target devices unable to operate effectively. The 
protocol-based non-distributed DoS attack category includes attacks 
such as teardrop attacks and buffer overflow attacks. These attacks 
exploit vulnerabilities in network protocols or application software, 
aiming to cause system instability, crashes, or denial of service. 

5.1. Distributed denial of service (DDoS) 

As mentioned in the previous section, DoS attacks can be classified 
into distributed and non-distributed types. Distributed denial of service 
(DDoS) attacks have three sub-classifications, namely:  

• Volumetric  
• Protocol-based  
• Application layer 

In the subsequent sections, we present a detailed enumeration of 
these subcategories, providing concise descriptions, vulnerabilities, and 
threats associated with each variant of DDoS attacks. Furthermore, we 
discuss the standard countermeasures available based on existing tools 
and technologies. Additionally, we explore research-based solutions 
proposed by independent researchers worldwide, analyzing their ap
proaches and mapping them according to the methods they employ. 

5.1.1. Volumetric DDoS attacks 
Volumetric DDoS attacks are characterized by their ability to over

whelm a system with a massive volume of malicious traffic, leading to 
service disruption and loss of availability. These attacks often leverage 
compromised or infected devices, which act as sources to generate a 

Fig. 4. DoS Taxonomy of edge computing.  

R. Uddin et al.                                                                                                                                                                                                                                   



Ad Hoc Networks 152 (2024) 103322

7

high volume of random data packets. Among the various types of 
volumetric DDoS attacks, UDP floods and ICMP floods are the most 
commonly encountered. UDP floods involve sending a large number of 
User Datagram Protocol (UDP) packets to a target system or network. 
These packets are typically sent to random ports, causing the target to 
become overwhelmed by the sheer volume of incoming traffic. As a 
result, the system’s resources, such as network bandwidth or processing 
power, become saturated, leading to a degradation of service or com
plete unavailability. ICMP floods, on the other hand, exploit the Internet 
Control Message Protocol (ICMP) to flood the target system with ICMP 
echo request (ping) packets. By sending an excessive number of ping 
requests to the target, the attacker aims to consume the system’s re
sources, particularly its network bandwidth and processing capabilities. 
This influx of ICMP packets can lead to network congestion, latency, and 
unresponsiveness of the target system. In the subsequent sections, we 
will delve into further detail about these types of volumetric DDoS at
tacks, providing comprehensive descriptions of their attack mecha
nisms, vulnerabilities they exploit, potential threats they pose, and 
standard countermeasures available to mitigate their impact. Addi
tionally, we will explore research-based solutions proposed by the 
research community to address these specific types of volumetric DDoS 
attacks.  

a) UDP flood: 

The UDP Flood DDoS attack (also known as the Fraggle Attack) 
usually occurs in the transport layer of edge computing systems. It uses 
User Datagram Protocol packets (UDP) and sends them out to the tar
geted server with the sole purpose of overwhelming its traffic and re
sources, which results in a massive load for the server and oftentimes 
exhausts the protective firewall as well. As a result, legitimate users face 
denial of service. Moreover, often attackers forge the IP of a victim and 
send requests to an edge server. The server then replies to the victim 
(instead of the attacker), which potentially launches a reflected DDoS 
attack. 

5.1.1.1. Vulnerabilities. The UDP flood attack exploits a vulnerability 
inherent in the UDP (User Datagram Protocol) protocol. Unlike TCP 
(Transmission Control Protocol), which employs a 3-way handshake 
system for establishing connections, UDP is a connectionless protocol. 
This lack of connection establishment makes UDP susceptible to flood
ing attacks. In a UDP flood attack, the attacker inundates the target 
system with a high volume of UDP requests sent to various ports. Since 
UDP does not have a mechanism to verify or manage these requests, the 
target system becomes overwhelmed by the sheer number of incoming 
packets. This flood of UDP packets consumes the system’s resources and 
communication bandwidth, resulting in degradation of service or even 
complete unavailability. To mitigate the impact of UDP flood attacks, it 
is crucial for systems and firewalls to have adequate transmission ca
pacity. This capacity ensures that the network can handle the increased 
volume of incoming UDP packets without becoming overwhelmed. 
Implementing traffic monitoring and filtering mechanisms can help 
identify and block malicious UDP traffic, preventing it from reaching the 
target system. 

5.1.1.2. Threats. UDP flood attacks can originate from malicious 
flooding agents, zombie systems, and compromised systems that have 
been hijacked by attackers [33]. These entities serve as sources to launch 
UDP assaults on targeted systems. In some cases, these attacks may 
utilize spoofed IP addresses to mask the true origin of the malicious 
traffic, making it difficult to trace back to the actual attackers. One 
significant challenge posed by UDP flood attacks is their ability to bypass 
resource-intensive firewalls or security measures that are not adequately 
equipped to handle such high-volume attacks. The sheer volume of UDP 
traffic generated by the attacking sources can overload system resources, 

leading to service disruption and unavailability. Furthermore, the 
emergence of botnets has further exacerbated the threat of UDP flood 
attacks. Botnets are networks of compromised devices that can be 
remotely controlled by attackers. These botnets, such as Mirai [34–39], 
Gafgyt [40–43], and BashLite [44–45], have been responsible for 
orchestrating large-scale UDP flood attacks. By leveraging the collective 
power of multiple compromised devices, botnets can generate massive 
amounts of UDP traffic, overwhelming targeted systems and amplifying 
the impact of the attacks. 

5.1.1.3. Generic prevention / mitigation methods. To prevent or mitigate 
UDP flood attacks, several countermeasures can be implemented. The 
first line of defense is the implementation of filtration techniques to 
detect and handle large UDP packets and non-stateful UDP packets in 
critical ports. By monitoring network flow, edge routers and firewalls 
can identify unusual traffic patterns and detect spoofed packets using 
ingress filtering [46]. This helps to prevent malicious UDP packets from 
reaching their intended targets. Service providers can also play a crucial 
role in mitigating UDP flood attacks by utilizing deep packet inspection 
(DPI) techniques. DPI allows for the inspection and analysis of the 
content of network packets, enabling the detection of malicious traffic. 
In coordination with traffic rerouting, scrubbing servers can be 
employed to divert and filter out suspicious UDP packets, thus protect
ing the targeted systems [47]. At the client level, users can take proac
tive measures to defend their devices and intra-networks against UDP 
flood attacks. This can be achieved by utilizing scrubbing software, 
which helps to identify and eliminate malicious UDP traffic, ensuring the 
integrity and availability of the devices and the network. 

5.1.1.4. Research-based solutions and limitations. Several solutions have 
been proposed to address UDP flood attacks in edge systems. In [48], the 
authors propose a solution for detecting DoS attacks in IoT environ
ments, specifically focusing on 6LoWPAN devices. They utilize a 
Suricata-IDS probe combined with flood threshold controllers to identify 
incoming packets with suspicious parameters. However, the testing was 
limited to simulated attacks, and no real-world industrial network 
testing was conducted. Additionally, the solution may face challenges in 
handling dispersed sniffing from larger distributed networks. In [49], a 
lightweight queue shuffling technique is proposed to mitigate DDoS 
attacks on edge devices with limited resources. The technique involves 
discarding malicious flows to protect the system. However, the results 
are theoretical and simulation-based, lacking real-world data for appli
cation in data-centric or corporate networks. The authors in [50] pro
pose SoftEdgeNet, a distributed architecture based on software-defined 
networking (SDN) and fog nodes. This solution aims to mitigate attacks 
by filtering data and providing fault tolerance. However, challenges 
related to latency and edge node placement are highlighted. In [51], 
machine learning algorithms are employed to classify benign IoT 
packets from malicious DDoS packets. The study includes the use of 
K-dimensional tree (KDTree), support vector machine (SVM), decision 
tree, random forest, and neural network algorithms. The experiments 
involved simulated TCP SYN flood, UDP flood, and HTTP GET attacks. 
While the detection technique shows promise, the authors acknowledge 
the possibility of compromised edge nodes being part of a DDoS attack, 
leaving the removal of the compromised devices as the remaining so
lution, which may not always be feasible. In [52], the authors propose a 
fog-assisted software-defined networking (SDN)-based intrusion detec
tion/prevention system (IDPS) for edge networks. They utilize an SDN 
wrapper over a wireless sensor network (WSN) stack called SDNWISE, 
employing the Contiki OS-based Cooja simulator and the SDN emulator 
Mininet for testing. The system’s intrusion detection capabilities are 
evaluated using the UNSW-NB15 dataset, and packet generation is done 
using IXIA PerfectStorm. The proposed system dynamically implements 
countermeasures throughout the network’s edge nodes using an SDN 
controller and proper policies to mitigate malicious traffic. The 
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centralized architecture incorporates an E3ML multi-classifier with 
recurrent neural network (RNN), multilayer perceptron (MLP), and 
alternate decision tree (ADT) algorithms. Although the system shows 
promise, further testing in real networks is required, and the authors 
note that the performance of RNN and MLP can be unstable. In [53], the 
authors propose a software-defined Internet of Things (SD-IoT) system 
based on the SDx paradigm. They use the cosine similarity of vectors of 
incoming packets to differentiate between malicious and benign traffic 
flows. The algorithm identifies the infected node responsible for the 
attack and signals the controller to prevent further propagation of 
packets from that node. The proposed model outperforms the existing 
distributed parallel packet classification (DPPC) algorithm-based solu
tion [54], as it can handle large amounts of traffic and quickly prevent 
such attacks. However, the system relies heavily on a singular controller, 
which introduces the risk of a single point of failure. Additionally, the 
experiment only considers UDP traffic, and the viability of the system for 
handling other types of attacks is not explored.  

a) ICMP flood: 

The ICMP flood DDoS attack, also known as the ping flood attack, is 
another type of flooding attack. ICMP (Internet Control Message Pro
tocol) is a protocol that carries important information about IP, routing 
issues, and datagram processing errors. In an ICMP flood attack, the 
attacker leverages ICMP echo requests and sends them to the targeted 
layer 3 (internet layer) infrastructure devices. These devices typically 
respond with ICMP echo reply messages, acknowledging connectivity. 
However, when an overwhelming number of echo message responses 
flood the device, it becomes unresponsive to legitimate traffic. As a 
result, network administrators often choose to disable ICMP packet 
transmission to prevent congestion on critical layer 3 devices. When a 
host is targeted with an ICMP flooding attack, the excessive traffic 
overload renders the victim’s devices unusable and can disrupt basic 
network functionalities [55]. 

5.1.1.5. Vulnerabilities. The ICMP protocol in itself poses a vulnerability 
in the context of ICMP flood attacks. The protocol provides valuable 
reconnaissance capabilities by carrying IP and routing information 
within a network. ICMP can be used to determine if a device (host) is 
online or not, and it provides other important details such as maximum 
transmission units, transmission limitations, default packet size, and 
more. Attackers exploit these parameters to launch malicious attacks on 
systems that lack proper packet filtering and are not adequately pro
tected. In [56], Eden L. highlights ICMP as a versatile hacking tool that is 
often overlooked and misunderstood, emphasizing its potential for 
misuse in carrying out attacks. 

5.1.1.6. Threats. ICMP flooding attacks can be initiated by various 
threat agents, including malicious botnets. These botnets send a large 
number of echo requests as part of the attack. Additionally, unmonitored 
broadcast pings from spoofed IP addresses and erroneous datagram 
headers originating from unverified sources can also contribute to the 
threat [57]. In the past, ICMP flooding attacks often involved the use of 
spoofed false IP addresses to mask the origin of the attack. However, a 
different trend has emerged in recent times, where attackers utilize an 
extensive network of un-spoofed bots to launch massive attacks on the 
targeted network or server. This approach focuses on overwhelming the 
target through sheer volume rather than relying solely on IP address 
spoofing [58]. 

5.1.1.7. Generic prevention / mitigation methods. To defend against an 
ICMP flood attack, one of the primary measures is to disable ICMP 
propagation within the network. By disabling ICMP acknowledgement 
on critical nodes and edge routers, the network can mitigate the impact 
of ICMP flooding. For non-critical nodes, it is recommended to limit the 

processing of ICMP requests and restrict the data packet size. This helps 
to prevent network congestion and potential disruptions. Additionally, 
implementing filtration mechanisms on routers can ensure that the 
network remains free from suspicious activities. Monitoring various 
ports on a schedule can help in overseeing the flow of traffic and 
detecting any abnormal patterns. Egress filtration on edge routers can 
also be employed to ensure that outbound traffic is within the expected 
limits and does not exceed the bandwidth threshold [59]. 

5.1.1.8. Research-based solutions and limitations. In [60] authors 
demonstrated an IoT-dense mechanism titled FlowGuard utilizing ma
chine learning models Long short-term memory (LSTM) and convolu
tional neural network (CNN) for classifying malicious data and 
identifying malicious flows. In the proposed system, filtration rules are 
applied to identify malicious flows segregating from benign ones, a flow 
handler is used to identify flow variations, and rules are updated based 
on traffic observations. But the efficiency of the employed LSTM was not 
on par with standard IoT requirements as the experiment was done with 
a system with minimal configuration. Therefore, no data is present if 
that constraint can be overcome with a superior system. In [61] authors 
implemented a machine learning approach based on a self-organizing 
map (SOM) and used k-nearest-neighbor (k-NN), an instance-based 
non-parametric learning algorithm to detect ICMP attacks. It classifies 
traffic into separate groups (malicious and normal) and can mitigate 
attacks significantly in cloud platforms, but it lacks attack-handling 
capabilities in terms of intrinsic preventive measures. Moreover, it suf
fers from similar limitations that a centralized SDN system suffers. 
Therefore, in case the primary controller is compromised or over
whelmed, the full system suffers the aftermath.  

a) DNS Amplification: 

The DNS amplification attack, also known as the DNS reflection 
attack, targets multiple layers of edge computing systems, including the 
application, transport, and internet layers. In this type of attack, the 
attacker floods a cloud server, such as a DNS resolver, website, or host, 
with a large volume of fake DNS lookup requests. This overwhelms the 
server’s resources, leading to service interruptions, system crashes, or 
the exhaustion of available bandwidth, potentially causing the targeted 
site to become unavailable. The attack takes advantage of connection
less protocols like UDP and manipulates a small DNS request into an 
amplified one by requesting numerous records associated with the tar
geted site, its subdomains, backup and mail servers, and aliases. This 
results in a response that is significantly larger, amplifying the load on 
the server by a factor of 10–50 [62]. Detecting and differentiating be
tween fake and legitimate requests becomes challenging as spoofed IP 
addresses are used, making it difficult to identify the true source of the 
attack. 

5.1.1.9. Vulnerabilities. DNS amplification/reflection attacks exploit 
various vulnerabilities in the network infrastructure. These attacks can 
be launched without the need for a botnet and require minimal re
sources. Several vulnerabilities contribute to the success of DNS ampli
fication attacks. One vulnerability lies in the use of public resolvers 
instead of ISP-designated DNS servers by hosts or servers. Public re
solvers can be more susceptible to abuse and amplification attacks 
compared to properly configured ISP resolvers. Inadequate configura
tion of perimeter firewalls is another vulnerability that can facilitate 
these attacks. If the firewall allows most traffic without proper filtration 
for DNS requests, it can inadvertently become a conduit for DNS 
amplification attacks. The absence of source IP verification methods on 
network gateway devices is another vulnerability that attackers can 
exploit. Without proper source IP verification, it becomes easier for at
tackers to spoof their IP addresses and disguise the origin of the attack. 
Additionally, the lack of client authorization recursion and the absence 
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of a response rate limiter (RRL) in a DNS resolver can make the resolver 
more vulnerable to amplification attacks [62]. 

5.1.1.10. Threats. Misconfigured DNS servers pose a significant threat 
to DNS amplification attacks. If a DNS server is not properly configured, 
it can be exploited by attackers to amplify their attack traffic. Uniden
tified traffic originating from external networks is another potential 
threat. Any traffic that cannot be attributed to legitimate sources should 
be carefully monitored and analyzed to identify possible malicious ac
tivity. DNS responses that do not originate from local DNS resolvers can 
also indicate a potential threat. If DNS responses are coming from 
unauthorised or unknown sources, it raises concerns about the integrity 
and authenticity of the responses. Malicious APIs and web applications 
can also be utilized by attackers to initiate DNS amplification attacks. 
These applications may have vulnerabilities that can be exploited to 
launch such attacks. According to the US Cybersecurity and Infrastruc
ture Security Agency, there are approximately 27 million DNS resolvers 
in the internet. Alarmingly, it is estimated that around 25 million of 
these DNS resolvers are susceptible to being used as attack sources [63]. 

5.1.1.11. Generic prevention / mitigation methods. To counter DNS 
amplification attacks, several preventive measures can be implemented. 
One of the primary defenses is the verification of the source IP of in
bound traffic, also known as ingress filtering. Internet Service Providers 
(ISPs) can employ filters to reject traffic coming from forged IP sources 
[64]. By verifying the authenticity of the source IP addresses, the ISP can 
prevent attackers from using spoofed IP addresses to initiate DNS 
amplification attacks. Another measure is to deactivate recursion on 
authoritative name servers. Recursive resolution of external users can be 
restricted, and the authoritative name servers can be configured to only 
serve as zone pointers for the respective domains [64]. This helps to 
prevent unauthorised recursive queries and minimizes the risk of DNS 
amplification attacks. Implementing a response rate limiter (RRL) on 
authoritative DNS servers is also effective. RRL limits the number of 
responses given to individual clients per second [64]. By imposing limits 
on the rate of responses, the impact of DNS amplification attacks can be 
mitigated. It is important to note that RRL is typically applied on 
authoritative DNS servers and does not impact internal DNS queries or 
recursive resolvers. 

5.1.1.12. Research-based solutions and limitations. In [65], a two-stage 
framework is proposed for mitigating DDoS attacks using network 
function virtualization (NFV) and edge systems. The framework consists 
of a screening mechanism and a resource allocation mechanism. The 
screening mechanism filters traffic flow based on filtering algorithms, 
while the resource allocator assigns resources to virtual network func
tions (VNF) or virtual security functions (VSF) used for attack mitiga
tion. However, the proposed scheme lacks actual hardware 
implementation and data to validate its effectiveness. In [66], a 
real-time volumetric detection (RTVD) scheme is introduced. This 
scheme comprises three components: a sliding time window for entropy 
calculation, a signal directional filter for early detection, and a quintile 
deviation checking (QuinDC) algorithm for identifying DDoS attacks. 
The scheme primarily focuses on volumetric attacks and may not be 
effective against other types of attacks, such as slowloris. The scheme 
utilizes public datasets, including the 1999 DARPA intrusion detection 
evaluation dataset, the 2009 DARPA DDOS dataset, and the UNB CIC 
DDoS 2019 evaluation dataset, which provide data on TCP SYN flood, 
UDP flood, and HTTP flood attack traffic. The IXIA BreakingPoint 
network tester is used for simulating attacks with varying frequencies. 
Although the scheme demonstrates accuracy with minimal delay, it re
quires enhancements to handle other types of DDoS attacks based on 
different methods, such as protocol-based or application-based attacks.  

a) MAC flood: 

Every network-enabled device is assigned a unique media access 
control (MAC) address, which is a 48-bit hexadecimal address provided 
by the manufacturer. In a switching network, a MAC table is maintained 
to facilitate communication between devices at the data link layer. 
However, attackers can flood the switch with a large number of invalid 
MAC addresses. This flood of invalid addresses overwhelms the switch, 
as it tries to update the MAC table with all these entries. As a result, the 
MAC table becomes full, preventing valid users from populating the 
table and leading to a denial of service. 

5.1.1.13. Vulnerabilities. MAC flooding attacks can exploit vulnerabil
ities such as the lack of physical address authentication or validation 
systems, the absence of a counter on the total number of MAC addresses 
in a network, and the use of unmanaged switches and network hubs. 
These vulnerabilities make it easier for attackers to flood the MAC table 
of a switch and disrupt network connectivity. By addressing these vul
nerabilities and implementing appropriate security measures, the risk of 
MAC flooding attacks can be mitigated. 

5.1.1.14. Threats. MAC flooding attacks can be carried out using 
various tools, such as Macof, Ettercap, Yersinia, and THC Parasite. These 
tools flood vulnerable switch ports with malicious fake MAC addresses, 
overwhelming the MAC table and pushing legitimate MAC addresses 
out. This can cause the switch to enter fail-open mode, essentially 
functioning as a network hub. The flood of fake MAC addresses and the 
resulting broadcast storm disrupt regular network services and can lead 
to a denial of service. 

5.1.1.15. Generic prevention / mitigation methods. To counter MAC 
flooding attacks, implementing port security on a manageable switch is 
considered a best practice. Port security allows administrators to specify 
the maximum number of MAC addresses allowed on each switch port, 
preventing unauthorised devices from flooding the MAC table [67]. 
Another effective measure is the use of an authentication, authorization, 
and accounting (AAA) server, such as TACACS or RADIUS. AAA servers 
authenticate users’ identities, ensuring that only authorized devices can 
connect to the network [67]. Additionally, the implementation of IEEE 
802.1X authentication can further enhance security against MAC 
flooding attacks. This mechanism verifies the identities of data-sending 
users based on their credential certificates, which are confirmed by a 
RADIUS server [68]. 

5.1.1.16. Research-based solutions and limitations. Since MAC flooding 
attacks are primarily associated with traditional network security issues 
and may not have specific research works focusing on edge computing 
systems, it is reasonable to omit independent research works in this 
context. The solutions and countermeasures for MAC flooding attacks 
can be addressed within the scope of traditional network security 
practices. 

5.1.2. Protocol-based DDoS attacks 
Protocol-based DDoS attacks exploit vulnerabilities in communica

tion protocols by overwhelming targeted systems with malicious 
connection requests. Two commonly encountered types of protocol- 
based DDoS attacks are SYN flood and Smurf DDoS attacks. The 
following sections provide details on these attack types.  

a) SYN flood: 

In a SYN flood attack, the attacker takes advantage of the three-way 
handshake mechanism of the Transmission Control Protocol (TCP) to 
overwhelm the targeted system. The attacker initiates a large number of 
TCP connections by sending SYN (synchronization) packets to the vic
tim’s server. However, instead of completing the handshake by sending 
an ACK (acknowledgement) packet in response to the SYN-ACK 
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(synchronization-acknowledgement) packet from the server, the 
attacker simply leaves the connection in a half-open state without 
completing the final step of the handshake. By continuously sending a 
flood of SYN packets and not responding with ACK packets, the attacker 
consumes the system’s resources, such as available TCP ports and 
memory buffers, preventing legitimate users from establishing new TCP 
connections. This leads to a denial of service, where the system becomes 
overwhelmed and unresponsive to legitimate traffic. 

5.1.2.1. Vulnerabilities. According to the statistical data on DDoS at
tacks compiled by Kaspersky for the year 2020, it was observed that a 
significant majority of these attacks, specifically around 92.6 %, were 
categorized as SYN flooding attacks [69]. SYN flooding attacks primarily 
exploit the inherent vulnerabilities in the Transmission Control Protocol 
(TCP) three-way handshake connection establishment process. Systems 
that do not implement measures such as reduced SYN received timer or 
limited lifetime for half-open connections are particularly susceptible to 
such attacks. Additionally, systems or operating systems that do not 
adequately manage the backlog associated with TCP queues or fail to 
recycle the oldest half-open connections are also at risk of facing the 
adverse consequences of SYN flood attacks. 

5.1.2.2. Threats. The prevalence of SYN flood attacks can be attributed 
to several prominent threat agents that initiate such malicious activities. 
These agents include unrecognized connection requests originating from 
foreign hosts whose identities and intentions are unknown. Addition
ally, the intrusion can be facilitated by a malicious botnet, such as the 
infamous Mirai botnet [70], which orchestrates coordinated attacks 
using compromised devices. Furthermore, the attack can be carried out 
by a group of infected host devices acting in a distributed manner. It is 
also worth noting that edge devices and sensor nodes with forged IP 
addresses can serve as potential sources for SYN flood attacks. 

5.1.2.3. Generic prevention / mitigation methods. Various countermea
sures can be employed to mitigate SYN flood attacks and ensure the 
robustness of network systems. One effective technique involves the 
implementation of micro records that are associated with each incoming 
SYN request [71]. This approach allows for the verification and tracking 
of SYN requests, thereby enabling the identification of legitimate con
nections and filtering out malicious ones. The use of cryptographic 
hashing techniques, specifically SYN cookies, can also play a vital role in 
countering SYN flood attacks [71]. By incorporating SYN cookies, the 
server can generate a unique token based on the client’s SYN request, 
ensuring the authenticity of the request and preventing resource 
depletion due to excessive half-open connections. Another approach to 
mitigating SYN attacks is the utilization of TCP RESET cookies [72]. This 
mechanism involves a three-way handshake process where the client’s 
legitimacy is validated before proceeding with the transmission of SYN 
data. By discarding spoofed IP packets, TCP RESET cookies provide an 
effective defense against SYN flood attacks. Administrators can further 
enhance security measures by implementing timeouts on TCP stacks, 
allowing for the timely release of memory occupied by existing con
nections [72]. Additionally, the strategic utilization of selective drop
ping on incoming connections can help alleviate the impact of SYN flood 
attacks by prioritizing and handling legitimate traffic while discarding 
malicious requests. 

5.1.2.4. Research-based solutions and limitations. In their study, the au
thors of [73] presented a software-defined perimeter (SDP) based de
fense framework for multi-access edge computing (MEC). The 
framework utilized Open air interface (OAI) V 1.1 for the LTE core and 
radio network, along with an open-source SDP provided by Waverley 
Labs. Through simulations, they evaluated the effectiveness of the 
framework in mitigating SYN flood attacks by comparing network 
throughput with and without SDP. The results demonstrated promising 

DDoS attack mitigation capabilities. However, it is worth noting that the 
filtration process introduced a slight overhead (average delay of 0.0489 
sec.), which may become more significant in real-world network in
frastructures with high data transmission rates. Additionally, the 
framework’s reliance on a centralized controller poses a single-point 
vulnerability, which should be carefully considered in practical de
ployments. In [74], the authors proposed a localized DDoS prevention 
framework called MECshield, designed to protect heterogeneous IoT 
networks. The framework employed self-organizing map (SOM) filters 
placed at the network edges, which were managed by a centralized 
controller responsible for traffic flow maintenance and traffic control 
policies. A local policy conductor facilitated the communication be
tween the controller and the SOM filters, allowing for traffic mitigation 
based on the filter’s training. The framework was evaluated using 
datasets such as CAIDA, NSL-KDD, and DARPA, and it demonstrated 
proficiency in countering various DDoS attack types, including flooding 
attacks, POD attacks, and botnet attacks. MECshield achieved improved 
detection rates and higher accuracy compared to existing SOM filters. 
However, the authors acknowledged limitations in the training duration 
of the SOM filters, which could impact the overall countermeasure 
process. Furthermore, the framework exhibited high CPU usage, 
although it managed to avoid bottleneck issues due to its distributed 
structure. Further optimization efforts may be necessary to address these 
limitations, especially when considering critical network nodes where 
interruptions in the countermeasure process could have catastrophic 
consequences.  

a) Smurf DDoS: 

In 1998, the University of Minnesota experienced a severe Smurf 
DDoS attack that had a lasting impact. The attack, which lasted for over 
an hour, resulted in significant data loss and network outages, causing 
disruptions across the state. This incident, often referred to as a "cyber- 
traffic jam," marked one of the early instances of a DDoS attack [75]. The 
Smurf DDoS attack exploits the use of a spoofed IP address to initiate 
ICMP packets sent to an IP broadcasting network. The network then 
responds with echo replies, which are broadcasted to all hosts within the 
network. As a result, each host sends a response to the spoofed IP host, 
leading to a massive influx of broadcast traffic that has the potential to 
overwhelm the network infrastructure. 

5.1.2.5. Vulnerabilities. Systems and devices that lack adequate anti- 
malware solutions are particularly vulnerable to Smurf attacks. Addi
tionally, misconfigured traffic monitoring policies on edge routers, 
which allow unrestricted IP-directed broadcast, and the absence of 
outbound IP filtration mechanisms further increase the susceptibility to 
Smurf attacks. These vulnerabilities create opportunities for attackers to 
exploit the network and launch devastating Smurf attacks. 

5.1.2.6. Threats. Threat agents that can initiate Smurf attacks include 
the presence of Smurf malware, the utilization of Coremelt zombies, and 
the existence of unchecked IP broadcasting hosts with spoofed IP ad
dresses. Coremelt zombies specifically contribute to distributed attacks, 
also referred to as Coremelt attacks. In such attacks, a network is tar
geted by multiple subverted machines that form separate zombie 
groups. These groups communicate with each other to coordinate and 
execute network-wide flooding, making it challenging to identify the 
precise origin of the attack due to the involvement of multiple zombie 
groups [76–77]. 

5.1.2.7. Generic prevention / mitigation methods. To prevent Smurf at
tacks, several countermeasures can be implemented. First and foremost, 
disabling IP-directed broadcast on edge routers is crucial. By disabling 
this feature, the network prevents the amplification of ICMP packets and 
eliminates the possibility of triggering a Smurf attack. Implementing 
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egress filtration on system devices can also contribute to preventing the 
vulnerability. With egress filtration, outgoing traffic is monitored and 
filtered, ensuring that any malicious packets are detected and blocked 
before they can leave the network perimeter. Additionally, enforcing 
strict traffic monitoring practices allows for the timely identification and 
mitigation of any suspicious or malicious activity. Disabling ICMP or 
blocking unauthorised ICMP requests on critical system devices provides 
an added layer of protection against Smurf DDoS attacks. By limiting the 
acceptance of ICMP packets, the network mitigates the risk of being 
exploited by this type of attack [76]. These preventive measures work in 
conjunction to safeguard network nodes from the detrimental impacts of 
Smurf attacks, fortifying network security and resilience. 

5.1.2.8. Research-based solutions and limitations. In [78], the authors 
proposed a hybrid solution for mitigating DDoS attacks by leveraging 
the distributed computation capability of multi-access edge computing 
(MAEC) at edge nodes. The solution combines source-based methods 
and reactive mitigation techniques, utilizing the MACE-X controller to 
implement policies on the edge nodes. The controller collects traffic 
monitoring information from MACE-X clients and broadcasts warning 
messages to refine local policies for traffic regulation based on traffic 
anomalies. The proposed platform aims to mitigate volumetric attacks 
such as UDP floods and ICMP floods through prevention layers and a 
trust-based filtering system. It also addresses attacks like SYN flood, Ping 
of Death, and Smurf DDoS through adaptive policy implementation on 
the edge nodes. However, one limitation of this system is the potential 
processing delay, which could have significant consequences. Unfortu
nately, there is no empirical data provided in the research to assess the 
effectiveness of the proposed framework. 

In [79], the authors developed a DDoS mitigation scheme for fog 
computing using a SCADA testbed. The scheme employed a three-layer 
data analysis architecture, including an inline traffic filter through the 
firewall, offline-based traffic analysis using virtualized network func
tions (NFV), and a centralized coordination system with a distributed 
local server for improved accuracy. The system was tested using a 
Modbus traffic simulator on Mero control systems. The results showed 
decent accuracy in detecting attacks; however, there was a 70 % accu
racy rate with high latency (up to 235 ms) in fog-level Modbus traffic. 
This latency can be significant, especially for critical edge nodes or in
dustrial valves. Consequently, further testing and optimization of the 
system are necessary to ensure its effectiveness in real-world scenarios.  

a) Ping of death: 

The Ping of Death (POD) attack is a type of internet layer attack that 
exploits a vulnerability in network devices, servers, or hosts by sending 
oversized ping packets. Normally, the maximum allowable size for an 
IPv4 packet with the IP header is 65,535 bytes. In a POD attack, the 
attacker sends a ping packet that exceeds this threshold size. When the 
target system attempts to reassemble the fragmented packet, it en
counters an oversized packet, causing memory overload and potentially 
leading to system crashes. This attack takes advantage of the vulnera
bility in packet fragmentation and reassembly processes, exploiting the 
system’s inability to handle excessively large packets. 

5.1.2.9. Vulnerabilities. POD attacks can be launched by exploiting 
protocols that utilize IP datagrams such as ICMP, TCP, UDP, and others. 
Layer 3 devices that have ICMP response enabled are particularly sus
ceptible to these attacks. Additionally, edge servers or systems that lack 
proper packet filtration mechanisms and have limited memory buffers 
unable to handle larger packets are also vulnerable to POD attacks. The 
combination of these factors creates a conducive environment for at
tackers to exploit the vulnerability and successfully execute POD 
attacks. 

5.1.2.10. Threats. POD attacks can be initiated by hosts sending mal
formed or fragmented packets, as well as compromised systems that 
utilize spoofed IP addresses. To mitigate the risk of such attacks, system 
administrators should exercise strict control over the maximum packet 
size to prevent the fragmentation of large payloads by malicious actors. 
It is crucial for administrators to stay vigilant and promptly apply up
dates and patches released by developers to address any known vul
nerabilities and strengthen the overall security of the system [80]. 

5.1.2.11. Generic prevention / mitigation methods. To prevent POD at
tacks, one effective measure is to disable ping responses, which elimi
nates the possibility of an attacker exploiting the ICMP protocol for such 
attacks. Advanced network mapping techniques available in layer 3 
routers and system devices can be utilized to address any reconnaissance 
issues that may arise. Edge gateways can maintain oversight and control 
without the need for active ping responses. Preventive countermeasures 
include implementing external packet filtration to selectively block 
fragmented pings while allowing regular traffic to flow unhindered. A 
packet inspection system can be deployed to monitor incoming packet 
formation and verify compliance with conventional packet size con
straints. Increasing the memory buffers in system devices can also 
facilitate this process, providing additional capacity to handle and 
process incoming packets [81]. 

5.1.2.12. Research-based solutions and limitations. In their study [82], 
the authors present an analytical framework for an intrusion detection 
system (IDS) that focuses on filtering packet lengths to identify suspi
cious traffic. The framework incorporates integer optimization tech
niques to minimize false alarms and includes considerations for missed 
detection probabilities. The authors propose that network administra
tors have the ability to adjust normal packet size thresholds, particularly 
during high-frequency attack scenarios, in order to reduce false alarm 
rates. However, a major limitation of the system is its reliance on manual 
adjustments, highlighting the need for an automated approach. Addi
tionally, the authors suggest that future enhancements could involve 
implementing an edge server-based attack prevention mechanism. To 
validate the effectiveness of the framework, further empirical data from 
real networks is required beyond the current simulations conducted in 
the study.  

a) Low-rate denial of service (LDoS): 

LDoS (Low-rate Denial of Service) attacks represent a new breed of 
DDoS attacks that operate differently from traditional attacks. Unlike 
high-volume attacks, LDoS attacks exploit a vulnerability in the TCP 
congestion-control mechanism by periodically sending short bursts of 
packets over an extended period. This strategy aims to overflow the 
router’s queue and degrade the overall quality of network traffic. LDoS 
attacks maintain a low traffic flow, typically around 10–20 % of the 
background traffic, making it challenging to differentiate these attacks 
from legitimate traffic using conventional detection methods. These 
attacks target all three layers of edge computing systems: application, 
transport, and internet. The attacker employs the Shrew attack tech
nique, which induces significant packet loss and triggers retransmission 
timeout (RTO) for TCP connections. This leads to congestion and bot
tlenecks in network traffic, resulting in service unavailability for legit
imate users. 

5.1.2.13. Vulnerabilities. Lack of congestion control mechanisms in TCP 
routers makes them vulnerable to the effects of LDoS attacks [83]. Edge 
routers that lack RTO randomization and network flow monitoring 
mechanisms are also susceptible to the impact of LDoS attacks [84]. 
Additionally, operating systems that utilize default or lower minimum 
RTO values may be more prone to LDoS attacks [84]. 
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5.1.2.14. Threats. Fake sessions, fragmented HTTP requests, and mali
cious TCP flows are some of the primary threat agents that can execute 
low-rate DoS attacks. These attackers utilize deceptive techniques to 
generate minimal traffic, making it difficult to differentiate their activ
ities from legitimate network traffic. In the case of LDoS attacks, hackers 
exploit the slow-time scale and dynamic nature of TCP’s retransmission 
time-out (RTO) mechanism. By rapidly transmitting packets and 
inducing repeated timeouts, they can disrupt normal network opera
tions, leading to a denial of service situation. 

5.1.2.15. Generic prevention / mitigation methods. One effective coun
termeasure against LDoS attacks is the implementation of a firewall at 
the network edge [85]. By monitoring inbound TCP traffic and blocking 
malicious packets, the firewall can prevent the attack from reaching the 
targeted system. Increasing the capacity of edge servers to handle 
incoming connection requests is another mitigation strategy, as it can 
help alleviate potential network congestion [85]. Edge routers with 
sufficient buffer storage capabilities can actively mitigate DDoS attacks 
by effectively managing network queues and packet flows, ensuring the 
smooth operation of TCP flows while protecting against malicious at
tacks [85]. To specifically address the vulnerability exploited by LDoS 
attacks, randomizing the retransmission time-out (RTO) value is rec
ommended [86]. By introducing variability in the RTO value, the at
tacker’s ability to predict TCP timeout instances is significantly 
hindered, making it more challenging to disrupt the system through 
repeated timeouts. Furthermore, having a larger buffer size to handle 
TCP traffic can also contribute to mitigating traffic congestion and 
improving network performance [86]. 

5.1.2.16. Research-based solutions and limitations. In [87], the authors 
proposed an algorithm that combines the power spectral density entropy 
function and support vector machine (SVM) learning to detect malicious 
low-rate denial of service (LDoS) traffic. Using the KDD99 dataset, 
which includes various types of DoS attacks, the authors computed the 
power spectral density entropy for the nearest four items and added 
eight features for detection. The features were normalized and combined 
with SVM, resulting in a 99.19 % detection rate for LDoS attacks with O 
(n log n) time complexity. However, this work focused only on 
smurf-based attacks and did not propose any prevention mechanisms. In 
[88], the authors employed multi-feature fusion and convolutional 
neural network (CNN) to recognize low-rate LDoS attacks from benign 
traffic. They combined several features to generate a feature map, which 
was then utilized by deep learning techniques. The method was vali
dated using the NS2 simulation platform and compared with other 
detection methods. The results showed a detection rate above 88 % for 
most methods, with the highest false negative rate of 16.7 %. The au
thors acknowledged the need for further improvements and expressed 
interest in expanding their work to larger-scale real networks to account 
for network variables. It is worth noting that this work also focused 
solely on detection and did not propose prevention mechanisms. In [89], 
the authors proposed a method called FR-RED (fractal residual-based 
real-time detection) for LDoS attack detection. The approach analyzed 
fractal residuals of network traffic using the R/S algorithm to calculate 
Hurst parameters. Inspired by previous work [90], the FR-RED project 
consisted of modules for training, testing, and detection. The training 
module obtained the mean value of fractal residuals as a standard for 
regular traffic, while the testing module generated a decision eigen
vector based on the training module. The detection module tracked 
LDoS timeframes by relating the extracted features to the other modules. 
The experiment conducted on the NS2 network simulator achieved a 
detection accuracy of 97.75 % with a false positive rate of 0.97 % and a 
false negative rate of 3.81 %. While this showed improvement over 
previous work, the small-scale nature of the network used necessitates 
further empirical data collection in real-time scenarios to validate the 
approach’s effectiveness. 

5.1.3. Application layer DDoS attacks 
Application layer DDoS attacks, specifically HTTP DDoS attacks, 

operate at Layer 7 of the OSI model. These attacks utilize the Hypertext 
Transfer Protocol (HTTP) to flood targeted servers or web applications 
with malicious HTTP requests. Attackers often leverage botnets to 
amplify their attack by sending a large volume of HTTP requests to 
overwhelm the target’s resources [91]. These attacks can result in par
tial denial of service or completely exhaust the device’s capacity to 
handle legitimate HTTP connections. The following segments shed some 
light on such application layer DDoS attack types.  

a) HTTP GET/POST: 

The HTTP GET/POST attack, also known as the HTTP flood attack, is 
a prevalent type of application layer DDoS attack. This Layer 7 attack 
targets edge servers or web-based applications by flooding them with 
HTTP requests. Attackers utilize malicious botnets, such as Mirai, Gaf
gyt, and BashLite, to amplify their attacks. In an HTTP GET attack, co
ordinated requests are sent from multiple infected devices to access or 
download files from the targeted server. This flood of requests over
whelms the server, leading to a loss of availability for legitimate users. In 
an HTTP POST attack, the attacker sends numerous POST requests 
through online forms, which are then processed by the server’s database. 
The high volume of POST requests saturates the database processing 
capacity, causing service disruptions [92]. 

5.1.3.1. Vulnerabilities. HTTP attacks can be challenging to detect 
because they often resemble legitimate URL requests made by regular 
users. Traditional rate-centric defense mechanisms that rely on moni
toring traffic volume are ineffective against these types of attacks since 
they involve relatively low traffic levels. Web portals and applications 
that lack JavaScript-based bot detection mechanisms, such as 
CAPTCHAs and server/client-side behavioral analysis, are particularly 
vulnerable to HTTP POST attacks. Additionally, servers like Apache and 
Nginx that do not implement measures such as HTTP timeouts, 
connection limiters, header size restrictions, or user backlogs are more 
susceptible to HTTP attacks. 

5.1.3.2. Threats. Botnets play a significant role in orchestrating HTTP 
flood attacks, leveraging a large number of compromised devices that 
can range from thousands to millions of zombie hosts. Notable botnets 
like Mirai, Gafgyt, and BashLite are commonly associated with these 
types of attacks, penetrating through the application layers. In addition 
to botnets, various other threat agents contribute to HTTP flood attacks 
in edge systems. These include malware such as Trojan horses, unsup
ported and unauthorised HTTP requests, malicious payload injection 
through HTTP headers, host override headers, blacklisted domains, and 
servers that fall victim to web cache poisoning. These threat agents 
exploit vulnerabilities in the HTTP protocol and web application infra
structure to launch massive floods of HTTP requests, leading to service 
disruptions or unavailability [93]. 

5.1.3.3. Generic prevention / mitigation methods. To prevent HTTP at
tacks, several countermeasures can be implemented. First, maintaining a 
connection/IP database can be effective in blocking connections from 
blacklisted IPs automatically. By identifying and blacklisting malicious 
IPs, the system can prevent them from accessing the network or appli
cation. Setting an appropriate HTTP connection timeout is another 
crucial measure. The connection timeout value should be determined 
based on connection length statistics, ensuring it is slightly greater than 
the median lifetime of legitimate client connections. This helps to 
terminate idle or prolonged connections, reducing the impact of po
tential attacks. Implementing a well-defined incoming HTTP data rate 
control mechanism can be effective in preventing HTTP attacks. By 
defining a threshold rate for incoming HTTP data, connections that 
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exceed this rate can be dropped, preventing excessive traffic from 
overwhelming the server or application. Furthermore, the use of packet 
filters and connection backlogs for incoming traffic can contribute to 
preventing HTTP attacks. Packet filters can track and filter out malicious 
traffic, identifying requests that exhibit suspicious behavior or charac
teristics [94]. Connection backlogs can help manage and prioritize 
incoming connections, allowing the system to track and filter potential 
malicious traffic effectively [95]. Additionally, utilizing SDN 
platform-based IP traceback methods can prove to be effective in 
countering HTTP attacks. These methods leverage the capabilities of 
Software-Defined Networking (SDN) to trace the origin of malicious 
traffic, enabling better identification and mitigation of attacks. 

5.1.3.4. Research-based solutions and limitations. In [96], the authors 
presented CODE4MEC, a defense framework for MEC nodes that utilizes 
a combination of control functions to enforce the defense mechanism 
[97]. The system tracks network traffic changes and employs an online 
combinational auction method for code scheduling, a vIPS-orthogonal 
CODE coordination scheme, and detection schemes SENTRY and Bot
Buster to mitigate HTTP flood attacks. However, the authors acknowl
edged the need for improvements in the response delay of the non-local 
CODE environment setup as part of their future work. In [98], the au
thors introduced ShadowNet, an architecture that leverages web ser
vices and edge functions to identify malicious DDoS packets. The 
ShadowNet web service, stored in the cloud, establishes connections 
with edge nodes through the ShadowNet fast path. The edge functions 
send data profile sketches of incoming packets to the ShadowNet web 
service through the fast path and aggregate IoT traffic information. The 
system demonstrated faster UDP attack detection compared to existing 
models, but it has limitations. Multiple network segment implementa
tions are necessary to be effective, which may introduce geographical 
replications affecting fast-path assumptions. Additionally, the system 
prioritizes detection speed over accuracy, making it unable to differ
entiate between a legitimate attack and a flash crowd. Proposed tech
niques are being explored to address this limitation. Regarding botnet 
attacks on edge systems, [99] presented a sparsity representation 
framework for botnet attack detection on IoT edge devices. The frame
work utilized reconstruction error thresholding and outperformed a 
single hidden layer autoencoder using the N-BaIoT dataset. [100] con
structed the N-BaIoT dataset and proposed a botnet detection method 
using deep autoencoders. In [101], the authors introduced EDIMA, a 
machine learning-based botnet detection framework designed to detect 
botnets before they launch attacks. The framework utilized supervised 
machine learning algorithms, including Gaussian naive Bayes, support 
vector machine (SVM), and random forest. The experiments conducted 
using multiple IoT devices connected to an edge router showed low false 
positive rates, and the random forest model achieved the best results.  

a) Slowloris: 

The slowloris attack is a type of application layer attack that involves 
the use of partial HTTP requests. It is characterized by the attacker 
sending out numerous HTTP connection requests and intentionally 
keeping them open without completing them. This attack exploits the 
limitation of server’s ability to handle a limited number of simultaneous 
connections. The goal of the slowloris attack is to exhaust the server’s 
resources and prevent it from accepting new connections. By keeping 
the connections open, the attacker consumes server resources such as 
connection slots, memory, and processing power. This leads to a denial 
of service condition where legitimate users are unable to establish new 
connections or access the targeted service. The unique aspect of the 
slowloris attack is its ability to inflict damage with minimal bandwidth 
and resources. The attacker strategically sends partial requests, keeping 
the connections alive with minimal data transfer. This makes it chal
lenging to detect and mitigate the attack using traditional rate-based 

defense mechanisms. To defend against slowloris attacks, various tech
niques can be employed. One approach is to implement server-side 
configurations that limit the number of connections allowed per client 
or enforce timeouts on idle connections. Additionally, network-level 
mitigation techniques such as traffic filtering, load balancing, and rate 
limiting can be effective in mitigating slowloris attacks. 

5.1.3.5. Vulnerabilities. Servers that lack proper connection restrictions 
and timeout settings are vulnerable to slowloris attacks. One major 
vulnerability is the allowance of a single IP to establish multiple con
nections. When servers do not enforce limitations on the number of 
connections from a single IP address, attackers can exploit this by 
opening multiple connections and keeping them open, consuming server 
resources and preventing new connections from being accepted. Addi
tionally, servers that do not have mechanisms in place to restrict the 
number of concurrent incoming HTTP connections are at risk. Slowloris 
attackers take advantage of this by opening numerous connections 
without completing them, leading to resource exhaustion. Another 
vulnerability is the absence of timeout settings on HTTP headers. When 
servers do not configure timeout settings for HTTP headers received 
from clients, they are unable to terminate idle connections, making them 
more susceptible to slowloris attacks. 

5.1.3.6. Threats. Slowloris attacks can be initiated by threat agents 
such as incomplete HTTP connections, malicious HTTP botnets, Android 
botnets like WireX [102], and web application-based Trojans [103]. In 
these attacks, the attacker takes advantage of vulnerable systems by 
keeping numerous HTTP connections open without completing them, 
effectively tying up server resources and preventing new connections 
from being established. This type of attack can cause significant 
disruption and impact the availability of targeted services. In addition to 
the traditional slowloris attack, variations have been observed, such as 
the case where thousands of connections were opened to the Gmail API 
with message-sending requests, and then all the connections were 
completed simultaneously. This resulted in Gmail sending out a large 
volume of bulk messages [104], potentially causing email service dis
ruptions and impacting user experience. 

5.1.3.7. Generic prevention / mitigation methods. To prevent or mitigate 
slowloris attacks, several common countermeasures can be imple
mented. One effective approach is to increase the client capacity of an 
edge server, allowing it to handle a larger number of simultaneous 
connections. At the same time, implementing connection lifetime re
strictions can ensure that connections from individual clients have a 
specified duration and are not kept open indefinitely [105]. This helps 
prevent attackers from monopolizing server resources by keeping con
nections open for extended periods. Another important countermeasure 
is to limit the maximum number of connections allowed from a single IP 
address. By implementing this restriction, organizations can prevent 
attackers from launching slowloris attacks using multiple connections 
from the same source [105]. In addition, enforcing a minimum band
width requirement for packet transfer rate on each connection can be 
effective in mitigating slowloris attacks. By ensuring that a certain level 
of data is being transferred within a specified time frame, organizations 
can identify and block connections that exhibit unusually slow data 
transmission rates, which are indicative of a slowloris attack [105]. 
Furthermore, deploying a reverse proxy server immediately after the 
network firewall can provide an additional layer of defense. The reverse 
proxy server can analyze inbound connections, verify their legitimacy, 
and direct legitimate requests to the appropriate destination servers, 
while filtering out potentially malicious slowloris attack traffic [105]. 

5.1.3.8. Research-based solutions and limitations. In [106], the authors 
presented a mechanism that utilized side-channel information to iden
tify traffic anomalies on IoT devices. They conducted a simulation using 
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a Raspberry Pi 4 as an IoT device and Amazon’s Alexa as an IoT appli
cation. The attack deployment was performed using another Raspberry 
Pi device running Kali Linux, which launched various attacks including 
slowloris attacks. The collected data was then processed using a support 
vector machine (SVM) algorithm for attack classification. However, the 
system lacked solid preventive mechanisms, and the SVM algorithm 
achieved an accuracy of only 77.5 %, indicating a need for further 
improvement. In [107], the authors demonstrated a distributed 
cloud-native edge architecture that aimed to provide constant 
multi-view visibility using onion-ring visualization. This architecture 
relied on open-source tools and offered resource visibility while main
taining data integrity during connection failures. The system utilized the 
smart multi-view visibility framework (MVF) to reduce network load, 
making it an effective tool for countering application-based attacks such 
as slowloris. The combination of IO visor and PerfSONAR’s active 
monitoring allowed administrators to detect resource issues, while 
Apache Zookeeper facilitated distributed synchronization. In [108], the 
authors employed long short-term memory (LSTM)-based detection 
techniques and fine-tuned hyperparameters to develop a robust deep 
learning model. The detection model successfully identified DoS attack 
simulators like GoldenEye, Heartbleed, Hulk, as well as slow HTTP DoS 
attacks like slowloris. The performance of the model was evaluated 
using metrics such as area under the curve (AUC), receiver operating 
characteristics (ROC), and F1 scores, which are crucial for evaluating the 
performance of machine learning models with imbalanced datasets. 
However, the system did not provide any prevention techniques and 
exhibited lower accuracy in detecting botnet attacks.  

a) Zero-day DDoS: 

A zero-day DDoS attack is a sophisticated form of DDoS attack that 
takes advantage of security vulnerabilities in software, hardware, or 
protocols that were previously unknown to experts, developers, or the 
community. The attacker identifies and exploits loopholes in the system, 
residing either on an edge device or a cloud server, to carry out the 
attack. By exploiting these vulnerabilities, the attacker can cause 
memory corruption or trigger specific conditions that result in the 
shutdown of the entire system. What makes zero-day DDoS attacks 
particularly challenging is that they leverage previously unknown ex
ploits, which means that there are no established countermeasures or 
patches available to protect against them. As a result, detecting and 
mitigating these attacks becomes extremely difficult, as traditional de
fense mechanisms are not designed to address these specific vulnera
bilities. It often requires a proactive and dynamic approach to identify 
and respond to zero-day DDoS attacks, involving continuous moni
toring, vulnerability assessment, and rapid response to newly discovered 
exploits [109]. 

5.1.3.9. Vulnerabilities. In a zero-day DDoS attack, the attacker takes 
advantage of an unintentional software glitch, code error, or hardware 
flaw that was previously unknown to the system developers or security 
experts. By exploiting these flaws, the attacker can launch a series of 
attacks and potentially compromise an entire network [110]. Systems 
that lack proper mechanisms for vulnerability checking or rollback 
methods are particularly susceptible to such attacks. Additionally, net
works that do not have effective web application traffic monitoring in 
place are more vulnerable to zero-day DDoS attacks, as they may not be 
able to detect and respond to the malicious traffic in a timely manner. 
Therefore, it is crucial for organizations to implement robust security 
measures, such as regular vulnerability assessments, timely software 
updates, and proactive monitoring, to mitigate the risks associated with 
zero-day DDoS attacks. 

5.1.3.10. Threats. Malicious web browser extensions, malware pay
loads delivered through phishing emails or malicious web links, and 

compromised systems with undetected exploits are significant threat 
agents that can initiate zero-day DDoS attacks. These agents typically 
target unsuspecting users who have inadequate security measures in 
place. Once inside the system, they exploit existing vulnerabilities, 
including software flaws and glitches, which can result in the complete 
failure of the targeted system. It is important for users to exercise caution 
when interacting with unknown websites or email attachments, keep 
their systems and applications up to date with the latest security patches, 
and use reputable antivirus and anti-malware software to detect and 
prevent such threats. 

5.1.3.11. Generic prevention / mitigation methods. To effectively counter 
zero-day DDoS attacks, it is crucial to be prepared and proactive in 
addressing vulnerabilities that may be exploited. Implementing rollback 
systems allows for swift resolution of identified glitches or flaws through 
rapid patch deployment. Additionally, deploying a web application 
firewall at the network edge provides a strong defense against incoming 
malicious traffic, helping to prevent the exploitation of unknown vul
nerabilities. Another valuable countermeasure is the use of runtime 
application self-protection (RASP), which detects and distinguishes be
tween safe and malicious application request payloads. Employing 
secure web extensions, regularly updating software, and avoiding 
opening unknown links are also important practices to mitigate the risk 
of falling victim to phishing attacks. 

5.1.3.12. Research-based solutions and limitations. In [111], the authors 
proposed the use of federated learning (FL) as a countermeasure against 
zero-day botnet attacks, addressing concerns regarding data privacy. 
They preferred FL over centralized deep learning (CDL) models to ensure 
the privacy of data. The project utilized a deep neural network (DNN) for 
traffic classification, which proved effective in detecting traffic anom
alies in edge and IoT networks [112–114]. The federated averaging 
(FedAvg) algorithm was employed to aggregate multiple remotely co
ordinated DNN models from various IoT devices and generate a global 
DNN model. The researchers conducted simulations of zero-day botnet 
attacks using datasets such as BotIoT and N-BaIoT, comparing the per
formance of FL with other models including CDL, LDL, and DDL. The 
results demonstrated the promise of the FL approach. 

5.2. Non-Distributed denial of service (DoS) 

In the non-distributed DoS attack category several attack variations 
can be observed. These attacks originate from a single point and can 
attack a single system or an edge node thwarting its functionalities and 
causing a denial of service. Following are some of the variations:  

a) Signal Jamming: 

A jamming attack is a physical type of DoS attack where external 
means such as high-range signals or electromagnetic energy are used 
causing interference to disrupt communication among wireless devices 
[115]. There are instances where unintentional interference might occur 
due to external noise, radio frequency (RF) interference, or collision. 
However, in the case of a jamming attack, this is mostly the result of a 
signal that is high in energy, efficient, and anti-jamming resistant, with 
very low detection probabilities [116]. This kind of attack can be cata
strophic, as it can be performed with very simple tools [117]. Jamming 
attacks can be directed toward sensor nodes to disrupt physical signals, 
deplete node resources such as battery life, and bandwidth, and force 
users to re-authenticate, potentially causing interruptions and a state of 
denial of service. It can even lead to other types of attacks, such as offline 
dictionary attacks and man-in-the-middle (MITM) attacks. [118]. 

5.2.1. VulnerabilitiesE 
Usage of non-resilient RF devices, usage of RF devices with similar 
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bands, and having no anti-jamming mechanisms are some of the major 
vulnerabilities that can lead to signal jamming attacks. 

5.2.2. Threats 
Various agents can be considered threats for launching signal jam

ming attacks or can cause signal jamming in general. Anonymous RF 
devices can cause active signal jamming, which can be used by a hacker 
to cause communication interruptions. On the other hand, various ap
pliances and everyday devices can cause signal jamming with RF 
interference, such as microwaves, cordless phones, fluorescent lights, RF 
video cameras, etc. 

5.2.3. Generic prevention / mitigation methods 
To mitigate the risk of jamming attacks in wireless sensor networks 

(WSNs), several measures can be implemented. One approach is to 
ensure that WSN devices are not placed in close proximity to devices that 
can generate interference, such as microwave ovens, fluorescent lights, 
RF video cameras, and cordless phones. By keeping a distance from 
potential sources of interference, the likelihood of jamming incidents 
can be reduced. Another mitigation strategy involves utilizing the 5 GHz 
band for devices located closer to the edge router. The 5 GHz band offers 
a shorter range but provides faster transmission rates. By deploying 
devices that are less susceptible to interference on the 5 GHz band, the 
network can minimize the impact of potential jamming attacks. 
Employing jamming-resistant receivers is another important measure to 
safeguard WSNs against jamming attacks. These receivers are designed 
to detect and filter out jamming signals, allowing the network to 
maintain proper communication despite the presence of interference. 
Furthermore, deploying redundant sensor nodes in critical areas can 
enhance the network’s resilience against jamming attacks. Redundancy 
ensures that even if certain nodes are affected by jamming, there are 
alternative paths and nodes available to maintain network connectivity 
and functionality. 

5.2.4. Research-based solution and limitation 
In [119], the authors proposed a solution to counter stochastic 

jamming in edge systems using the multi-armed bandit (MAB) archi
tectural framework. The proposed framework, called SAVE-S (Secur
ity-Aware edge serVer sElection under stochastic jammer), leverages the 
MAB algorithm to select suitable edge servers for offloading computa
tional tasks [120–121]. The algorithm aims to maximize resource uti
lization and mitigate the impact of jamming attacks without relying on 
specific spectrum or data transmission capabilities. The authors imple
mented a prototype of the SAVE-S algorithm and conducted tests using 
both real and synthetic datasets. The results demonstrated promising 
performance in mitigating the effects of stochastic jamming attacks. 
However, the authors acknowledge the need for more comprehensive 
testing on a larger scale, considering different types of jamming attacks 
such as reactive attacks, constant attacks, random attacks, and periodic 
jamming attacks.  

a) Teardrop Attack: 

A teardrop attack is a type of DoS attack that exploits a vulnerability 
in the TCP/IP protocol stack, specifically targeting the internet layer. 
The attack involves sending fragmented packets to a targeted host de
vice or server. In the IP headers of these packets, there is a field called 
"fragment offset" that indicates the position of the fragmented data 
relative to the original data packet. In a teardrop attack, the attacker 
manipulates this field in a way that causes overlapping of the fragments. 
When the targeted system attempts to reassemble these fragmented 
packets, the overlapping fragments create inconsistencies in the reas
sembly process. This leads to memory corruption or system crashes, 
resulting in a denial of service condition. Teardrop attacks were more 
prevalent on older Windows systems and Linux kernel versions before 
2.1.63, as these systems had vulnerabilities that allowed such attacks to 

be successful. However, it is important to note that teardrop attacks have 
resurfaced and can still be an effective attack vector if the targeted 
system has not been properly patched and protected. 

5.2.5. Vulnerabilities 
Older systems with outdated operating systems, unpatched systems 

with data assembly bugs, devices lacking regular system updates, and 
networks lacking ingress filtering are some of the vulnerabilities that can 
be exploited to launch teardrop attacks on edge systems. 

5.2.6. Threats 
Anonymous packet senders with unknown IP origins and fragmented 

or bug-laden data packets are two of the major threats that might cause 
teardrop attacks. These can cause packet-overlapping errors, frame 
alignment issues, and re-assembly bugs that result in OS crashes or the 
shutdown of the application that is trying to handle the packet. 

5.2.7. Generic prevention / mitigation methods 
To prevent teardrop attacks, organizations can employ the following 

countermeasures. Firstly, implementing a proper firewall that employs 
ingress filtering at the network layer can effectively discard malicious or 
junk packets, thereby preventing teardrop attacks from reaching the 
targeted systems. It is crucial to ensure that systems are running the 
latest operating systems and have the necessary patches and updates 
applied. Modern operating systems often include security enhancements 
and fixes that make them more resilient against teardrop attacks. 
Therefore, organizations should regularly update their systems to ensure 
they have the latest protections in place. For older and obsolete systems 
that may still be in use, it is recommended to replace them with newer, 
more secure systems. Outdated systems are more likely to have vul
nerabilities that can be exploited by teardrop attacks and other forms of 
cyber threats. In critical network segments, deploying a secure proxy 
server can be an effective preventive measure against teardrop attacks. 
The secure proxy can filter and validate incoming packets before they 
reach the target systems, helping to block any malicious or fragmented 
packets that could potentially trigger a teardrop attack. In the event of 
an ongoing teardrop attack, having a backup caching server can be 
beneficial. This server can serve static backup contents, ensuring that 
essential operations can continue even if the primary systems are 
experiencing disruptions or failures caused by the attack. 

5.2.8. Research-based solution and limitation 
In [117], the authors presented a teardrop attack detection system 

based on machine learning techniques. The experiment focused on an 
IPv6 network and compared the proposed system with two traditional 
algorithms: TAD-KNN (topological anomaly detection-k-nearest neigh
bors) and GR-AD-KNN (information gain ratio average distance KNN). 
The authors highlighted a limitation of the traditional KNN algorithm, 
which is the instability and misjudgment in classifying smaller groups 
when the k value is not properly selected. They referred to this limitation 
as the "small group classification disadvantage." To address this issue, 
they introduced the GR-AD-KNN algorithm, which improved the 
detection performance of DoS attacks, specifically teardrop attacks in 
this case. The experimental results demonstrated that the GR-AD-KNN 
algorithm achieved a higher F1 score compared to the TAD-KNN algo
rithm in the detection of teardrop attacks. The authors conducted mul
tiple averages to ensure the robustness of the results. However, one 
limitation of this work is that the evaluation focused solely on teardrop 
attacks and did not consider more severe DoS threats. Teardrop attacks 
are relatively less severe compared to other types of DoS attacks. 
Therefore, further evaluation and consideration of a wider range of DoS 
threats would enhance the effectiveness and applicability of the pro
posed detection system.  

a) Buffer overflow 
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A buffer overflow attack is a type of protocol-based DoS attack that 
targets a bug or vulnerability in software, specifically in the application 
layer. It takes advantage of the absence of array-bounds checking in 
programming languages like C/C++. When a program attempts to write 
more data to a buffer than it can handle, the excess data overflows into 
neighboring memory addresses. Hackers exploit this vulnerability by 
intentionally overloading the buffer with excessive data, causing it to 
overwrite adjacent memory elements. By manipulating the contents of 
the buffer, they can alter the program’s execution path and potentially 
gain unauthorised access to sensitive user data. In some cases, these 
attacks can lead to a system crash or compromise critical security ser
vices. It is worth noting that certain programming languages like Java, 
Perl, and JavaScript have built-in mechanisms to prevent buffer over
flow vulnerabilities, making them less susceptible to such attacks. 

5.2.9. Vulnerabilities 
Systems based on C/C++ or Fortran, system code that is reliant on 

external data, and errors or vulnerabilities in codes are some of the 
major elements that can act as catalysts for buffer overflow attacks. 

5.2.10. Threats 
Various threat agents can cause buffer overflow attacks. Malicious 

code that exploits programs while triggering new actions and programs 
that flood memory space [123] are some of the major types that can 
cause major buffer overflow issues in an unprotected system. 

5.2.11. Generic prevention / mitigation methods 
Using programming languages with built-in countermeasures against 

buffer overflow attacks, such as Python or Java, is indeed a good pre
ventive measure [123]. These languages have mechanisms in place to 
handle memory management and array bounds checking, reducing the 
risk of buffer overflow vulnerabilities. Modern operating systems also 
provide runtime protections that can significantly mitigate buffer 
overflow attacks. One such mechanism is Address Space Layout 
Randomization (ASLR) [124]. ASLR randomizes the memory locations 
of key components of a program, including the stack, heap, libraries, and 
executables, making it difficult for an attacker to predict and exploit 
specific memory addresses. Another method is the use of non-executable 
memory areas. By marking certain memory regions as non-executable, 
the operating system prevents malicious code from being executed 
from those areas, reducing the impact of buffer overflow attacks. 
Structured Exception Handler Overwrite Protection (SEHOP) is another 
defense mechanism employed by modern operating systems. It protects 
against exploits that target the Structured Exception Handler (SEH), 
which is a component responsible for handling exceptions in Windows 
systems. SEHOP prevents malicious actors from overwriting SEH records 
and executing arbitrary code [125]. 

5.2.12. Research-based solution and limitation 
In [126], the authors present a system called CloudSEC, which aims 

to address lateral movement attacks in hierarchical network environ
ments within the edge-cloud architecture. The system consists of two 
main components: EventTracker and AlertCorrelator. The EventTracker 
component monitors network activities and intrusions by analyzing 
event logs. It tracks and analyzes various events occurring within the 
network to detect potential security threats. The AlertCorrelator 
component aggregates alerts generated by distributed intrusion detec
tion sensors in the edge-cloud environment. It collects and correlates 
these alerts to provide a comprehensive view of the network security 
status and identify potential attacks. The authors conducted experiments 
using different datasets to evaluate the system’s performance. In the first 
category, they used the LLDOS1.0 and LLDOS2.0.2 datasets generated 
by MIT Lincoln Laboratories. These datasets simulated network envi
ronments consisting of multiple hosts, DMZs, and various operating 
systems such as Windows, Linux, SunOS, and Solaris. The second cate
gory utilized the Treasure Hunt dataset generated by the University of 

California Santa Barbara, which included subnetworks with MySQL 
servers, file servers, and web servers. The experiments focused on 
detecting buffer overflow attacks and various DDoS attacks. The eval
uation metrics were based on confidence intervals and events per day. 
The results demonstrated the effectiveness of the CloudSEC system in 
detecting these attacks and providing a robust detection framework. 

6. Denial of service attacks in edge layers 

In this section, we provide a comprehensive overview of the attack 
types discussed in earlier sections and map them to their respective edge 
computing layers. The figure (Fig. 5) illustrates the mapping, while ta
bles (2, 3, 4, and 5) summarize the attack types, vulnerabilities, threats, 
countermeasures, recent research-based solutions, and their approaches 
and limitations. Starting from the top layer, the application layer is 
vulnerable to volumetric attacks such as HTTP flood and DNS amplifi
cation attacks. It is also prone to botnet attacks due to weak OS security, 
unreliable software, and access to malicious websites. Additionally, it 
can be targeted by less frequent attacks like buffer overflow, slowloris, 
and LDoS attacks. Moving to the transport layer, it is also susceptible to 
LDoS and DNS amplification attacks. However, the most common attack 
types at this layer are volumetric attacks like UDP flood and SYN flood 
attacks. According to Verisign’s Q2 2018 DDoS report, UDP-based at
tacks accounted for approximately 52 % of DDoS attacks, while TCP- 
based attacks (such as SYN flood) accounted for around 26 % [127]. 
The Internet layer is affected by attacks such as ICMP flood, ping of 
death, and teardrop attacks [128]. These attacks exploit vulnerabilities 
associated with fragmented IP packets, erroneous datagrams, and 
spoofed IP broadcasts. To protect this layer, proper ingress filtration of 
IP packets is crucial. Moving down to the data link layer (layer 2), MAC 
flooding is a significant concern. Attacks targeting layer 2 devices, such 
as switches and network hubs, can cause area-wide network outages if 
proper authentication systems or countermeasures are not in place. 
Finally, at the physical layer, the primary target is jamming-type DoS 
attacks. These attacks disrupt communication by emitting high-range 
signals or electromagnetic energy, resulting in interference and 
network disruption. Fig. 5 provides an overview of the attacks catego
rized by their respective edge computing layers. Tables 2, 3, 4, and 5 
further summarize the attack types, vulnerabilities, threats, counter
measures, recent research-based solutions, and their approaches and 
limitations, providing a comprehensive reference for understanding and 
addressing these attacks in edge computing environments. 

Now that we have demonstrated the attacks by layers, we can sum
marize the solutions addressing each of them. In the following Table 2, 
we have compiled all the denial of service (DoS) and distributed denial 
of service (DDoS) attack categories, classifications, vulnerabilities, and 
threats in edge systems based on each edge computing layer. We have 
also included the solutions provided by recent research works associated 
with each attack type. The next table (Table 3), outlines the approach/ 
techniques associated with each research-based solution with the asso
ciated references. The following table (Table 4) outlines the research- 
based solution list, mechanism, platform type, and the limitations of 
their proposed frameworks. Finally, Table 5 associates each research- 
based solution technique to respective denial of service attacks. 

From Table 5, it is evident that, according to recent state-of-the-art 
research works, most volumetric attacks can be countered using ML- 
based classifiers [60] with flow handlers, self-organizing maps [61] 
often in conjunction with SDN environments [74]. The hybrid solution 
provided by MACE-X [78] that combines source-based methods and 
reactive mitigation techniques has proven effective in preventing most 
denial-of-service attack types. Its adaptive responsive framework offers 
data buffering and cashing imbued with pre-transcoding capabilities, yet 
it suffers from processing delays that impact the detection rate. For 
protocol-based attacks, a solution can be imposed based on the associ
ated edge layer. In terms of Smurf DDoS (transport layer) an inline 
filtration is more apropos [79]; on the other hand, for ping of death 
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(internet layer), packet length filtration is more efficacious [82]. In the 
case of application layer attacks, many of the supervised machine 
learning-based approaches are highly effective. Even privacy-preserving 
techniques such as federated learning approaches can be used in asso
ciation with neural network combinations to thwart application layer 
attacks, which we tried to incorporate in our proposed architecture. In 
our architecture, we have conceptualized an SDN-based system that 
employs ACL policies imposed by a virtual firewall and a centralized 
controller that provides flow-handling capabilities. In the following 
segment, we discuss our proposed architecture with a brief visualization. 

7. Proposed architecture 

Our conceptual architecture (Fig. 6) addresses the limitations of 
existing solutions by combining federated learning (FL) and software- 
defined networking (SDN) principles. In the SDN platform, the control 
plane provides robust management capabilities, while the data plane 
offers flexibility for fine-grained control over network elements. The 
architecture includes a primary industry-standard controller that serves 
as the central management entity, enabling network supervision capa
bilities regulated by the SDN controller itself. The controller leverages 
several techniques to perform this supervision. They are as follows:  

a Hybrid packet inspection: 

The controller employs hybrid packet inspection method that com
bines both per-packet-based inspection and also statistical-based ap
proaches. In both cases, network traffic goes through several filtration 
processes, such as hop count filtration, packet length filtration, source IP 
traceback, flow tracing, flow duration logging, etc. The statistical 
analysis of these parameters helps to identify malicious flow patterns 
from benign ones by feeding the information to the global ML model.  

a Resilient AAA framework: 

The utilization of the SDN platform grants the benefit of resilient 
AAA framework that performs three major operations. Robust authen
tication through password-protected user access, an ACL to authorize 
user privilege levels, and data logging to perform the accounting on 
network traffic [130]. Since these functionalities are performed within 
the controller itself, therefore no overhead is generated through addi
tional hardware.  

a Link supervision: 

To ascertain the legitimacy of edge-node pairs’ mutual authentica
tion, channel probing is employed in order to gauge channel state in
formation, which involves comparing the previous source node with the 
current one [131]. However, this is not an issue in our framework, as 
SDN by definition, has individual node information and uses way fewer 
physical nodes than a traditional physical network. Moreover, MAC 
validation mechanisms can be easily employed by extracting individual 
node information, which can be used to subvert MAC flooding-based 
attacks. Additionally, ARP inspection-based node validation can 
ensure that traffic is flowing from legitimate users in the network. 

Additionally, the proposed system employs a honeypot server that 
acts as a decoy, diverting and capturing malicious intruders. The overall 
system is protected by a virtual inline firewall defined by the SDN 
controller. To avoid additional middleware and minimize system 
throughput impact, we rely on the virtual firewall as a defense mecha
nism [132,133]. During normal network operations or potential DDoS 
attacks, benign traffic is monitored and load-balanced (utilizing a 
weighted round-robin load balancer [134] to ensure smooth network 
activities, while malicious traffic is either discarded or directed to the 
honeypot server for statistical analysis and reference. 

The controller extracts traffic data from each node in the network 
and converts it into Tensors objects with searchable attributes [135, 
136]. Individual Tensor objects are identified with object tags that are 
shared with the controller. The controller converts these objects into 
local models. These local model weights and biases are then aggregated 

Fig. 5. Denial of service attacks on different edge layers.  
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Table 2 
Denial of service attacks types, vulnerabilities, threats, and standard countermeasures in edge Systems.  

Category Classification Layer Vulnerabilities Threats Solutions 

Volumetric UDP flood Transport  • UDP is a connectionless protocol  
• No systems to authenticate or filter inbound connections  
• Systems lacking provisions for flood mitigation  
• Firewalls lacking countermeasures are often overborne  

• Malicious flooding agents, 
zombie systems, and 
compromised systems  

• Hosts embedded with spoofed IP 
addresses 

[48,49,50,52,53, 
54,60,61,78,51, 
66,111,98] 

Volumetric ICMP flood Internet  • ICMP reconnaissance capabilities with IP and routing 
information in a network.  

• ICMP provides other important information such as max 
transmission units, transmission limitations, default 
Packet size, etc.  

• An unmeasured system that lacks proper packet filtering  

• Malicious botnets sending echo 
requests  

• Unmonitored broadcast pings 
from spoofed IP addresses  

• Erroneous datagram header 
originating from unverified 
sources etc. [60] 

[60,61,78,74] 

Volumetric DNS 
amplification 

Application, 
transport, 
internet  

• Requires very little resource to launch an attack and does 
not need the help of a botnet  

• A substandard host or a server that uses public resolvers 
over ISP-designated DNS  

• A Poorly configured perimeters firewalls that allow most 
traffic without proper filtration for DNS requests  

• Lack of source IP verification methods on a network 
gateway device  

• Absence of client authorization recursion and response 
rate limiter (RRL) in a DNS resolver [62]  

• A misconfigured Domain name 
system (DNS server),  

• Unidentified traffic originating 
from external network  

• DNS response not using local 
DNS resolvers  

• Malicious API and web 
applications  

• 25 million DNS resolvers out of 
the 27 million (worldwide) [63] 

[60,66,74] 

Volumetric MAC flood Data link  • Lack of physical address authentication or validation 
system  

• No counter on total MAC addresses in a network  
• Unmanaged switches or network hubs  

• Malicious packets containing 
fake or spoofed MAC addresses  

• Mac of, Ettercap3, Yersinia4, 
THC Parasite5 [129] 

N/A 

Protocol- 
based 

SYN flood Transport  • Exploits TCP three-way handshake connection system  
• Systems that do not use reduced SYN received timer or 

limited lifetime for half-open connections  
• Systems or OS that does not use proper backlog 

(associated with the ports) for TCP queues  
• Systems that do not recycle the oldest half-open 

connections  

• Unrecognized connection 
requests from unknown foreign 
hosts  

• Obfuscated intrusion from a 
Malicious botnet (ex. Mirai 
botnet [64,34–39],)  

• Intrusion from an infected group 
of host devices (i.e. Distributed 
attack)  

• Edge devices with forged IP 
addresses. 

[52,60,61,66,73, 
74,78,79,111] 

Protocol- 
based 

Smurf DDoS Transport  • Systems and devices without Anti-Malware solutions  
• Edge routers have misconfigured traffic monitoring 

policies, allowing unchecked IP-directed broadcast and  
• Lack of outbound IP filtration mechanisms  

• Smurf malware,  
• Coremelt zombies [76–77]  
• Unchecked IP broadcasting hosts 

(equipped with spoofed IP) 

[74,78,79] 

Protocol 
Based 

Ping of death Internet  • Protocols that use IP datagram (i.e. ICMP, TCP, UDP etc.)  
• Critical layer 3 devices with ICMP response on  
• An edge server or a system is not equipped to drop the 

malformed data packet  
• Systems with very little memory buffer that are incapable 

of handling larger packets  
• Lack of filtration system  

• Hosts sending malformed 
fragmented packets  

• Compromised systems with 
spoofed IP addresses 

[74,78,82] 

Protocol 
Based 

LDoS Application, 
transport, 
internet  

• A TCP router with no mechanism to deal with traffic 
congestion [83]  

• Edge routers lacking RTO (Retransmission timeout) 
randomization and network flow monitoring mechanism  

• Operating systems using default or lower minimum RTO 
values [84]  

• Fake sessions  
• Fragmented HTTP requests  
• Malicious TCP flow that causes 

link congestion 

[87,88,89] 

Application 
layer 

HTTP GET/ 
POST 

Application  • Mimics standard URL requests therefore very difficult to 
detect  

• Traditional rate-centric defense mechanisms are 
ineffective  

• Web portals and applications that do not use JavaScript- 
based bot detection mechanism (that contains CAPTCHAs, 
server and client-side behavioral analysis)  

• Apache, Nginx servers that do not use the HTTP timeout, 
connection limit, header size, or user backlog  

• Botnets (ex: Mirai, Gafgyt, 
BashLite, etc.)  

• Malware like Trojan Horse  
• Unsupported and unauthorised 

HTTP requests  
• HTTP header with malicious 

payload injection  
• Host override headers,  
• Blacklisted domains  
• A server victim of web cache 

poisoning [93]. 

[66,73,51,78,94, 
95,104,105] 

Application 
layer 

Slowloris Application  • Allowing single IP to instantiate multiple connections  
• No restriction on incoming HTTP connections  
• No timeout settings on HTTP header from clients  

• Incomplete HTTP connections  
• Malicious HTTP botnets  
• WireX (android botnet)  
• Web application-based Trojans 

[106,107,108] 

Application 
layer 

Zero-day Application  • An inadvertent software or hardware system flaw  
• Lack of rollback systems in Patch deployment  
• Networks having unmonitored web application traffic  
• Outdated web application software  

• Malicious web browser 
extensions  

• Malware payloads stemming 
from phishing emails or web 
links 

[78,[111] 

(continued on next page) 
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and averaged to create a global model. Over time, this model trains to 
predict traffic patterns and inform the controller about any malicious 
activities occurring in the network or on the edge nodes. The controller 
can then take appropriate actions, such as blocking traffic from the 
identified malicious node or isolating its traffic until a proper counter
measure can be instantiated. The system operates in a secure manner, 
but it should be noted that the training period of the global model may 
be a limiting factor that requires further investigation and optimization. 
Additionally, the architecture currently relies on a single controller, 
which poses a single point of failure. To address this, the introduction of 
a backup or secondary controller in the event of a catastrophic failure 
would enhance system resilience and continuity. 

8. Recommendations and future work 

Based on the survey and review of existing solutions for edge sys
tems, we provide some key recommendations that are crucial to safe
guarding and averting potential disasters in edge networks. These 
recommendations can be classified into two categories: One is the 
layered approach, and the other is the holistic approach. The layered 
approach recommendations are primarily based on the five edge 
computing layers discussed in Section 4 and deal with the issues prev
alent in each specific layer only, while the holistic approach mainly 
offers generalized recommendations for safeguarding edge systems as a 
whole. 

8.1. Edge systems – layered approach recommendations 

The layered approach recommendations highlight techniques 
focused on the five edge layers. They are listed follows:  

a Application layer 

The application layer is the layer built on a container-based infra
structure [137], where individual edge applications, middleware, and 
common software are executed. An edge server’s (such as Multi-Access 
Edge Compute or MEC) data footprint dictates the complexity of those 
applications. Therefore, any sort of data overflow can cause massive 
disruption in this layer, when a flooding attack is initiated. That is why, 
securing this layer is imperative to keep the edge applications func
tional. To stop flooding attacks, two methods can be employed. One is 
per-packet-based detection, and the other is statistics-based detection 
[31]. Even though the primary cause of flooding-based DDoS attacks is 
mostly the protocol vulnerability itself, due to the limitations of tradi
tional network architecture, the best solution is to trace attacks by 
implementing packet-filtering mechanisms. However, this kind of 
mechanism also comes with additional overhead, requiring the tracing 
of legitimate packet sources, individual IP tracing, maintaining 
ever-expansive IP/MAC tables, and so on. The statistics-based detection 

mainly employs entropy-based machine learning tools [138–139], 
which observe traffic flow and identify the pattern of traffic for the 
declaration of a DDoS flooding attack. However, the limitation is the 
sheer volume of traffic it needs to observe, which is often very taxing in 
terms of attack detection time and initial model training duration before 
any sort of detection [140]. Therefore, a hybrid form would be a great 
countermeasure, combining both per-packet-based and statistical-based 
approaches for the best result. Moreover, the application layer is heavily 
affected by malicious botnets. Therefore, countermeasures should be 
employed to curtail botnet activities in this layer, which was elaborated 
in the Application layer DDoS attacks (Section 5.1.3).  

a Transport layer 

In the transport layer, UDP flooding is a very common form of attack. 
As discussed earlier (in Section 5), there should be a filtering mechanism 
for UDP packets on critical ports, both for stateful and non-stateful UDP 
packets. The reduction of UDP packet response time can also mitigate 
DoS attacks on the edge system by a decent margin [141]. Moreover, for 
flood attacks, SYN cookies can be utilized for cryptographic hashing of 
the data and TCP reset cookies for precision handshakes.  

a Internet layer 

The network layer persistently deals with various IP protocols like 
IPv4, IPv6, 6LoWPAN, etc. Therefore, having an AAA (authentication, 
authorization, and accounting) mechanism in place can prevent a large 
portion of DoS attacks. There are existing works offering resilient AAA 
frameworks for edge systems. In [142] Moosavi et al. have proposed an 
authentication and authorization architecture that is based on the 
certificate-based datagram transport layer security (DTLS) handshake 
protocol and utilizes distributed smart gateways to safeguard distributed 
networks [143]. They claim that their framework architecture is more 
secure than the state-of-the-art delegation-based architecture and offers 
26 % less overhead. On top of this, an efficient migration system can be 
implemented in case the AAA mechanism fails to make the overall sys
tem fail-proof [144].  

a Datalink layer 

The data link layer primarily deals with MAC addresses, which are 
associated with MAC tables. Therefore, the employment of strong MAC 
validation mechanisms can subvert various DoS attacks like address 
resolution protocol (ARP) spoofing, MAC flooding, etc. Fake ARP re
quests can cause the MAC cache to be filled with forged entries, essen
tially corrupting it and causing ARP poisoning, thereby triggering a 
denial of service to the real host [145]. Therefore, the implementation of 
anti-ARP spoofing mechanisms can help protect edge systems against 
DDoS attacks caused by ARP spoofing. A network that has network flow 

Table 2 (continued ) 

Category Classification Layer Vulnerabilities Threats Solutions  

• A compromised system with an 
undetected exploit 

Physical Signal 
jamming 

Physical  • Non-resilient RF devices  
• Usage of RF devices with similar band  
• No Anti-jamming mechanisms  

• Anonymous RF devices  
• Microwaves, cordless phones, 

fluorescent lights, RF video 
cameras, etc. 

[87,88,89,119] 

Protocol- 
based 

Teardrop 
attack 

Internet  • Older systems with outdated operating systems  
• Unpatched systems with data assemble bugs  
• Devices lacking regular system updates  
• Networks lacking ingress filtering  

• Anonymous packet sender with 
unknown IP origin  

• Fragmented or bug-laden 
packets 

[122] 

Protocol- 
based 

Buffer 
overflow 

Application  • Systems based on C/C++ or Fortran  
• System code that is reliant on external data  
• Errors or vulnerabilities in codes  

• Malicious codes that exploit 
programs while triggering new 
actions  

• Programs that flood memory 
space [123] 

[126]  
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control capabilities can help safeguard edge systems from ARP spoofing 
attacks by utilizing active ARP inspection and host certification models 
supervised by a centralized controller. Many of the systems are already 
existing, such as D-ARPSpoof [146], Network Flow Guard for ARP 
(NFGA) [147], Active ARP Inspection (AAI) [148], etc. Additionally, the 
usage of manageable switches and the standard use of static ARP tables 
can largely mitigate many of the DoS attacks on edge systems. 
Furthermore, data transmission in this layer can be secured by the use of 
the advanced encryption standard (AES) which ensures wireless secu
rity. Nevertheless, data link layer-based moving target defense (MTD) 
[103] can also be implemented that can randomize varying frame sizes, 
frame structures, randomized MAC addresses, and various encoding 
schemes to safeguard systems and devices by narrowing the attack 
window.  

a Physical layer 

For the physical layer, the standard recommendation is to make use 
of interference-resilient devices to avoid RF interruptions. In terms of 
imposed security, multiple authentication techniques can be employed 
to safeguard edge networks [149]. One such measure is channel-based 
authentication, which utilizes the unique properties of RF channels of 
legitimate nodes to detect trespassers. The method uses channel probing 
to estimate channel state information by comparing the old source node 
with the new one and declares the legitimacy of mutual authentication 
of user pairs [150]. Another method is the utilization of power spectral 
densities to ascertain intruders from legitimate users [151] which can 
work in tandem with the aforementioned channel-based authentication 
technique. Moreover, radio frequency fingerprinting can also be a great 
way to authenticate legitimate RF devices, which is based on the 
extraction of discriminating attributes from intrinsic physical properties 
of different hardware. These attributes can be extracted by identifying 
the variations of carrier frequency offset of RF devices, node variations 
based on spectral analysis, common phase error, in-phase/quadrature 
imbalance, etc. [150]. 

8.2. Edge systems as a whole – holistic recommendations 

After the exploration of layer-based recommendations, we can now 
enumerate the holistic approach to edge system security. They are as 
followings:  

a More research on edge systems: 

The first step towards securing a system is to explore the vulnera
bilities of the system and find its loopholes. Since edge computing is a 
relatively new paradigm and still evolving, exploration of its limitations 
and identification of possible vulnerabilities are imperative. Therefore, 
more research work is needed to ensure an in-depth analysis of indi
vidual elements within an edge system and also the subsidiaries like 
cloud and fog systems, which are expansive parts of edge computing. 
That way, it can not only help to prevent existing major threats like 
DDoS attacks, but it can even identify future attack patterns and un
known threats before they compromise the whole platform.  

a Universal encryption standards between devices: 

Edge systems boast a broad range of devices that establish commu
nication links with each other. Therefore, the immediate next step 
should be the assurance of data security through secure communication 
protocols and advanced encryption methods to carry forward the data to 
end nodes [152]. As edge systems also have low-power devices, there 
can be an initiative to design a universal edge computing-based light
weight key encryption algorithm that can be effective for not only 
low-power devices but also for resource-heavy cloud servers. 

Table 3 
Research-based solutions, platforms, and approach/techniques.  

Solution Platform Approach/Techniques Ref. 

DoS Detection Architecture 
for 6LoWPAN 

6LoWPAN Attack matrix-based IDS [48] 

Light-Weight DDoS 
mitigation scheme 

Legacy Queue shuffling [49] 

SoftEdgeNet SDN ACL based filtration [50] 
FlowGuard ML ML-based classifier with flow 

handler 
[107] 

Self-Organizing Map-based 
Approach, k-NN 
Algorithm 

SDN/ML SOM with KNN [61] 

Five-Layers SDP-Based 
MEC 

SDN SDP based MEC [73] 

Multi-Access Edge 
Computing-X 

5G Source-based method and 
reactive mitigation (Hybrid 
Solution) 

[78] 

Machine Learning DDoS 
Detection 

ML KDTree, LSVM, DT, RF and 
NN 

[51] 

Cooperative Defense 
Framework on MEC 

Legacy Code scheduling algorithm, 
control functions, sentry, and 
bot busters 

[96] 

Timing Side-Channel and 
Machine Learning 

ML Side channel information 
with SVM 

[106] 

Analytic Framework 
Intrusion Detection 
System 

6LoWPAN Packet length filtration (with 
Analytic framework) 

[82] 

Real-Time Volumetric 
Detection Scheme 

SDN Real-time volumetric 
detection (with Sliding time 
window, signal directional 
filter, and QuinDC 
algorithm) 

[66] 

Fog-Assisted SDN 
Controlled Framework 

SDN/ML E3ML multi-classifier with 
RNN, MLP, and ADT 

[52] 

SmartX multi-view 
visibility for 
OF@TEIN+dist. cloud- 
native edge boxes 

SDN Smart multi-view visibility 
framework (with active 
resource monitoring and 
distributed synchronization) 

[60] 

LSTM-based Network 
Attack Detection 

ML LSTM (with fine-tuned 
hyper-parameters) 

[111] 

Fog computing-based 
approach to DDoS 
mitigation in IIoT 
systems 

Legacy/ 
VNF 

Inline filtration (with NFV- 
based traffic analyzer) 

[79] 

LDoS Detection Using PSD- 
Based Entropy and 
Machine Learning 

ML PSD entropy with SVM [87] 

LDoS Attack Detection 
Based on Multi-feature 
Fusion and CNN 

ML Multi-feature fusion with 
CNN 

[88] 

FR-RED: Fractal Residual- 
Based Real-Time 
Detection of the LDoS 
Attack 

ML Fractal residual-based real- 
time detection 

[89] 

Federated Deep Learning 
for zero-day botnet 
Attack Detection 

FL/ML FL (FedAvg) with DNN [111] 

DDoS Attack Detection and 
Mitigation with SD-IoT 
and cosine similarity 

SDN Cosine similarity of the 
vectors of incoming packets 

[53] 

Mobile Edge Computing 
Shield for Heterogeneous 
IoT 

SDN SOM in SDN [74] 

ShadowNet SDN/Web Web-based filtration, 
susceptible to the flash crowd 
and geographical replication 

[98] 

Secure edge Computing in 
IoT via Online Learning 

ML Security-Aware edge serVer 
sElection algorithm to 
counter stochastic jamming 

[119] 

DoS attack Detection over 
IPv6 Network Based on 
KNN Algorithm 

ML GR-AD-KNN algorithm [122] 

Real-Time Lateral 
Movement Detection 
Based on Evidence 
Reasoning Network 

ML Evidence-based reasoning 
and Event tracking to thwart 
lateral movement attacks 

[126]  
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a Firewalls based on network type: 

A network without a point firewall is like a treasure chest without 
any locks for an invader. Therefore, the use of a firewall is mandatory for 
any network, be it an enterprise-level or small home network. Various 
types of firewalls can be used to protect a network entry point, 
depending on network types and requirements. It can be an ingress 
packet filtering firewall for incoming packet inspection, next-gen fire
walls (NGFW) for blocking malware attacks and external threats, 
stateful inspection firewalls ensuring three-way handshake ensuring 
end-to-end secure connectivity through tracking IP source and destina
tion for each connection, a well-configured SDN-controlled virtual 
firewall [153–154] that ensures firewall functionalities with zero over
head cost, etc. These firewalls can be the primary differentiator between 
a secured enterprise network and a catastrophic distributed denial of 

service (DDoS) disaster.  

a Network Supervision and fine-grained access control 

The inherent lack of supervision and access control in unsupervised 
networks poses significant security vulnerabilities. In the context of edge 
computing, where numerous low-powered IoT devices are inter
connected, the primary focus is often on performance rather than fine- 
grained access control [155]. Furthermore, the deployment of edge 
and IoT devices in a fragmented manner throughout the network exac
erbates the security challenges. The passive nature of defense mecha
nisms in such a disjointed environment further exposes the system to 
potential threats [31]. To address these vulnerabilities and enhance 
network supervision and access control, a centralized mechanism is 
needed [156]. This can be achieved through the use of a 

Table 4 
Research-based Solutions, types, platforms, testing metrics, and limitations.  

Solution Solution Type Platform Testing Metrics Limitations Ref. 

Detection Prevention 

DoS Detection Architecture for 
6LoWPAN 

✔  6LoWPAN Accuracy Unable to handle dispersed sniffing from a larger 
distributed network 

[48] 

Light-Weight DDoS mitigation scheme ✔ ✔ Legacy Traffic flow rate Only simulation-based, lack of empirical data [49] 
SoftEdgeNet ✔ ✔ SDN Traffic flow rate Latency and node placement issues [50] 
FlowGuard ✔ ✔ ML Accuracy, precision, recall, 

F1 score 
The efficiency of employed LSTM is not on par with 
standard IoT requirements 

[60] 

Self-Organizing Map-based Approach, 
k-NN Algorithm 

✔  SDN/ML Density, fault threshold Single-point vulnerability lacks attack-handling 
capabilities in terms of intrinsic preventive 
measures 

[61] 

Five-Layers SDP-Based MEC  ✔ SDN CPU usage, packet delay Single-point vulnerability generates overhead [73] 
Multi-Access Edge Computing-X ✔ ✔ 5G N/A Processing delay, lack of empirical data [78] 
Machine Learning DDoS Detection ✔  ML Accuracy, precision, recall, 

F1 score 
No mechanism to recover compromised nodes [51] 

Cooperative Defense Framework on 
MEC 

✔ ✔ Legacy Accuracy, efficiency, traffic 
rate 

Response delay from non-local CODE environment [96] 

Timing Side-Channel and Machine 
Learning 

✔  ML Accuracy, precision, recall, 
F1 score 

lacks a prevention mechanism, with only 77.5 % 
accuracy 

[106] 

Analytic Framework Intrusion 
Detection System 

✔  6LoWPAN Accuracy, queue length requires external packet modification, lack of 
empirical data 

[82] 

Real-Time Volumetric Detection 
Scheme 

✔  SDN Traffic flow rate Only works against volumetric attacks [66] 

Fog-Assisted SDN Controlled 
Framework 

✔ ✔ SDN/ML Accuracy, precision, recall, 
F1 score 

MLP and RNN performances are unstable, and lack 
of empirical data 

[52] 

SmartX multi-view visibility for 
OF@TEIN+dist. cloud-native edge 
boxes 

✔  SDN Traffic flow rate Lack of empirical data in the real-time data 
network 

[107] 

LSTM-based Network Attack Detection ✔  ML AUC, detection rate, 
detection accuracy, FPR, 
FNR, F1 score 

Does not provide any prevention mechanism, 
suffers in accuracy against botnet attacks 

[108] 

Fog computing-based approach to 
DDoS mitigation in IIoT systems 

✔ ✔ Legacy/ 
VNF 

Detection rate, end-to-end 
delay 

only 70 % accuracy in fog level in terms of Modbus, 
high latency in detection 

[79] 

LDoS Detection Using PSD-Based 
Entropy and Machine Learning 

✔  ML Detection rate, detection 
accuracy 

Does not provide any prevention mechanism [87] 

LDoS Attack Detection Based on Multi- 
feature Fusion and CNN 

✔  ML Accuracy, FPR, FNR High false negative rate, done on a small scale, lack 
of empirical data 

[88] 

FR-RED: Fractal Residual-Based Real- 
Time Detection of the LDoS Attack 

✔  ML Accuracy, F1 score, FPR, FNR Done on a small scale, lack of empirical data [89] 

Federated Deep Learning for zero-day 
botnet Attack Detection 

✔  FL/ML Accuracy, precision, recall, 
F1 score 

Done with only 5 devices (very small scale), global 
model training takes a long time 

[111] 

DDoS Attack Detection and Mitigation 
with SD-IoT and cosine similarity 

✔ ✔ SDN Traffic flow rate Only performed on UDP transmissions using Scapy, 
single point vulnerability, Done on a small scale 

[53] 

Mobile Edge Computing Shield for 
heterogeneous IoT 

✔ ✔ SDN Accuracy, precision Filter training delay, very High CPU usage [74] 

ShadowNet ✔ ✔ SDN/Web Detection time, packet per 
second (PPS) 

Geographical replications affect fast path and 
aggregation performance, slow detection process 
with overheads 

[98] 

Secure edge Computing in IoT via 
Online Learning 

✔  ML Regret analysis More experiments are needed considering various 
types of signal jamming attacks and interferences 

[119] 

DoS attack Detection over IPv6 
Network Based on KNN Algorithm 

✔  ML F1 Score Evaluation is only based on teardrop attacks which 
are comparatively less severe, with no prevention 
mechanism 

[122] 

Real-Time Lateral Movement Detection 
Based on Evidence Reasoning 
Network 

✔  ML Confidence interval, events 
per day 

Does not provide any prevention mechanism, lacks 
empirical data 

[126]  
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software-defined network (SDN) management tool. SDN offers several 
advantages, including the separation of the control and data planes, 
which allows for flexible network orchestration. It also enables 
centralized supervision and access control of individual network ele
ments, effectively mitigating the limitations of the heterogeneous 
distributed environment [157]. Therefore, in our proposed architecture, 
we have chosen to leverage the SDN platform to overcome the 
coarse-grained nature of edge devices and gain superior control over the 
network elements. The utilization of SDN brings additional benefits, 
such as the ability to prioritize network requests, perform IP traceback, 
and implement active flow filtering. These capabilities can be instru
mental in preventing and mitigating malicious traffic flows within the 
network [158]. By employing SDN’s holistic control over network flow, 
we can enhance the security of the edge computing environment and 
ensure the integrity and availability of critical services.  

a Secure communication of IoT devices: 

In the context of IoT-based systems, securing communication be
tween IoT devices is of paramount importance [159]. Edge computing 
plays a crucial role in enabling powerful capabilities for IoT devices. 
However, the diverse nature of IoT communication schemes, including 
unicast, multicast, and broadcast, poses a challenge in finding a uni
versal solution [160]. To address this, it is essential to assess the vul
nerabilities and apply appropriate countermeasures [161,162]. One 
effective method is IP traceback, which helps identify the origin of 
incoming packets. Traditional IP traceback techniques such as link 
testing, ICMP messaging, logging, packet marking, hop-to-hop tracing, 
and hop count filtering can be employed to expose the source of mali
cious traffic and prevent DoS attacks [102]. As mentioned briefly in 
Section 8.1d, Moving Target Defense (MTD) can also serve as an effec
tive approach against DoS attacks [163]. MTD involves dynamically 
reconfiguring network statistics with random values to confuse at
tackers. For instance, dynamic randomization of the IP or MAC address 

Table 5 
Solution techniques based on DoS types.  

Category Classification Layer Approach/ 
Techniques 

Research- 
based 
Solutions 

Volumetric UDP flood Transport Attack matrix- 
based IDS, 
Queue shuffling, 
ACL-based 
filtration, ML- 
based classifier 
with flow 
handler, SOM 
with KNN, 
Hybrid solution, 
KDTree, LSVM, 
DT, RF and NN, 
Real-time 
volumetric 
detection, E3ML 
multi-classifier, 
FL with DNN, 
Cosine similarity 
of the vectors of 
incoming 
packets, Web- 
based filtration 

[48,49,50, 
60,61,78, 
51,66,52, 
111,53,98] 

Volumetric ICMP flood Internet ML-based 
classifier with 
flow handler, 
SOM with KNN, 
Hybrid Solution, 
SOM in SDN 

[60,61,78, 
74] 

Volumetric DNS 
amplification 

Application, 
transport, 
internet 

ML-based 
classifier with 
flow handler, 
SOM with KNN, 
SOM in SDN 

[60,66,74] 

Volumetric MAC flood Data link N/A N/A 
Protocol- 

based 
SYN flood Transport ML-based 

classifier with 
flow handler, 
SOM with KNN, 
SDP-based MEC, 
Hybrid Solution, 
Real-time 
volumetric 
detection, E3ML 
multi-classifier, 
Inline filtration, 
FL with DNN, 
SOM in SDN 

[60,61,73, 
78,66,52, 
79,111,74] 

Protocol- 
based 

Smurf DDoS Transport Hybrid Solution, 
Inline filtration, 
SOM in SDN 

[78,79,74] 

Protocol 
Based 

Ping of death Internet Hybrid Solution, 
Packet length 
filtration, SOM 
in SDN 

[78,82,74] 

Protocol 
Based 

LDoS Application, 
transport, 
internet 

PSD entropy 
with SVM, Multi- 
feature fusion 
with CNN, 
Fractal residual- 
based real-time 
detection 

[87,88,89] 

Application 
layer 

HTTP GET/ 
POST 

Application SDP-based MEC, 
Hybrid Solution, 
KDTree, LSVM, 
DT, RF and NN, 
Code scheduling 
algorithm, 
control 
functions, sentry 
and bot busters, 
Real-time 
volumetric 

[73,78,51, 
96,66,107, 
108,98]  

Table 5 (continued ) 

Category Classification Layer Approach/ 
Techniques 

Research- 
based 
Solutions 

detection, Smart 
multi-view 
visibility 
framework, 
LSTM, Web- 
based filtration 

Application 
layer 

Slowloris Application Side channel 
information with 
SVM, MVF, 
LSTM 

[106,108, 
108] 

Application 
layer 

Zero-day Application Hybrid Solution, 
FL with DNN 

[78,108] 

Physical Signal 
jamming 

Physical PSD entropy 
with SVM, Multi- 
feature fusion 
with CNN, 
Fractal residual- 
based real-time 
detection, 
Security-Aware 
edge serVer 
sElection 
algorithm 

[87],88,89, 
119] 

Protocol- 
based 

Teardrop 
attack 

Internet GR-AD-KNN 
algorithm 

[122] 

Protocol- 
based 

Buffer 
overflow 

Application Evidence-based 
reasoning and 
Event tracking to 
thwart lateral 
movement 
attacks 

[126]  
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of a host can make it extremely challenging for hackers to launch suc
cessful attacks [164]. Diversification and redundancy-based MTD tech
niques can also be applied, utilizing proxy-based or active mitigation 
methods to combat DoS attacks. However, it is important to consider the 
resource limitations of IoT devices, including computational power, 
network overhead, throughput, and response time, before implementing 
these methods. A balanced approach is crucial to ensure that the benefits 
of the security measures outweigh their limitations [165,166]. In this 
regard, SDN-based infrastructures are particularly advantageous, as they 

do not suffer from the constraints of traditional networks [167,168]. 
Thus, in our proposed theoretical architecture, we have chosen SDN as 
the preferred approach.  

a Utilization of AI with federated learning: 

In this research paper, we have explored various machine learning- 
based models that have been utilized by researchers for preventing 
denial of service (DoS) and distributed denial of service (DDoS) attacks. 

Fig. 6. Proposed DDoS security architecture.  
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We have highlighted the potential of federated learning (FL) techniques 
to enhance the security of edge systems by facilitating secure data 
sharing among major hosts, while still leveraging the protection pro
vided by traditional machine learning techniques for regular data 
streams [169–172]. This approach allows for a flexible network security 
framework where different security layers can be maintained based on 
the confidentiality levels of the data, employing partial or fully feder
ated learning-based models [173]. 

For our future work, we plan to extend our research by implementing 
the FL-based framework and conducting simulations in a real-world 
research test bed [174]. We will perform extensive evaluations of our 
prototype to assess its effectiveness in preventing DDoS attacks in edge 
systems [175]. Furthermore, we aim to incorporate multiple machine 
learning algorithms such as FedSGD [176], FedProx [177] and FedDANE 
[178] etc. and compare their performance using standard evaluation 
metrics across various intrusion patterns. Additionally, we intend to 
explore the integration of other platforms such as fog computing, cloud 
computing, and hybrid approaches to evaluate the scalability and 
effectiveness of our framework in multi-platform scenarios. These future 
endeavors will provide valuable insights into the capabilities and limi
tations of our proposed framework and contribute to the advancement of 
secure network architectures in edge computing environments. 

9. Conclusion 

The emergence of edge computing has brought about significant 
advancements in integrating Internet of Things (IoT) and cloud systems. 
However, to fully leverage the potential of this technology, it is crucial to 
ensure robust security measures and minimize vulnerabilities. Unfor
tunately, the research focus on security, particularly in the context of 
denial of service (DoS) attack types and their countermeasures in edge 
computing, remains insufficient, highlighting the need for further 
investigation. In this paper, we have taken a preliminary step to address 
this research gap by providing a comprehensive overview of DoS and 
distributed denial of service (DDoS) attack types specifically targeting 
edge systems across different layers. We have examined the existing 
state-of-the-art solutions and discussed their limitations. Furthermore, 
we have identified common countermeasures, threats, and vulnerabil
ities prevalent in edge systems. To tackle DDoS attacks in edge systems, 
we have proposed a novel architecture based on the utilization of 
federated learning within a Software-Defined Networking (SDN) plat
form. Our architecture combines the power of machine learning with the 
flexibility of SDN to enhance the security of edge systems. However, the 
effectiveness of this proposed system can only be evaluated through 
practical implementation on a data-centric network infrastructure, 
which represents the next phase of our research. By shedding light on the 
security challenges and proposing a potential solution, this work aims to 
stimulate further exploration and development in securing edge 
computing environments. Future research endeavors will focus on 
implementing and evaluating the proposed architecture in real-world 
scenarios, which will contribute to the ongoing efforts in strength
ening the security of edge systems. 
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