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ABSTRACT: Charged excitations are electronic transitions that
involve a change in the total charge of a molecule or material.
Understanding the properties and reactivity of charged species
requires insights from theoretical calculations that can accurately
describe orbital relaxation and electron correlation effects in open-
shell electronic states. In this Review, we describe the current state
of algebraic diagrammatic construction (ADC) theory for
simulating charged excitations and its recent developments. We
start with a short overview of ADC formalism for the one-particle
Green’s function, including its single- and multireference
formulations and extension to periodic systems. Next, we focus
on the capabilities of ADC methods and discuss recent findings
about their accuracy for calculating a wide range of excited-state
properties. We conclude our Review by outlining possible directions for future developments of this theoretical approach.

1. INTRODUCTION
Electronic excitations that change the charge state of molecules
or materials are central to many important processes in
chemistry, biochemistry, and materials science.1−13 Playing a
crucial role in redox chemistry and catalysis, charged
excitations are also common in atmospheric and combustion
chemical reactions and are responsible for structural damage in
some biomolecules.14−20 Additionally, charged excitations are
the primary transitions probed by photoelectron spectroscopy,
which reveals important details about the electronic structure
of molecules and materials by measuring the binding energies
of core and valence electrons.21,22 Charged electronic states
can be accessed via chemical oxidation or reduction,
photoexcitation, or direct electron attachment or ionization
in the gas phase or electrochemical cell.
Theoretical simulations are essential for investigating the

electronic structure and properties of charged excited states,
which are often elusive and difficult to study experimentally.
However, simulating charged excitations presents many
challenges that put stringent requirements on what kind of
theoretical methods can deliver accurate energies and proper-
ties of charged excited states. Changing the charge state of a
molecule or material significantly perturbs their electronic
density, altering the size of orbitals and the distribution of
charge carriers. To accurately model these effects, it is
necessary to use advanced theoretical techniques that take
into account orbital relaxation and electron correlation in
open-shell states with complex electronic structures.

Theoretical methods for simulating charged excitations can
be divided into two broad categories: (i) the energy difference
(or Δ) approaches and (ii) the direct (or response) theories.
The Δ methods23−39 compute charged excitation energies and
properties by performing separate calculations for each
electronic state, including the neutral ground state. These
simulations typically begin with a self-consistent-field
(ΔSCF)23−28 , 40 , 41 or complete-act ive-space SCF
(ΔCASSCF)25,29 optimization of electronic wave function,
followed by a post-ΔSCF or post-ΔCASSCF treatment of
dynamic electron correlation.42,43 Although the Δ approaches
can accurately capture relaxation of orbitals and wave functions
upon charged excitation, their computations are only
straightforward for the lowest-energy excited states of
particular symmetry. For the higher-energy excited states, the
ΔSCF or ΔCASSCF wave function optimizations are prone to
convergence problems or variational collapse to lower-energy
states. In addition, the wave functions calculated using the Δ
methods may not be orthogonal to each other, and their
calculations become prohibitively expensive for systems with
high density of states.
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In contrast to the Δ methods, response theories perform a
single calculation for all electronic states simultaneously,
ensuring that their wave functions are orthogonal. These
methods optimize the ground-state wave function and
compute the excitation energies and transition properties by
assuming that the electron correlation in all states (ground and
excited) is similar. Although response theories are less
powerful than the Δ methods in capturing the wave function
relaxation effects, their calculations are more efficient, do not
suffer from systematic convergence problems, and can yield
accurate results provided that they employ a sufficiently high
level of electron correlation treatment. For these reasons, a
wide range of response methods have been developed,
including time-dependent density functional theory,44−48

propagator (or Green’s function) approaches,49−58 traditional
and symmetry-adapted-cluster configuration interaction,59−66

and coupled cluster theory (CC) in linear-response67−71 or
equation-of-motion72−79 formulations.
A special class of response methods is algebraic dia-

grammatic construction (ADC) theory.80−87 Since its original
formulation in 1982 by Jochen Schirmer, ADC has become
one of the standard electronic structure theories for simulating
neutral excited states and UV/vis spectra of molecules, owing
to the moderate computational cost and relatively high
accuracy of its methods. Although traditionally formulated
within the propagator formalism, conventional (single-
reference) ADC theory has a close connection with wave
function-based Møller−Plesset perturbation theory88 and
equation-of-motion CC (EOM-CC),72−79 offering a hierarchy
of size-consistent methods that systematically improve
accuracy with increasing order of approximation. Taking
advantage of noniterative and Hermitian equations, low-order
ADC methods are more computationally efficient than EOM-
CC with single and double excitations (EOM-CCSD) and are
capable of delivering results with similar accuracy. In addition
to neutral excited states, the ADC framework has been
extended to simulating charged and two-photon electronic
transitions with excitation energies spanning from the visible to
X-ray regions of the electromagnetic spectrum.81,89−108

The original formulation of ADC methods for charged
excitations proposed in 1983 was based on the Dyson ADC
framework,81 which allows one to simulate the electron-
attached (N + 1) and ionized (N − 1) states in one calculation
by approximately solving the Dyson equation. In 1998,
Schirmer, Trofimov, and Stelter formulated the non-Dyson
ADC formalism90 that enables one to calculate the N + 1 or N
− 1 excited states independently from each other, bypassing
the solution of the Dyson equation in a manner similar to
Green’s function methods based on coupled cluster
theory72−74,109−111 developed earlier. Although the non-
Dyson ADC methods are more computationally efficient
than those based on the Dyson ADC framework, the number
of studies reporting their calculations remained small until
2019 when these methods received a renewed interest.96−102

In this Review, we describe the current state of non-Dyson
ADC theory for charged excitations, including the recent
progress in single-reference ADC for molecules and periodic
materials, and the development of multireference ADC for
molecular systems with challenging electronic structure. We
begin with a brief overview of theoretical background behind
ADC and its approximations (Section 2). We then discuss the
capabilities of ADC methods and summarize recent findings
about their accuracy (Section 3). Finally, we conclude our

Review by discussing possible directions for future develop-
ments (Section 4).

2. THEORETICAL BACKGROUND
2.1. One-Particle Green’s Function. The central

mathematical object in the ADC theory of charged excitations
is the one-particle Green’s function (or so-called single-particle
propagator, 1-GF), which for an N-electron chemical system
contains information about the energies and properties of all
electron-attached (N + 1) and ionized (N − 1) states.112−114

1-GF can be expressed as an expectation value

G t t i a t a t( , ) ( ) ( )pq
N

p q
N

0 0= | [ ]|†
(1)

where N
0| is the N-electron ground-state wave function,

a t( )q
† is a creation operator that adds an electron to spin−
orbital |ψq⟩ at time t′, ap(t) is an annihilation operator that
removes an electron from spin−orbital |ψp⟩ at a different time
t, and is the operator responsible for time-ordering.
Equation 1 describes both the forward (t > t′) and backward
(t < t′) processes in time corresponding to the one-electron
attachment and ionization of the ground electronic state,
respectively.
By carrying out a Fourier transformation of eq 1, the 1-GF

can also be defined in the frequency domain as

G a H E a
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where H is the electronic Hamiltonian, E0
N is the ground-state

energy, and ω is the frequency of incident radiation.
Alternatively, the frequency-dependent 1-GF can be expressed
in the spectral (or Lehmann) representation115
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where Gpq
+ (ω) and Gpq

− (ω) are the forward and backward
components of 1-GF describing electron attachment and
detachment processes, respectively, n

N 1| + and n
N 1| are the

exact eigenstates of (N + 1)- and (N − 1)-electron systems
with energies En

N+1 and En
N−1.

Equation 3 shows that 1-GF contains information about the
vertical electron attachment E E( )n

N N1
0

+ and ionization
E E( )N

n
N

0
1 energies, as well as the corresponding transition

probabilities ( aN
p n

N
0

1 2| | | |+ and aN
q n

N
0

1 2| | | |† ). For each
component of 1-GF, the Lehmann representation can be
compactly written in a matrix form as

G X 1 X( ) ( ) 1=± ± ± ±
†

(4)

where ± values are the diagonal matrices of exact vertical
a t t a c h m e n t E E( )n n

N N1
0=+

+ a n d i o n i z a t i o n
E E( )n

N
n
N

0
1= energies, while X± are the matrices of
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spectroscopic amplitudes with elements X apn
N

p n
N

0
1= | |+

+

and X aqn
N

q n
N

0
1= | |† .

2.2. General Overview of ADC for Charged Excita-
tions. Although informative, eq 3 is not very useful for
simulating charged excited states, since it assumes that the
eigenstates n

N 1| + and n
N 1| and their energies EnN+1 and

En
N−1 are already known exactly! Calculating approximate

charged excitation energies and transition probabilities by
making approximations to 1-GF is the domain of propagator
theory. Algebraic diagrammatic construction (ADC) is a
particular propagator approach that obtains closed-form
algebraic expressions for the 1-GF (or, in general, any
propagator) approximated using low-order perturbation
theory.81,89−108

Two ADC variants for simulating charged excitations have
been proposed. In the first one called the Dyson ADC
framework,81,89,116 the exact 1-GF in eq 3 is expressed in terms
of the Green’s function of a noninteracting system (G(0)(ω))
via the Dyson equation112−114

G G G G

G G G

G G G

( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ...

0 0

0 0 0

0 0 0

( ) ( )

( ) ( ) ( )

( ) ( ) ( )

= +

= +

+ + (5)

where Σ(ω) is a frequency-dependent potential called self-
energy, which contains information about all electron
correlation effects in G(ω) that are not included in G(0)(ω).
In Dyson ADC, Σ(ω) is expressed as a sum of static (ω-
independent, Σs(∞)) and dynamic (ω-dependent, Σd(ω))
contributions:

( ) ( ) ( )s d= + (6)

The dynamic self-energy Σd(ω) is expanded in a perturbative
series, which is truncated at a low order n:

( ) ( ) ( ) ( )n
d d

0
d

1
d

( ) ( ) ( )+ + ··· + (7)

Taking advantage of the noninteracting nature of G(0)(ω) (i.e.,
G(0)(ω) corresponding to a Slater determinant wave function),
Dyson ADC provides algebraic expressions for calculating the
contributions to Σd(ω) at each order in perturbation theory.
The resulting approximate Σd(ω) is used to obtain the static
self-energy Σs(∞) in eq 6, solve the Dyson eq 5 for
approximate G(ω), and compute the corresponding charged
excitation energies and transition probabilities. Since G(ω) in
eq 5 is a sum of forward and backward components (G(ω) =
G+(ω) + G−(ω)), in Dyson ADC, the electron-attached and
ionized states are calculated simultaneously in a coupled basis
of (N + 1)- and (N − 1)-electron configurations. In this
respect, Dyson ADC is different from wave function-based
theories (such as EOM-CC or Δ methods), which simulate the
electron-attached and ionized states independently from each
other.
In the second approach , t e rmed non-Dyson

ADC,90−93,95−101,105−108 the energies and properties of
charged electronic states are computed by directly approximat-
ing the spectral form of forward and backward 1-GF in eq 4,
which can be written in a non-diagonal matrix representation

G T S M T( ) ( ) 1=± ± ± ± ±
†

(8)

Similar to ± and X± in eq 4, the matrices M± and T± in eq 8
contain information about vertical charged excitation energies
and transition probabilities, respectively, but are expressed in a
different (noneigenstate) basis of (N + 1)- and (N − 1)-
electron configurations (|Ψ+μ⟩ and |Ψ−μ⟩). In the ADC
literature, M± and T± are usually called the effective
Hamiltonian and effective transition moments matrices,
respectively.85 The S± matrices in eq 8 describe the overlap
of (N + 1)- and (N − 1)-electron basis states within each set
(S±μν = ⟨Ψ±μ|Ψ±ν⟩). Choosing |Ψ+μ⟩ and |Ψ−μ⟩ such that
G+(ω) and G−(ω) do not couple, the M±, T±, and S± matrices
are evaluated up to the order n in perturbation theory

M M M M n0 1( ) ( ) ( )+ + ··· +± ± ± ± (9)

T T T T n0 1( ) ( ) ( )+ + ··· +± ± ± ± (10)

S S S S n0 1( ) ( ) ( )+ + ··· +± ± ± ± (11)

corresponding to the nth-order non-Dyson ADC approxima-
tion (ADC(n)). The ADC(n) charged excitation energies are
computed as eigenvalues of the effective Hamiltonian matrices
(Ω±)

M Y S Y=± ± ± ± ± (12)

Combining the eigenvectors Y± with the effective transition
moments matrices T± allows one to obtain the ADC(n)
spectroscopic amplitudes X±

X T S Y1/2=± ± ± ± (13)

and transition probabilities (also known as spectroscopic
factors)

P X
p

p
2= | |± ±

(14)

which can be used to compute density of states

A G( )
1

Im Tr ( )= [ ]± (15)

and simulate photoelectron spectra. In addition, Y± and X± can
be used to compute other useful properties of charged excited
states (Section 3.5), such as electronic density difference,
excited-state dipole moments, spin, and Dyson orbitals

X
p

p p
Dyson| = |± ±

(16)

that are defined in the basis of reference molecular orbitals
(ϕp) and are useful for interpreting transitions in photo-
electron spectra.
While the Dyson and non-Dyson ADC approaches have

been shown to produce similar numerical results at the same
level of approximation (n),93 the non-Dyson ADC framework
allows for more computationally efficient and straightforward
simulations of charged excitations by decoupling the forward
and backward components of 1-GF and calculating the
energies and properties of electron-attached and ionized states
independently. Importantly, the non-Dyson ADC perturbation
expansion in eqs 9 to 11 is generated by separating the total
Hamiltonian (H) into zeroth-order (H(0)) and perturbation
contributions (V), H = H(0) + V, and various choices of H(0)

(and the corresponding zeroth-order reference wave function)
are possible for a variety of applications. In the following, we
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briefly review three formulations of non-Dyson ADC theory,
namely: single-reference ADC for weakly correlated molecular
systems (SR-ADC, Section 2.3), multireference ADC for
molecules with multiconfigurational electronic structure (MR-
ADC, Section 2.4), and periodic SR-ADC for crystalline
materials (Section 2.5).
2.3. Single-Reference ADC. The single-reference for-

mulation of non-Dyson ADC (SR-ADC)90−93,95−101 starts by
assuming that the ground-state electronic structure of a
chemical system can be well described by a Slater determinant
wave function obtained from a converged Hartree−Fock
calculation ( )N

0 HF| | . As depicted in Figure 1a, the Slater

determinant |ΨHF⟩ is represented in a basis of occupied
molecular orbitals (labeled as i, j, k, l, ...), with the remaining
virtual orbitals left completely unoccupied (indexed as a, b, c, d,
...). Choosing the Fock operator as the zeroth-order
Hamiltonian H(0) and incorporating all electron correlation
effects in the perturbation operator V defines the order
expansions for the ADC matrices in eqs 9 to 11 and the
hierarchy of SR-ADC(n) approximations.
Working equations for the matrix elements of M±, T±, and

S± are derived using one of two alternative theoretical
frameworks, namely: (i) the intermediate state representation
(ISR)82−84 or (ii) the effective Liouvillian theory
(EL).86,96,109,110 These techniques offer different approaches
for incorporating electron correlation effects and treating the
coupling between G+(ω) and G−(ω) but result in numerically
equivalent approximations at the same order in perturbation
theory. We refer the readers to relevant publications for the
details behind each approach.82−84,86,96,109,110 In addition to
deriving equations forM±, T±, and S±, both ISR and EL enable
one to calculate density matrices and operator expectation

values,98−100,104 which can be used to simulate excited-state
properties (Section 3.5).
Figure 2 shows the structures of M± and T± for the low-

order SR-ADC(n) approximations (n ≤ 3). Regardless of the
approach used to derive working equations, each matrix
element can be assigned to one or a pair of excited electronic
configurations denoted as k( )| ± , where k indicates a
perturbation order. These (N ± 1)-electron configurations
are schematically depicted in Figure 3. The matrices of SR-

ADC(0) and SR-ADC(1) approximations are expressed in the
basis of zeroth-order states (0)| + and (0)| that describe
electron attachment to a virtual orbital and ionization of an
occupied orbital, respectively (so-called 1p and 1h excitations).
The first-order states (1)| ± appearing in the equations of
higher-order approximations (SR-ADC(n), n ≥ 2) describe
two-electron processes where attachment or ionization is
accompanied by a one-electron excitation (2p-1h or 2h-1p). In
SR-ADC, all basis states (0)| ± are orthogonal to each other
with S± = 1 at any level of approximation.
Each sector of M± corresponding to a pair of configurations

k( )|± and l( )| ± (Figure 2) is evaluated up to the order m = n
− k − l, where n is the level of SR-ADC(n) approximation. For
example, the 1h/1h and 1p/1p blocks calculated with respect
to (0)|± and (0)| ± are expanded up to the second order in SR-

Figure 1. Schematic diagram representing molecular orbital spaces
and their labeling for (a) the Hartree−Fock reference wave function
in SR-ADC and (b) the CASSCF reference wave function in MR-
ADC.

Figure 2. Perturbative structures of the effective Hamiltonian (M) and transition moments (T) matrices in the low-order ADC approximations.
Numbers denote the perturbation order to which the effective Hamiltonian and transition moments are expanded for each sector. Shaded areas
indicate nonzero blocks.

Figure 3. Schematic representation of the electron-attached ( )k( )| +

and ionized ( )k( )| electronic configurations used to represent
charged excited states in low-order SR-ADC approximations. An
arrow denotes electron attachment, a circle indicates ionization, while
a circle connected with an arrow represents a single excitation.
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ADC(2) and up to the third order in SR-ADC(3), while the
1h/2h-1p and 1p/2p-1h sectors are approximated to order one
in SR-ADC(2) and order two in SR-ADC(3). The m = n − k −
l restriction on the perturbation order is violated in the
extended SR-ADC(2) approximation (SR-ADC(2)-X) where
the 2p-1h/2p-1h and 2h-1p/2h-1p blocks are evaluated up to
the first order in perturbation theory. This approach improves
the description of orbital relaxation effects in the simulated
excited electronic states but tends to exhibit larger errors in
charged excitation energies compared to SR-ADC(2) due to a
lack of error cancellation (Section 3.1). Similar to M±, the
sectors of T± corresponding to different excited configurations

k( )| ± are expanded to order m = n − k.
The low-order SR-ADC(n) (n ≤ 3) methods for electron

attachment and ionization have been implemented in the Q-
Chem117 and PySCF118 software packages. At each order n,
SR-ADC(n) is similar to nth-order Møller−Plesset perturba-
tion theory (MPn)88 in computational cost. For a system with
Nocc occupied and Nvir virtual molecular orbitals, the cost of
SR-ADC(2) and SR-ADC(3) calculations scales as

N N( )occ vir
2 3 and N N( )occ vir

2 4 , respectively. The SR-
ADC(2)-X method has the same computational scaling as
SR-ADC(2) for charged excitation energies N N( ( ))occ vir

2 3 but
is more expensive for calculating spectroscopic factors

N N( ( ))occ vir
2 4 . In practice, these additional costs can be

avoided by neglecting expensive terms in T± without
significantly affecting the accuracy of SR-ADC(2)-X, resulting
in the N N( )occ vir

2 3 computational scaling overall.96

2.4. Multireference ADC. The performance of SR-ADC
methods relies on the validity of Hartree−Fock approximation

and becomes unreliable when the ground-state electronic
structure cannot be accurately represented with a single Slater
determinant wave function. In addition, the low-order SR-
ADC(n) approximations (n ≤ 3) show large errors in
transition energies for doubly excited states and do not
incorporate three-electron and higher excitations.119 This
significantly reduces the accuracy of SR-ADC calculations for
a wide range of important chemical systems, such as transition
metal complexes, molecules with unpaired electrons, and
highly conjugated organic compounds.
The multireference formulation of ADC (MR-

ADC)86,105−108,120 addresses these problems by describing
the ground- and excited-state electronic structure with
multiconfigurational wave functions. In MR-ADC, a subset of
frontier molecular orbitals is selected to form an active space,
as shown in Figure 1b. Next, the molecular orbitals are
optimized in a complete active-space self-consistent field
(CASSCF)121−123 calculation that computes a multiconfigura-
tional wave function for the reference (usually, ground)
electronic state ( )N

0 CASSCF| | . To define the hierarchy of
MR-ADC(n) approximations, the zeroth-order Hamiltonian
H(0) is chosen to be the Dyall Hamiltonian,124 which
incorporates all two-electron active-space interactions. Equa-
tions for the M±, T±, and S± matrix elements ((9) to (11)) are
derived using a multireference variant of the EL approach.86

Incorporating multireference effects in the active space does
not change the perturbative structure of ADC matrices (Figure
2) but introduces new classes of (N ± 1)-electron
configurations (0)| ± and (1)| ± that do not appear in SR-
ADC.105,106 As shown in Figure 4, the MR-ADC zeroth-order

Figure 4. Schematic representation of the electron-attached ( )k( )| + and ionized ( )k( )| electronic configurations used to represent charged
excited states in low-order MR-ADC approximations. An arrow denotes electron attachment, a circle indicates ionization, while a circle connected
with an arrow represents a single excitation.
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states (0)| ± describe two kinds of charged excitations: (i)
electron attachment or ionization in the active space and (ii)
1p or 1h excitations in the virtual or occupied orbitals,
respectively. The active-space charged excitations are repre-
sented with complete active-space configuration interaction
wave functions of the (N ± 1)-electron system (|Ψ±I⟩)
computed using the reference CASSCF molecular orbitals. The
1p and 1h excited configurations (|Ψa⟩ and |Ψi⟩) are similar to
the 1p and 1h excitations in SR-ADC (Figure 3) but are
calculated with respect to the CASSCF wave function
|ΨCASSCF⟩ that incorporates multireference effects in the active
space. Figure 4 shows that the first-order states (1)| + and

(1)| can be separated into five excitation classes that describe
electron attachment or removal accompanied by a single
excitation between occupied, active, or virtual orbitals. In
contrast to SR-ADC, the excited configurations in Figure 4 are
in general non-orthogonal, leading to non-diagonal overlap
matrices S±.

105,106

The ability to simulate excitations in all molecular orbitals
distinguishes MR-ADC from other multireference perturbation
theories (MRPT), such as CASPT2 or NEVPT2,125−133 that
cannot describe electronic transitions outside of active space.
This makes MR-ADC particularly attractive for simulations of
core-level excitations in X-ray spectroscopies (Section
3.2)107,108 and chemical systems with high density of states.
Additionally, unlike MRPT, MR-ADC offers a straightforward
approach to calculate transition properties (e.g., spectroscopic
factors, ionization cross sections, etc.) and can compute many
excited states without averaging molecular orbitals in the
CASSCF calculations.
The MR-ADC methods for charged excitations have been

implemented up to the MR-ADC(2)-X level of theory (Figure
2).105−108 In contrast to the accuracy of SR-ADC(2)-X relative
to SR-ADC(2), the MR-ADC(2)-X method usually shows a
better performance compared to MR-ADC(2) for electron
attachment and ionization (Sections 3.1 and 3.2). For a fixed
active space, the computational scaling of MR-ADC approx-
imations is similar to that of SR-ADC and MRPT methods at
each order in perturbation theory. Specifically, the computa-
tional cost of MR-ADC(2) and MR-ADC(2)-X charged
excitation energies scales as N N( )occ act vir

2 3
+ , where Nocc+act is

the number of occupied and active orbitals, while Nvir is the
size of virtual space. As in SR-ADC, simulating transition
properties using MR-ADC(2)-X has a higher computational
scaling, which can be lowered back to N N( )occ act vir

2 3
+ by

introducing minor approximations.105,106 The computational
cost of MR-ADC(2) and MR-ADC(2)-X with respect to
increasing the active space size (Nact) and the number of
determinants in the complete active space (Ndet) scales as

N N( )det act
8 , similar to CASPT2 or NEVPT2. As demonstrated

in ref 106, this high computational scaling can be decreased to
N N( )det act

6 by constructing efficient intermediates without
introducing any approximations.
2.5. Periodic ADC. Although ADC originated in molecular

quantum chemistry, it can be used to simulate the
spectroscopic properties of periodic condensed matter systems,
such as crystalline solids and low-dimensional materials. A
periodic implementation of Dyson SR-ADC has been
developed by Buth and co-workers who applied this approach
to ionic crystals and one-dimensional molecular chains.134−136

Recently, we developed the non-Dyson SR-ADC for periodic
systems and demonstrated its applications for a variety of
materials from large-gap atomic and ionic solids to small-gap
semiconductors.87

In periodic non-Dyson SR-ADC, the Hamiltonian and 1-GF
(eq 2) are expressed in a complex-valued basis set of crystalline
molecular orbitals137,138

cr r( ) ( )p pk k k=
(17)

constructed as linear combinations of translation-symmetry-
adapted Gaussian atomic orbitals

er r T( ) ( )i
k

T

k T= ·

(18)

where χμ(r − T) are the atom-centered Gaussian basis
functions, T is a lattice translation vector, and k is a crystal
momentum vector in the first Brillouin zone. Similar to
molecular ADC, the forward and backward contributions to 1-
GF are written in a non-diagonal form

G k T k S k M k T k( , ) ( )( ( ) ( )) ( )1=± ± ± ± ±
†

(19)

where the ADC matrices acquire dependence on the crystal
momentum k. Using the approach described in Section 2.3 and
taking care of crystal momentum conservation allows one to
derive the working equations of periodic SR-ADC(n)
approximations for the matrix elements of M±(k), T±(k),
and S±(k).

87 The crystal momentum dependence does not
change the perturbative structure of ADC matrices (Figure 2)
and the nature of electronic configurations that are used to
represent charged excited states (Figure 3). As in molecular
SR-ADC, in the periodic formulation, S±(k) = 1 at any level of
approximation.
The periodic non-Dyson SR-ADC(n) methods have been

implemented in the PySCF package118 up to the third order in
perturbation theory (n ≤ 3).87 Taking advantage of the
crystalline translational symmetry, the SR-ADC(2) and SR-
ADC(2)-X implementations have a N N N( )k occ vir

3 2 3 computa-
tional scaling, where Nocc and Nvir are the numbers of occupied
and virtual orbitals per unit cell and Nk is the number of k-
points sampled in the first Brillouin zone. The computational
cost of periodic SR-ADC(3) is dominated by the noniterative
calculation of ground-state wave function parameters, which
scales as N N N( )k occ vir

4 2 4 . For the remaining steps of the SR-
ADC(3) algorithm, the computational scaling does not exceed

N N N( )k occ vir
3 2 3 .

3. CAPABILITIES AND ACCURACY OF ADC FOR
CHARGED EXCITATIONS
3.1. Electron Affinities and Ionization Energies. The

ADC calculations of charged excitations provide electron
attachment and ionization energies that are computed by
diagonalizing the effective Hamiltonian matrix in eq 12.
Figures 5 and 6 show the error statistics for simulating vertical
electron attachment and ionization energies of closed- and
open-shell molecules using various levels of ADC theory,
c o m p i l e d f r o m d i ff e r e n t b e n c hm a r k s t u d -
ies.93,96,97,99,100,102,104,106 For closed-shell systems, increasing
the level of theory from SR-ADC(2) to SR-ADC(3) reduces
the mean absolute error (MAE) in vertical charged excitation
energies by a factor of 2 (Figures 5a and 6a). SR-ADC(3)
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shows the MAE of ∼0.05 eV in electron affinities and ∼0.35 eV
in ionization energies. The performance of SR-ADC(2)-X is
similar to SR-ADC(2) for ionization energies and is slightly
worse than SR-ADC(2) for electron affinities.
Figures 5b and 6b demonstrate that the accuracy of SR-ADC

calculations is different for molecules with unpaired electrons
in the ground electronic state. These calculations, performed
using the unrestricted Hartree−Fock (UHF) reference wave
functions, present new challenges, such as an accurate
description of electronic spin states and increased importance
of electron correlation effects.104 Relative to closed-shell
benchmark results, the average errors in vertical electron
affinities of open-shell molecules increase 2-fold for SR-
ADC(2) and SR-ADC(2)-X and by more than 3-fold for SR-
ADC(3) (Figure 5b). Notably, the opposite trend is observed
for the ionization energies of open-shell systems (Figure 6b)
where the SR-ADC methods show a 2-fold decrease in MAE
due to fortuitous error cancellation.
In a recent study, Stahl et al. investigated the effect of spin

contamination in UHF reference wave function (ΔS2) on the
accuracy of open-shell SR-ADC calculations.104 Their results
demonstrated that the charged excitation energies of SR-
ADC(2) and SR-ADC(2)-X are relatively insensitive to spin
contamination, while SR-ADC(3) is significantly less accurate
for molecules with strongly spin-contaminated UHF references
(ΔS2 > 0.1 au) where the errors in excitation energies increase
by at least 60% (Figure 7). Combining SR-ADC(3) with
restricted open-shell Hartree−Fock (ROHF) or orbital-

Figure 5. Mean absolute errors (MAEs, eV) and standard deviations
(STDs, eV) in vertical electron attachment energies of (a) closed-shell
and (b) open-shell molecules calculated using different levels of ADC
theory. Open-shell calculations were performed using the unrestricted
Hartree−Fock reference. MAEs are shown as colored boxes; black
bars indicate STDs multiplied by a factor of 2. Data is compiled from
different literature sources: [1] ref 106, [2] ref 96, [3] ref 100, [4] SR-
ADC/UHF results for weakly spin-contaminated molecules from ref
104, and [5] SR-ADC/UHF results for strongly spin-contaminated
molecules from ref 104.

Figure 6. Mean absolute errors (MAEs, eV) and standard deviations
(STDs, eV) in vertical ionization energies of (a) closed-shell and (b)
open-shell molecules calculated using different levels of ADC theory.
Open-shell calculations were performed using the unrestricted
Hartree−Fock reference. MAEs are shown as colored boxes; black
bars indicate STDs multiplied by a factor of 2. Data is compiled from
different literature sources: [1] ref 93, [2] ref 99, [3] ref 102, [4] ref
106, [5] ref 97, [6] SR-ADC/UHF results for weakly spin-
contaminated molecules from ref 104, and [7] SR-ADC/UHF results
for strongly spin-contaminated molecules from ref 104.

Figure 7. Mean absolute errors (MAEs, eV) and standard deviations
(STDs, eV) in the SR-ADC vertical ionization and electron
attachment energies for (a) 18 weakly and (b) 22 strongly spin-
contaminated molecules with the ground-state UHF spin contami-
nation of <0.1 and ≥0.1 au, respectively. MAEs are shown as colored
boxes; black bars indicate STDs multiplied by a factor of 2. Adapted
from ref 104 with the permission of AIP Publishing. Copyright 2022.
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optimized Møller−Plesset (OMP) reference wave functions
improves performance for strongly spin-contaminated systems.
As discussed in Section 3.5, this improvement correlates with a
decrease in the ground- and excited-state spin contamination
when using the ROHF or OMP reference orbitals.
The accuracy of MR-ADC methods for charged excitation

energies has been benchmarked in refs 105 and 106 for a
variety of small closed-shell molecules. Figures 5a and 6a show
the MR-ADC benchmark data for equilibrium molecular
geometries where the ground-state wave function is dominated
by a single Slater determinant. In this case, MR-ADC(2)-X is
consistently more accurate than MR-ADC(2) with MAE
ranging between that of SR-ADC(2) and SR-ADC(3). Refs
105 and 106. also report benchmark results for molecules with
multiconfigurational electronic structures. At stretched molec-
ular geometries, the MAE of MR-ADC(2)-X in vertical
ionization energies (0.25 eV) is more than ten times smaller
than that of SR-ADC(3) (3.66 eV). For the C2 molecule with a
multireference ground state, SR-ADC(3) overestimates the
first electron affinity by ∼0.9 eV while MR-ADC(2)-X shows
an error of ∼0.25 eV, relative to accurate reference results from
selected configuration interaction.106

3.2. Core Ionization Energies. In addition to charged
excitations in valence orbitals, ADC methods can be used to
calculate the energies and properties of core-ionized states that
are probed in X-ray photoelectron spectroscopy (XPS)
experiments.22 These calculations require special numerical
techniques to access core-level excited states that are deeply
buried in the eigenstate spectrum of ADC effective
Hamiltonian (eq 12). One such technique, termed core−
valence separation (CVS) approximation, allows to compute
high-energy core-excited states by neglecting their interaction
with low-lying states originating from transitions in valence
orbitals.139−150 The CVS approximation has been widely used
in the ADC calculations of core ionization ener-
gies89,91,92,151−158 with some studies exploring alternative
variants of this technique.96,107,108

Several SR-ADC studies of core-ionized states have been
reported. Angonoa et al. developed the first implementation of
Dyson SR-ADC(4) and demonstrated its applications to K-
shell (1s) ionization in N2 and CO.89 Schirmer and co-workers
presented non-Dyson SR-ADC(4) and showed that this
method is equivalent to Dyson SR-ADC(4) within the CVS
approximation.91,92 The SR-ADC(4) method has been used to
simulate core-ionized states in a variety of small molecules
ranging from diatomics to DNA nucleobases.92,151−157 In
addition to CVS, a Green’s function implementation of SR-
ADC(3) has been used to compute the K-, L-, and M-shell
ionization energies of a Zn atom.96

Very recently, refs 107 and 108 reported a CVS
implementation of MR-ADC(2) and MR-ADC(2)-X for
simulating core ionization of molecules with multiconfigura-
tional electronic structures. In contrast to conventional
multireference theories, combining MR-ADC with CVS allows
one to directly access core-ionized states without including
core orbitals in the active space. Figure 8 shows the error
statistics for core ionization energies of small molecules at
equilibrium geometries calculated using selected SR- and MR-
ADC methods, relative to accurate reference data from EOM-
CCSDT.148 The best results are demonstrated by SR-ADC(2)-
X and MR-ADC(2)-X methods, which show errors of less than
1 eV in core ionization energies. When using a small complete
active space (CAS), the performance of MR-ADC methods is

very similar to that of SR-ADC. Increasing the size of CAS
shifts the balance of error cancellation leading to larger MAE
for MR-ADC(2) and smaller MAE for MR-ADC(2)-X.
The MR-ADC methods can be used to compute potential

energy surfaces (PESs) of core-ionized states away from
equilibrium geometries, which are useful for interpreting the
results of time-resolved XPS experiments. Figure 9 demon-

strates that MR-ADC(2) and MR-ADC(2)-X correctly predict
the PES shape for the K-shell-ionized state of N2, in a good
agreement with reference MRCISD calculations, while the
core-ionized PESs computed using SR-ADC diverge away from
the equilibrium region.107,108

3.3. Photoelectron Spectra. The ADC methods allow
one to efficiently simulate photoelectron spectra by calculating
the density of states in eq 15. Several SR- and MR-ADC
computations of molecular UV and X-ray photoelectron
spectra have been reported.97,98,101,105,107,108,151−157

Figure 10 compares the experimental photoelectron
spectrum of the glycine molecule with the results of SR-
ADC(3) calculations performed by Dempwolff and co-
workers.97 Although the simulated spectrum does not
incorporate vibrational effects, it reproduces the key features
of the experimental spectrum quite well. Figure 11 shows the

Figure 8. Mean absolute errors (MAEs, eV) and standard deviations
(STDs, eV) in the K-edge core ionization energies of small molecules
computed using the SR-ADC and MR-ADC methods, relative to
reference EOM-CCSDT results.148 MAEs are shown as colored
boxes,; black bars indicate STD multiplied by a factor of 2. Adapted
from ref 108 with permission from the Royal Society of Chemistry.
Copyright 2022.

Figure 9. Potential energy curves for the K-edge core-ionized state of
N2 computed using the SR-ADC, MR-ADC, and MRCISD methods.
Reproduced from ref 108 with permission from the Royal Society of
Chemistry. Copyright 2022.
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results of SR-ADC(2) and SR-ADC(3) calculations for the
open-shell TEMPO radical from ref 101. The computed
spectra were shifted to reproduce the position of the first peak
in the experimental data. Apart from this uniform shift, the SR-
ADC(2) and SR-ADC(3) photoelectron spectra are in a good
agreement with the experimental results. The SR-ADC(3)
calculations show smaller errors in ionization energies and
provide a better description of the photoelectron spectrum
beyond 10 eV.
Examples of X-ray photoelectron spectra simulated using

SR- and MR-ADC are shown in Figure 12 for the ozone
molecule (O3).

107,108 Although all ADC methods correctly
predict the ordering and relative intensities of two peaks
corresponding to the K-shell ionization of terminal and central
oxygen atoms, the SR-ADC methods show large (>1 eV)
errors in peak spacing relative to the experimental results.161

These errors originate from the multiconfigurational nature of
the O3 ground-state electronic structure, which presents
challenges for single-reference theories such as SR-
ADC.162−169 The X-ray photoelectron spectra simulated
using MR-ADC(2) and MR-ADC(2)-X are in a good
agreement with experimental data showing less than 0.3 eV
errors in peak spacing.

Figure 10. Photoelectron spectrum of the glycine molecule computed
using SR-ADC(3) and compared to the experimental results.159

Reprinted from ref 97 with the permission of AIP Publishing.
Copyright 2019.

Figure 11. Photoelectron spectrum of the TEMPO radical computed using (a) SR-ADC(2) and (b) SR-ADC(3) and compared to the
experimental results. The simulated spectra were shifted by (a) 1.02 and (b) − 0.3 eV to reproduce the position of first peak in the experimental
data.160 Reprinted from ref 101 with the permission of AIP Publishing. Copyright 2021.

Figure 12. Oxygen K-edge X-ray photoelectron spectrum of ozone
computed using the SR-ADC and MR-ADC methods compared to
the experimental spectrum from ref 161. The simulated spectra used a
0.8 eV broadening parameter and were shifted to align with the first
peak of the experimental spectrum. Reproduced from ref 108 with
permission from the Royal Society of Chemistry. Copyright 2022.
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3.4. Properties of Periodic Systems. When combined
with periodic boundary conditions, the ADC methods can be
used to elucidate the electronic structure of charged states in
chemical systems with translational symmetry. Figure 13 shows
the band structures of solid-state diamond and silicon
computed using the periodic implementations of Hartree−
Fock, SR-ADC, and EOM-CCSD methods with the 3 × 3 × 3
k-point sampling of the first Brillouin zone.87 Each band
structure plots the energies of charged electronic states as a
function of crystal momentum k. For the diamond crystal with
experimental band gap of ∼5.5 eV, SR-ADC(2) correctly
reproduces all features of the reference band structure from
EOM-CCSD but underestimates the band gap by ∼2.3 eV.
The SR-ADC(2)-X and SR-ADC(3) methods improve the
description of the band gap showing a very good agreement

with EOM-CCSD for all points in the band structure. The
silicon crystal with experimental band gap of ∼1.2 eV proves to
be a more challenging test. In this case, the performance of all
SR-ADC methods is nonuniform across different points of the
first Brillouin zone, providing evidence that SR-ADC should be
used with caution when applied to small-gap semiconductors
like silicon.
These results are supported by benchmark data in Figure 14,

which compares the SR-ADC band gaps extrapolated to the
thermodynamic limit with the experimental results for seven
semiconducting and insulating solids.87 The SR-ADC methods
show good agreement with the experiment for large-gap
materials such as Ne, LiF, and Ar. As the experimental band
gap decreases, the performance of SR-ADC(2) deteriorates
leading to large (∼5 to 6 eV) errors for diamond, SiC, and

Figure 13. Band structures of diamond (a, c, e) and silicon (b, d, f) computed using the periodic SR-ADC methods with 3 × 3 × 3 sampling of the
Brillouin zone. Results are compared to the band structures calculated using the Hartree−Fock theory (HF) and equation-of-motion coupled
cluster theory (EOM-CCSD).137 Adapted from ref 87. Copyright 2022 American Chemical Society.

Journal of Chemical Theory and Computation pubs.acs.org/JCTC Review

https://doi.org/10.1021/acs.jctc.3c00251
J. Chem. Theory Comput. 2023, 19, 3037−3053

3046

https://pubs.acs.org/doi/10.1021/acs.jctc.3c00251?fig=fig13&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.3c00251?fig=fig13&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.3c00251?fig=fig13&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.3c00251?fig=fig13&ref=pdf
pubs.acs.org/JCTC?ref=pdf
https://doi.org/10.1021/acs.jctc.3c00251?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


silicon. SR-ADC(2)-X and SR-ADC(3) significantly improve
upon SR-ADC(2) showing errors that range from 1.5 to 2.7 eV
relative to the experiment.
3.5. Other Properties of Charged Excited States. The

ADC formalism allows one to compute a wide range of
excited-state properties by providing access to wave functions
and reduced density matrices of electronically excited states.
Dempwolff and co-workers developed an approach based on
intermediate state representation for calculating properties of
electron-attached and detached states simulated using SR-
ADC.98−100 An alternative approach based on effective
Liouvillian theory has been described by Stahl et al.104 To
showcase the capabilities of ADC methods for calculating
excited-state properties, we highlight the results from these
recent studies below.
3.5.1. Dipole Moments. SR-ADC calculations of dipole

moments for electron-attached and ionized states of molecules
were reported by Dempwolff et al.98−100 This work employed
three SR-ADC approximations: SR-ADC(2), SR-ADC(3), and
SR-ADC(3) with iterative fourth-order treatment of static self-
energy (denoted as SR-ADC(3+)). All three SR-ADC methods
predict accurate dipole moments of electron-attached states
with mean absolute errors (MAEs) of ∼12% to 16% relative to
reference data from full configuration interaction.100 For the
ionized states, the computed dipole moments show much
stronger dependence on the level of theory.98,99 In this case,

the SR-ADC(3+) method yields the most reliable results
(MAE = 21%), while the average error increases 2-fold for SR-
ADC(2) and SR-ADC(3). We note that in these studies the
calculations of dipole moments were performed using the one-
particle reduced density matrices evaluated up to the second
order in single-reference perturbation theory. The importance
of third-order correlation effects in the calculations of SR-
ADC(3) and SR-ADC(3+) dipole moments remains to be
studied.

3.5.2. Dyson Orbitals and Electronic Density Differences.
The ADC methods enable direct calculations of Dyson orbitals
(eq 16) that provide information about the spatial localization
of an electron or hole created as a result of charged excitation
and can be helpful in interpreting transitions in photoelectron
spectra.170,171 Figure 15 shows Dyson orbitals for electron
attachment to the guanine−cytosine DNA base pair computed
at the neutral ground-state (a) and anion (b) equilibrium
geometries using SR-ADC(3).101 At the neutral state
geometry, the Dyson orbital reveals the dipole-bound nature
of the electron-attached state with excess electron localized
outside the molecule. Allowing the anion geometry to relax
leads to a valence-bound state with electron localized on the π-
orbitals of cytosine molecule.
As one-electron functions, Dyson orbitals are not able to

describe charged excitations involving two or more electrons,
such as low-intensity satellite transitions in photoelectron
spectra, which are often difficult to interpret without the help
from theoretical calculations. In this case, a more accurate
picture of a charged excitation is provided by visualizing the
change in electronic density between the ground and charged-
excited state, which can be calculated from the ADC excited-
state reduced density matrices and decomposed into detach-
ment and attachment density contributions.172 This is
illustrated in Figure 16, which compares the SR-ADC(3)
Dyson orbital with detachment and attachment densities for a
satellite transition of galvinoxyl free radical (GFR).98 Although
the Dyson orbital suggests that this transition should be
interpreted as removing an electron from the σ-orbitals of
GFR, the density difference reveals a more complicated process
with an n → π* rearrangement of β-electron density and a π →
σ* excitation of α-electrons resulting in a positively charged
hole with predominantly π-character.

3.5.3. Spin Properties. The ADC reduced density matrices
can be used to compute excited-state expectation values for a
variety of important observable properties. Recently, Stahl et
al. investigated the accuracy of SR-ADC methods for
simulating spin properties in charged states of open-shell
molecules.104 They demonstrated that SR-ADC(2), SR-

Figure 14. Fundamental band gaps computed using the periodic SR-
ADC methods for seven semiconducting and insulating materials in
comparison to experimental data. The experimental band gaps were
corrected to exclude the effects of electron−phonon coupling.
Reprinted from ref 87. Copyright 2022 American Chemical Society.

Figure 15. Dyson orbitals for the lowest-energy electron-attached state of the guanine−cytosine base pair at the neutral (a) and anion (b)
equilibrium geometries computed using the SR-ADC(3) method. Reprinted from ref 101 with the permission of AIP Publishing. Copyright 2021.
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ADC(2)-X, and SR-ADC(3) exhibit non-negligible spin
contamination in the calculated excited states. Figure 17

shows that the excited-state spin contamination is relatively
insensitive to the order of SR-ADC approximation and is
particularly large for molecules with strong spin contamination
in the UHF reference wave function (ΔS2 > 0.1 au).
Performing SR-ADC calculations with the restricted open-
shell Hartree−Fock or orbital-optimized Møller−Plesset
reference wave functions significantly reduces the excited-
state spin contamination, although it does not cure it entirely.
As shown in Figure 7, these improvements in describing spin
properties lead to a noticeable increase in the SR-ADC(3)
accuracy for charged excitation energies, while the performance

of SR-ADC(2) and SR-ADC(2)-X is affected to a much lesser
extent (see Section 3.1 for more information).104

4. SUMMARY AND OUTLOOK
In this Review, we discussed the current state of algebraic
diagrammatic construction (ADC) theory for simulating
charged excited states, focusing primarily on the non-Dyson
formulation of this theoretical approach. ADC offers a
compromise between accuracy of its approximations and
computational cost, providing a hierarchy of systematically
improvable and size-consistent methods for simulating many
excited electronic states at the same time. The ADC methods
allow one to compute spectroscopic observables (excitation
energies and intensities in photoelectron spectra) and excited-
state properties (e.g., electronic density differences, dipole
moments, spin) that can help assign features in experimental
spectra, obtain deeper insight into excited-state electronic
structure, and make reliable predictions of spectroscopic
properties for future experiments. Recent developments of
periodic and multireference variants of ADC have enabled
applications of this theoretical approach to crystalline solids
and chemical systems with complex, multiconfigurational
electronic structures.
Looking ahead, the capabilities of ADC theory for simulating

charged excited states can be expanded in many different
directions. Applications to large molecular or crystalline
systems require lowering the computational cost of ADC
methods, which can be achieved by using local correla-
tion,173−175 frozen natural orbital,176,177 or tensor factorization
techniques.178−180 Simulating charged excitations in realistic
reaction environments necessitate the incorporation of
environmental and solvation effects.181 Characterizing poten-
tial energy surfaces of charged states would benefit from the
implementation of analytical gradients. Additional develop-
ments are also needed for simulating core-ionized states and X-
ray photoelectron spectra where incorporating spin−orbit
coupling effects can be important. Lastly, improved periodic
ADC methods are necessary for accurate calculations of
charged excitations in small-gap semiconductors where multi-
reference effects play a significant role. Expanding these
horizons will create new opportunities to advance our
understanding of charged electronic states using ADC theory.

Figure 16. (a) Dyson orbital for a satellite transition in the photoelectron spectrum of galvinoxyl free radical (GFR) cation computed using SR-
ADC(3). (b) The same transition is represented using detachment (upper row) and attachment (lower row) densities with the α (spin up)
contributions shown on the left and the β (spin down) contributions shown on the right. Reprinted from ref 98 with the permission of AIP
Publishing. Copyright 2020.

Figure 17. Spin contamination in the lowest-energy ionized and
electron-attached states for (a) 18 weakly and (b) 22 strongly spin-
contaminated molecules computed using SR-ADC with three different
reference wave functions. Colored boxes indicate the sum of spin
contamination for all molecules in each set; black boxes show the
average spin contamination. Adapted from ref 104 with the
permission of AIP Publishing. Copyright 2022.
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