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Abstract

Automatic target recognition (ATR) using image data is

an important computer vision task with widespread appli-

cations in remote sensing for surveillance, object track-

ing, urban planning, agriculture, and more. Although there

have been continuous advancements in this task, there is

still significant room for further advancements, particu-

larly with aerial images. This work extracts rich informa-

tion from multimodal synthetic aperture radar (SAR) and

electro-optical (EO) aerial images to perform object classi-

fication.

Compared to EO images, the advantages of SAR images

are that they can be captured at night and in any weather

condition. Compared to EO images, the disadvantage of

SAR images is that they are noisy. Overcoming the noise in-

herent to SAR images is a challenging, but worthwhile, task

because of the additional information SAR images provide

the model.

This work proposes a training strategy that involves the

creation of appearance labels to generate triplet pairs for

training the network with both triplet loss and cross-entropy

loss. During the development phase of the 2023 Perception

Beyond Visual Spectrum (PBVS) Multi-modal Aerial Image

Object Classification (MAVOC) challenge, our ResNet-34

model achieved a top-1 accuracy of 64.29% for Track 1

and our ensemble learning model achieved a top-1 accu-

racy 75.84% for Track 2. These values are 542% and 247%

higher than the baseline values. Overall, this work ranked

3rd in both Track 1 and Track 2.

1. Introduction

Advancements in deep learning have resulted in ad-

vancements in ATR for aerial image classification due to

the ability of deep learning models to extract rich visual in-

formation. Typically, ATR systems use a single EO sensor,

but an ideal ATR would utilize both EO and SAR sensors

to complement each other for better aerial image classifica-

tion. This work explores using both EO and SAR modalities

to improve aerial image classification. Fig. 1 shows the EO

and SAR images used in our work.

SAR and EO sensors are two of the most widely used

sensors in modern remote sensing systems. EO imagery, or

traditional overhead imagery, is easy to gather because it is

illuminated by sunlight. It is also easy to interpret because

it captures light in the familiar visible spectrum, similar to

RGB or grayscale images. EO imagery does not perform

well in uneven lighting, darkness, and poor weather condi-

tions; however, SAR imagery does perform well in those

circumstances because it uses active illumination. SAR im-

agery also performs especially well when there are multiple

objects of interest, or when the object of interest is small,

because the SAR sensor captures and stitches together mul-

tiple images with multiple polarization combinations [3].

In recent years, there has been extensive work on ATR

for aerial image classification using EO images [5, 10, 16,

19, 22, 24, 33]. In comparison, there has been limited work

using SAR images [4, 7, 29, 30], and even less work incor-

porates both EO and SAR images. There was an increase

in the amount of work that incorporates both EO and SAR

images [12, 15, 23, 28, 31, 32] after the introduction of the

MAVOC challenges in NTIRE 21 [18] and PBVS 22 [21].

ATR for the classification of aerial images presents

unique challenges when compared with ATR for the clas-

sification of other types of images. Aerial images contain

highly textured subjects of varying scales. They also have

limited pixels for the point of interest because the point of

interest appears relatively small from the perspective of an

aircraft. The resulting high intraclass variability makes it

difficult to differentiate between classes.

The dataset provided in the MAVOC challenge poses

several unique challenges, including long-tailed distribution

of classes, a lack of pixel registration between EO and SAR

534

2023 IEEE/CVF Conference on Computer Vision and Pattern Recognition Workshops (CVPRW)

979-8-3503-0249-3/23/$31.00 ©2023 IEEE

Authorized licensed use limited to: Auburn University. Downloaded on April 30,2024 at 04:35:14 UTC from IEEE Xplore.  Restrictions apply. 



Figure 1. PBVS 23 MAVOC Challenge EO and SAR Images Grouped by Class

images, and low image resolution. The long-tailed distri-

bution of classes can cause bias towards the majority class.

The lack of pixel registration (or different fields of view)

and the low image resolution make it difficult for models to

properly classify the data.

Our work balanced the training dataset through data aug-

mentation and random sampling. Data augmentation tech-

niques were performed on classes with less than 6,000 sam-

ples. The data augmentation techniques that were per-

formed included flips, rotations, and affine transformations.

For classes with greater than 6,000 images, 6,000 images

were randomly selected.

After balancing the training dataset, pre-trained VGG-

16 [26] features were extracted. The features were then

clustered using a k-dimensional tree (KD-tree) to create ap-

pearance labels. Inspired by Liao et al. [16], the appear-

ance labels were then used to construct optimized triplet

pairs for triplet loss. Triplet loss ensures that samples of the

same class are closer to each other and samples of different

classes are further apart from each other in the embedding

space [25]. Positive triplet pairs are images from the same

class with different appearance labels. Negative triples pairs

are images from different classes with the same appearance

labels. After the pre-processing steps were completed, the

network was trained with both triplet loss and cross-entropy

loss.

The MAVOC challenge consists of two tracks. Track 1

requires both the EO and SAR sensor information to be used

during the training process and only the SAR sensor infor-

mation to be used during the evaluation process. In contrast,

Track 2 requires both the EO and SAR sensor information

to be used during both the training process and the evalu-

ation process. The training datasets are the same for both

Track 1 and Track 2. Therefore, the appearance labels are

the same for both Track 1 and Track 2.

The contributions from this paper are summarized as fol-

lows:

1. Our work balanced the training dataset through data

augmentation and random sampling. Data augmen-

tation techniques such as flips, rotations, and affine

transformations were performed on classes with less

than 6,000 images. For classes with greater than 6,000

images, 6,000 images were randomly selected.

item Pre-trained VGG-16 [26] features were extracted

from the training dataset for both EO and SAR images.

The features were then clustered using KD-tree to cre-

ate appearance labels. Those appearance labels were

used to mine optimized triplet pairs for triplet loss.

2. The network was trained with both triplet loss and

cross-entropy loss and achieved a top-1 accuracy of

64.29% for Track 1 and a top-1 accuracy of 75.24%

for Track 2 during the development phase of the com-

petition.

3. Overall, this work ranked 3rd in both Track 1 and Track

2.

2. Related Work

EO sensors are the most popular sensors in mod-

ern remote sensing systems because they are inexpensive,

readily available, and easy to interpret under sunny and

clear weather conditions. Conversely, SAR sensors excel

when there is no lighting, inconsistent lighting, or adverse

weather conditions. SAR sensors perform exceptionally

well when there are several objects of interest, or when the

object is small, as they capture and fuse multiple images

with various polarization combinations. SAR sensors are

less popular than EO sensors because they are expensive,

not readily available, and not easy to interpret due to noise

and the fact that they do not capture light in the familiar

visible spectrum.
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Given that EO sensors are the most popular sensors

in modern remote sensing systems, there is a substantial

amount of work for ATR aerial image classification using

images captured from EO sensors [5,6,10,16,19,22,24,33].

Cheng et al. [5] proposed a large-scale aerial image dataset

and experimented with multiple deep learning models to

establish a benchmark for aerial images. Liu et al. [19]

proposed using a hierarchical Wasserstein distance because

the cross-entropy loss that is usually calculated for im-

age classification simply compares the predicted probabil-

ity with ground truth, ignoring the interclass relationship

between images. The inclusion of hierarchical Wasser-

stein distance achieved better results for aerial image clas-

sification. Minetto et al. [22] proposed using ensemble

CNNs for aerial image classification. As an initial base-

line, ResNet and DenseNet models were trained without any

augmentation techniques. These baseline models were fine-

tuned with different augmentation techniques and cropping

styles to generate a variety of weights. An ensemble ma-

jority voting technique was used to get the final predicted

class. Muhammet Ali et al. [6] adapted a snapshot ensem-

ble model for aerial image classification. Stochastic gradi-

ent descent (SGD) with warm restarts was used to gener-

ate weights from several local minima points. The weights

were then used for a snapshot ensemble model. Liao et

al. [16] proposed a label-splitting strategy and assigned ap-

pearance labels using a KD-tree algorithm. These appear-

ance labels were used for training the network with triplet

loss. Zhang et al. [33] proposed using Multi-Head Self-

Attention (MHSA) for aerial images. Feature maps were

extracted using the ResNet architecture. The feature maps

were then sent to a transformer encoder block that has layer

normalization, MHSA, and a feed forward network.

Given that SAR sensors are not as popular as EO sensors

in modern remote sensing systems, there are fewer works

for ATR aerial image classification using images captured

from SAR sensors. Chen et al. [4] proposed using a sparsely

connected CNN, instead of a typical CNN, for SAR data. A

typical CNN would have a large number of parameters and

overfit limited SAR data. Ding et al. [7] improved SAR im-

age classification by augmenting the limited SAR datasets

with image translation, random speckle noise, and pose syn-

thesis. Lin et al. [17] proposed a novel convolutional high-

way unit inspired by long short-term memory (LSTM) net-

works. There is an adaptive gating mechanism in each con-

volutional highway layer that reduces the number of pa-

rameters in the layer when compared to a traditional con-

volutional layer. The reduced number of parameters makes

it easier to train the model on a limited dataset. Wang et

al. [30] proposed a modified Squeeze-and-Excitation block

which leads to better feature extraction from SAR images.

A multi-modal approach incorporating both EO and

SAR sensor data can be leveraged to improve ATR aerial

image classification accuracy. Furthermore, in low light

or adverse weather conditions where EO data is unsuitable,

SAR data can be used as a supplement. In recent years, the

MAVOC challenges in NTIRE 21 [18] and PBVS 22 [21]

have sparked interest in combining EO and SAR data for

ATR aerial image classification. There are now many publi-

cations that are based on the datasets shared in the MAVOC

challenges [13, 15, 23, 28, 31, 32]. Yang et al. [31] pro-

posed an ensemble learning framework with a cascaded ex-

pert branch and a parallel expert branch. The cascaded ex-

pert branch has multiple ResNet-50 models that learn dif-

ferent features from the same input. The parallel expert

branch is trained on a dataset that has been re-balanced us-

ing the strategy proposed in [9]. In both the cascaded ex-

pert branch and the parallel expert branch, a decision-based

voting fusion is done to predict the class of each image.

Miron et al. [23] proposed an efficient CNN architecture for

the NTIRE 21 MAVOC challenge [18]. The architecture

achieved 26.51% top-1 accuracy with a 0.02 second CPU

runtime and only 0.3 million parameters. Li et al. [15] pro-

posed a two-stage shake-shake network to address the class

imbalance in the PBVS 22 MAVOC challenge [21] training

dataset. Inspired by shake-shake regularization [8], the au-

thors proposed a regularization term γ. The γ regularization

term is learned by a residual block during training to prevent

overfitting. In the first training stage, the model is trained on

all of the datasets. In the second training stage, the dataset

is balanced, the classifier layer (fully connected layer) is

trained, and the weights of the other layers are frozen. Yu

et al. [32] proposed a pseudo-labeling strategy based on the

k-means++ [2] scene clustering algorithm. The clustering

is done in post-processing to mitigate bias caused by using

multiple models. The strategy achieved the highest top-1

accuracies in both Track 1 and Track 2 of the PBVS 22

MAVOC challenge [21]. Udupa et al. proposed a multi-

modal domain fusion strategy for the PBVS 22 MAVOC

challenge [21]. The primary objective of domain fusion is

to build a domain invariant model. To learn the domain gap

between EO and SAR sensor data, sliced Wasserstein dis-

crepancy [14] was used as a loss function.

3. Proposed Method

This section outlines the details of our proposed frame-

work and is organized into two subsections. The first sub-

section details our label splitting strategy and the second

subsection details our network architecture and loss func-

tion.

3.1. Label Splitting Strategy

The training datasets provided in the NTIRE 21 [18],

PBVS 22 [21], and PBVS 23 MAVOC challenges [1] all

have a long-tail class distribution. Data augmentation tech-

niques were performed on classes containing less than 6,000
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Figure 2. Proposed Training Framework for Track 2

Figure 3. Label Splitting for EO Images

images to overcome the long-tail class distribution. The

data augmentation techniques that were performed included

flips, rotations, and affine transformations. For classes with

greater than 6,000 images, 6,000 images were randomly se-

lected.

Fig. 1 shows the high intraclass variability and low inter-

class variability that is common in aerial image datasets. To

overcome these variabilities, the network was trained using

triplet loss. Triplet loss is achieved through mining triplet

pairs. In our work, inspired by Liao et al. [16], we imple-

mented a triplet mining technique called label splitting. La-

bel splitting groups visually similar images together by la-

beling them with the same appearance label. Since the goal

of triplet loss is to group instances of the same class closer

together and instances of different classes further apart, this

improves the quality of the triplet pairs. Positive triplet pairs

are images from the same class with different appearance la-

bels. Negative triples pairs are images from different classes

with the same appearance labels.

Our proposed method is shown in Fig. 2. Feature extrac-

tion is performed on VGG-16 [26] fully-connected layers

for both EO and SAR images. The dimensionality of the

features is then reduced using principal component analy-
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sis (PCA). Reducing the dimensionality of the features de-

creases the computation required for the subsequent KD-

tree and makes the features more robust to noise. PCA is

performed separately for EO and SAR features. After PCA

is performed, the EO and SAR features are combined as

input to the KD-tree.

KD-tree is an unsupervised clustering algorithm. Each

image is clustered into a KD-tree node and the node num-

ber is the label that is assigned to the image. The number

of images in a given KD-tree node depends upon how many

images have a similar visual appearance. The number of

KD-tree nodes depends upon the depth of the KD-tree. In

our case, the labels generated from the KD-tree are appear-

ance labels. To select the triplet mining anchors, an image

was randomly chosen from each tree node. To determine

the positive triplet pairs for a given anchor, images with

the same ground truth label are selected from different tree

nodes than the anchor tree node. To determine the nega-

tive triplet pairs for a given anchor, images with different

ground truth labels are selected from the same tree node as

the anchor tree node. This strategy for determining the pos-

itive and negative triplet pairs ensures that we choose triplet

pairs that are visually similar to each other. Fig. 3 shows

how label splitting groups visually similar images together

by labelling them with the same appearance label

3.2. Network Architecture and Loss Function

This section describes our proposed network architecture

and loss function. The highest performing single model is

a pre-trained ResNet-34 [11]. The loss function is a com-

bination of triplet loss and cross-entropy loss. Triplet loss

minimizes the intraclass distance and maximizes interclass

distance. Cross-entropy loss also maximizes interclass dis-

tance. The equations for loss functions are defined below:

LCE = −

m∑

i=1

log
e
WT

yi
x̂ai+byi

∑n

j=1
eW

T
j
x̂ai+bj

(1)

Ltriplet = max(d(x̂a, x̂p)− d(x̂a, x̂n) +margin, 0) (2)

Lmulti−loss = α ∗ Ltriplet + (1− α) ∗ LCE (3)

where x̂ai ∈ R
d is the ith feature that belongs to the

yith class. d, W ∈ R
d×n, and b ∈ R

d denote the feature

dimension, last connected layer, and bias term, respectively.

x̂a , x̂p, and x̂n are the anchor, positive image, and negative

image, respectively. The regularization term, or α, used for

training the multi-loss loss function was 0.8.

Fig.2 shows our proposed Track 2 training framework.

The anchor and positive triplet pairs share the same ground

truth label; however, the anchor has a different appearance

label. The anchor and negative triplet pairs have different

ground truth labels but share the same appearance label.

The anchors, positive triplet pairs, and negative triplet pairs

are given as input to the CNN and trained together using

the same network weights. The initial convolutional layer

has 1 channel for Track 1 and 2 channels for Track 2. After

extracting the embeddings, or features, from the CNN, the

model is optimized with a multi-loss function that combines

triplet loss with cross-entropy loss. For both Track 1 and

Track 2, the embeddings generated by the fully-connected

layer have a dimension of 512 for calculating the triplet loss.

A second fully-connected layer with a dimension of 10 was

added for calculating cross-entropy loss.

4. Experimental Results

4.1. Dataset

Our proposed method was trained, evaluated, and tested

on the PBVS 23 [1] MAVOC challenge dataset. The pub-

lic dataset includes ground truth labels for training, but does

not include ground truth labels for validation or testing. Par-

ticipants evaluate model performance by submitting their

pre-trained model on the challenge website during the val-

idation phase to receive a validation result and during the

testing phase to receive a testing result. The validation

phase is limited to 60 submissions per participant and the

testing phase is limited to 6 submissions per participant.

Although the challenge contains two tracks, the dataset is

the same for both tracks. Both Track 1 and Track 2 allow

submissions to be trained on both the given EO data and

the given SAR data. During evaluation and testing, Track

1 evaluates model performance using only SAR labels and

Track 2 evaluates model performance using both EO and

SAR labels.

Sample images from the dataset can be seen in Fig.1.

The images in the dataset are small regions of larger im-

ages taken by EO and SAR sensors mounted on multiple

aircraft. The EO sensor typically has a spatial resolution of

31 × 31 and the SAR sensor typically has a spatial resolu-

tion of 56 × 56. As shown in Table 1, the training dataset is

severely imbalanced. The first 4 classes account for almost

98% of the dataset size. However, the validation and testing

datasets are balanced with approximately the same number

of images per class.

4.2. Implementation Details

Our work balanced the training dataset through data aug-

mentation and random sampling. After balancing the train-

ing dataset, all of the images in the training dataset were

resized to 224 × 224 and inputted into the pre-trained VGG-

16 [26] model for feature extraction. The features were

then clustered using a KD-tree of depth 7 to create 27, or

128, appearance labels. Inspired by Liao et al. [16], the ap-
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Figure 4. Histograms of No. of Predicted Images per Class for Different Tracks and Models in the Development Phase

Class Class Name # Training Samples

0 Sedan 364,228

1 SUV 43,642

2 Pickup Truck 24,420

3 Van 17,159

4 Box Truck 3,414

5 Motorcycle 2,351

6 Flatbed Truck 1,233

7 Bus 1,130

8 Pickup Truck w/ Trailer 971

9 Flatbed Truck w/ Trailer 714

Table 1. PBVS 23 MAVOC Challenge Training Dataset Class

Distribution

pearance labels were then used to construct approximately

500,000 optimized triplet pairs for triplet loss. After the

pre-processing steps were completed, the model was trained

with both triplet loss and cross-entropy loss. Although

the highest performing single model was ResNet-34 with

pre-trained ImageNet weights, experiments were also per-

formed on other models such as the EfficientNet-B0 [27]

and Swin-T [20]. The experiments were implemented us-

ing PyTorch on an NVIDIA RTX A6000 GPU. Each model

was trained for 5 epochs with a batch size of 64, learning

rate of 1e-4, and Adam optimizer with default parameters.

It took around 5 hours to train each model.

4.3. Results

Table 2 shows the results of Track 2 during the develop-

ment, or validation, phase. The 1,571 images in the vali-

dation dataset are equally distributed across the 10 classes.

Table 2 shows the final weighted score for each model in

the development phase. The weights used for the final score

were not made public for the participants. The single model

with the highest total score and highest top-1 accuracy was

ResNet-34. This model outperformed the EfficientNet-B0

model, the Swin-T model, and the provided baseline model

that was given by the competition. The baseline model was

a ResNet-18 model that was trained with cross-entropy loss.

Our ensemble model outperformed the baseline model in

top-1 accuracy by 247%. The ensemble model consists of

ResNet-34, EfficientNet-B0, and Swin-T. The final output

from the ensemble model is the weighted sum of scores

from the constituent models. ResNet-34 is weighted by

0.5, EfficientNet-B0 is weighted by 0.23, and Swin-T is

weighted by 0.25. Compared to ResNet-34, the ensemble

model final score is 0.01 higher and the ensemble model

final accuracy is 1% higher.

Table 3 shows the Track 2 test phase results. The test

dataset contains 5,745 images that are equally distributed

across the 10 classes. Our ensemble model ranked 3rd out

of all of the Track 2 submissions.

Table 4 shows the Track 1 development phase results.

The Track 1 development phase results only use SAR

images as input to the network. The ResNet-34 model

achieved a top-1 accuracy of 64.29. Similar to Track 2,

the ResNet-34 model achieved better performance than the

EfficientNet-B0 and Swin-T models. Due to the limited

timeframe of the competition, we did not have time to sub-

mit the ensemble model like we did for Track 2.

Table 5 shows the Track 1 test phase results. Our

ResNet-34 model placed 3rd in the competition.

Fig. 4 shows histograms of the number of predicted im-

ages per class during the development phase. Although

the ground truth labels are unknown, the fact that there is

an equal distribution of classes in the validation dataset is

known. It is clear from Fig. 4 that the distribution of classes

is not equal in the model predictions. All of our models are

biased toward class 0, the sedan class.

5. Conclusion

Inspired by Liao et al. [16], this work proposes a train-

ing strategy that involves the creation of appearance labels

to generate triplet pairs for training the network with both

triplet loss and cross-entropy loss. The appearance labels
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Model Final Score Accuracy (top-1)% AUROC TNR at TPR95 Run Time on CPU

Baseline 0.28 21.82 0.48 0.03 -

ResNet-34 0.77 74.81 0.84 0.20 0.028

EfficientNet-B0 0.75 74.03 0.79 0.26 0.024

Swin-T 0.69 69.35 0.70 0.01 0.074

Ensemble Model 0.78 75.84 0.84 0.18 -

Table 2. PBVS 23 MAVOC Development Phase Results for Track 2

Team Final Score Accuracy (top-1)% AUROC TNR at TPR95

Team A 0.84 89.60 0.68 0.02

Team B 0.84 88.77 0.68 0.03

Team C 0.74 69.80 0.85 0.56

Our Ensemble Model 0.71 71.40 0.70 0.05

Team D 0.71 68.35 0.79 0.10

Team E 0.71 68.35 0.79 0.10

Team F 0.71 68.80 0.76 0.07

Our ResNet-34 Model 0.70 68.90 0.74 0.10

Table 3. PBVS 23 MAVOC Test Phase Results for Track 2

are created using the KD-tree algorithm. Positive triplet

pairs are defined as having the same ground truth label,

but a different appearance label, when compared to an an-

chor image. In contrast, a negative triplet pair is defined

as having the same appearance label, but a different ground

truth label, when compared to an anchor image. Triplet loss

minimizes the high intraclass variability and low interclass

variability of aerial images. We constructed approximately

500,000 optimized triplet pairs for triplet loss. After the

pre-processing steps were completed, we conducted exper-

iments using the PBVS 23 [1] MAVOC challenge dataset

and the ResNet-34, Swin-T, EfficientNet-B0, and ensemble

learning models.

The PBVS 23 [1] MAVOC challenge contains two

tracks. Both Track 1 and Track 2 allow submissions to be

trained on both the given EO data and the given SAR data.

During evaluation and testing, Track 1 evaluates model per-

formance using only SAR labels and Track 2 evaluates

model performance using both EO and SAR labels. Dur-

ing the development phase, our ResNet-34 model achieved

a top-1 accuracy of 64.29% for Track 1 and our ensemble

learning model achieved a top-1 accuracy 75.84% for Track

2. These values are 542% and 247% higher than the base-

line values. Overall, this work1 ranked 3rd in both Track 1

and Track 2.

1This work is supported in part by NSF Award 2148382 and AFRL

SFFP at USAF Academy.
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