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Although integrable spin chains only host ballistically propagating particles they can still feature
di↵usive spin transport. This di↵usive spin transport originates from quasiparticle charge fluctua-
tions inherited from the initial state magnetization Gaussian fluctuations. We show that ensembles
of initial states with quasi-long range correlations lead to superdi↵usive spin transport with a tun-
able dynamical exponent. We substantiate our prediction with numerical simulations and explain
how deviations arise from finite time and finite size e↵ects.

Introduction—In lattice quantum systems, typical ini-
tial states far from equilibrium relax according to di↵u-
sive hydrodynamics. After a local equilibration step, one
expects that the only data from the initial state that sur-
vive in local observables are those which determine conju-
gate thermodynamic quantities, e.g. local temperature,
chemical potential. The remaining evolution from local
to global equilibrium is governed by the classical the-
ory of hydrodynamics, which generically predicts di↵u-
sive transport for lattice systems. However this intuition
breaks down in kinetically constrained dynamics [1–13]
which can exhibit both sub- and superdi↵usion, or avoid
thermalization altogether [14], and in integrable systems
where initial state fluctuations in densities of infinitely-
many conserved quantities play a prominent role in gov-
erning hydrodynamics.

In integrable systems one has an extensive number
of extensive conserved quantities or, equivalently, stable
ballistically propagating quasiparticles at finite energy
density [15–18]. Although such systems are in principle
fine tuned, they are of considerable interest since cur-
rent experiments can engineer systems that are approx-
imately integrable [19–27]. Naively, stable ballistically-
propagating quasiparticles should always lead to ballistic
transport. However this does not always hold, as high-
lighted by the |�| > 1 regime of the spin-1/2 XXZ chain
where one finds di↵usive spin transport [28–35].

One can understand the origin of this di↵usion as com-
ing from two ingredients: ballistic motion of the quasi-
particles (magnons and boundstates thereof) and fluctua-
tions in the quasiparticle’s charge which is “screened” by
the magnetization fluctuations of the initial state. That
is to say if in a region of size `, the magnetization den-
sity fluctuations scale as `

�w, where w is known as the
wandering exponent. Then, if the quasiparticle travels a
distance ` the fluctuations of the quasiparticle’s charge
over that distance also scales as `�w.

For initial states drawn from a thermal ensemble, these
fluctuations obey the central limit theorem (w = 1/2)
and using this fact along with the ballistic motion of the
quasiparticles one can show that this leads to di↵usive
spin transport [32]. This suggests that tuning the wan-

FIG. 1. Folded XXZ Automaton. (a) Circuit geometry
for the XXZ automaton follows a staircase pattern. (b) The
rules for the updates in the automaton. One can see that
they conserve the number of domain walls. (c) A highlighted
magnon trajectory traversing ballistically through domains.

dering exponent of the initial state should modify the
nature of spin transport.
In this work we demonstrate that this is indeed the

case by constructing an ensemble of initial states with
tunable wandering exponent which have fluctuations that
grow faster than a thermal ensemble’s. Based on the
charge screening argument outlined above, we show that
these states should display superdi↵usive transport and
indeed find that this is the case by numerically computing
the variance of the charge transfer. The variance of the
charge transfer grows in a power law fashion and provide
an argument for the expected exponent of this power law.
We find relatively good agreement with numerical results
and explain how deviations arise from finite size e↵ects.
Screening Argument.— To illustrate our argument, we

study transport in the folded XXZ automaton [36] which
qualitatively captures transport features of the easy axis
regime and can be thought of as the � ! 1 limit of the
quantum spin-1/2 XXZ chain [37, 38]. A desirable fea-
ture of this model compared to the spin-1/2 XXZ chain is
that product states in the occupation basis are mapped
to product states and thus we can perform simulations
to long times with large system sizes. Our argument will
rely solely on a quasiparticle picture, and we expect it to
generalize to the entire di↵usive regime |�| > 1 of the
XXZ spin chain.
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The system is comprised of L qubits whose individual
basis states are |•i (particle) and |�i (hole). The unitary
governing the dynamics is given by U = V3V2V1 where
Vj =

Q
i⌘j mod 3 Ui,i+1,i+2,i+3 and

Ui,i+1,i+2,i+3 = P
•
i SWAPi+1,i+2P

•
i+3

+ P
�
i SWAPi+1,i+2P

�
i+3

+ P
�
i P

•
i+3 + P

•
i P

�
i+3,

(1)

where P
� = |�ih�| and P

• = |•ih•|, conserving both par-
ticle and domain wall number. A pictorial representation
of the circuit along with the update rule performed by the
gates are shown in Fig. 1. This model is integrable and
has three types of quasiparticles: left- and right-moving
magnons (single isolated particles or holes), and frozen
domains which arise from domain wall conservation.

To understand transport in integrable systems we es-
sentially have to keep track of how much charge has
been spread by the magnons. To track the amount of
charge a magnon spreads we compute �xcharge(t)2 =
h(qmag(t)xmag(t))2i where qmag denotes the charge of the
magnon, xmag denotes the distance the magnon has trav-
eled, and h·i denotes averaging over the ensemble of initial
statess. In integrable systems magnons traverse ballisti-
cally with a well-defined velocity, v (we imagine tracking
a single species), so

�xcharge(t)
2 = v

2
t
2hqmag(t)

2i. (2)

On average the magnon’s charge will be zero at infinite
temperature but the variance will non-zero. As shown in
Fig. 1, magnons change their charge by passing through
frozen domains. For example, if a magnon is a particle
prior to collision, it will change to a hole while traversing
the next domain (see Fig. 1). This means a magnon’s
charge fluctuations are entirely specified by the pattern
of frozen domains in the initial state. Fluctuations in
the pattern of frozen domains are determined by the ini-
tial state magnetization density, m, defined such that a
particle/hole has charge ±1. Thus, fluctuations are char-
acterized by the wandering exponent, w, i.e. in a region
of size `, m ⇠ `

�w.
Thus we have that the charge of the magnon should

scale in the same way as the initial state magnetization
density fluctuations. So if a magnon moves a distance `

in a time t then hq2magi ⇠ `
�w ⇠ t

�w. Therefore

�xcharge(t) ⇠ t
1�w

. (3)

This argument was first used in Ref. [32] and was ap-
plied to thermal states where w = 1/2 where one cor-
rectly predicts di↵usive spin transport. In the next sec-
tion we will provide a procedure to generate states with
tunable wandering exponent with w < 1 which implies
superdi↵usive spin transport.

Correlated States.— Based on the screening argument,
generating states which do not obey the central limit the-
orem should lead to anomalous transport. One way to

do so is to create states that are spatially correlated.
This can be achieved by forming product states which
are comprised of contiguous fully polarized domains (e.g.
| • • • • � � � � • • • ��i) that have unbounded lengths. To
do so we draw the lengths of these domains from Lévy al-
pha stable distributions (although any distribution with
power law tails should work) [39]. These are distributions
with power law tails that can be tuned via the so-called
stability parameter that characterizes the distribution.
To be more precise, let S(y;↵, c,�, µ) denote the stable
distribution with stability parameter, ↵; scale parameter,
c; skewness, �; mean, µ.
In this work µ = 0 and � = 0 and 1 < ↵  2. For

large y, S(y) ⇠ y
�(↵+1). Given a random variable y

distributed according to S then the domain length of the
ith domain is given by xi = floor(|y|). For 1 < ↵  2
the average of y is well defined and we note that the
average of |y| for � = µ = 0 is given by 2

⇡ c
1/↵�(1 �

1/↵) where �(z) is the usual gamma function and so the
scale parameter determines the average domain size. We
randomly choose a domain to be fully filled (empty) with
equal probability.
To determine the wandering exponent of these states

we compute the magnetization ((un)occupied sites have

charge ±1) in a region of size `, i.e. M =
P`

i=1 �i and
�i = ±1. Let ⌧i denote the polarization of the ith do-
main (this is ±1 for occupied and unoccupied respec-

tively). We can rewrite the sum as M =
Pk

i=1 xi⌧i +

(` �
Pk

i=1 xi)⌧k+1 where the last term accounts for the
fact not all k domains may fit inside the region. Let the
magnetization of a domain be mi = xi⌧i. Then the dis-
tribution of mi is symmetric since ⌧i = ±1 with equal
probability and has power law tails inherited from the
domain length distribution. Thus we can invoke the gen-
eralized central limit theorem to show that hM2i ⇠ k

2/↵.
For the stability parameters we consider, the mean is
well-defined and so the typical domain lengths will be
controlled by c. For c ⇠ O(1), we expect that the num-
ber of domains k ⇠ `. Thus hM2i ⇠ `

2/↵. We conclude
that the wandering exponent is given by w = 1� 1/↵.
For 1 < ↵  2, this means that magnetization fluctu-

ations decay slower than thermal states consistent with
the fact that these states have larger correlations. Based
on the screening argument this would imply that charge
spreads as t1/↵ which would indicate superdi↵usive trans-
port. In the next section we demonstrate that this is
indeed the case by computing transport observables.
Transport and numerics.— To characterize transport

in this special class of initial states, we cannot use the
standard linear-reponse Kubo formalism (which relies on
special properties of thermal states). Instead, we diag-
nose charge transport via the variance of the so-called
charge transfer Q(t),

Q(t) =
X

x0

(nx(t)� nx(0))�
X

x>0

(nx(t)� nx(0)), (4)
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FIG. 2. Charge Variance vs Stability Parameter. (a) Variance of the charge transfer as a function of time shown for
stability parameter, ↵ = 1.4, compared to initial states drawn from an infinite temperature, i.e. uncorrelated, ensemble.
Note that the fluctuations for ↵ = 1.4 grow faster than those in the thermal ensemble indicating superdi↵usive behavior.
(b) Dynamical exponents, zvar, versus time obtained via log derivatives for two di↵erent values of ↵. (c) zvar obtained via
log-derivatives at a late time, t = 500. The orange point ↵ = 2 is obtained by sampling states from an infinite temperature
ensemble. One sees that the prediction, zvar = ↵2/2 is roughly consistent with the numerics. The data is averaged over 107

initial states.

with nx = 0, 1 the particle density on site x. The charge
transfer keeps track of how much charge has been trans-
ferred across the origin at time t. The full distribution of
the charge transfer is known as the full counting statistics
and it not only captures linear response, but also captures
details about fluctuations on top of the average hydrody-
namic behavior [40–52]. Experimental setups can access
the full distribution via snapshots corresponding to pro-
jective measurements on the whole system [23, 53–72]. In
this work, we will only be focusing on the behavior of the
variance, hQ2i�hQi2, for states at half filling, i.e. µ = 0.
When µ = 0, hQi = 0 but hQ2i 6= 0 and is generally ex-
pected to grow in a power law fashion, hQ2i ⇠ t

1/zvar and
zvar = 2 for di↵usive systems. In this section we numeri-
cally compute hQ2i and extract zvar via a log-derivative,

i.e. zvar(t) = 2

✓
d loghQ2i
d log t

◆�1

.

Our results are shown in Fig. 2. One can see that
when initial states are drawn from the correlated ensem-
ble hQ2i grows faster than initial states drawn from a
thermal ensemble at infinite temperature, which is con-
sistent with the screening argument. We extracted zvar

for various ↵ and one can clearly see that tuning ↵ does
indeed change the behavior of hQ2i which is consistent
with the fact that tuning fluctuations of the initial state
should correspond to tuning transport.

Theory of charge transfer.— To understand the behav-
ior of Q(t) we first consider initial states where the mag-
netization density mx = (2nx � 1)/2 for x  0 (x > 0)
is m/2 (�m/2) and the imbalance, m, is large. In this
limit one has a low density of magnons in each half of
the chain so there is a well-defined domain wall that sep-
arates the two halves of the chain. For example an initial
state might look like

,

where the squiggly line indicates the location of the do-
main wall which separates the halves of the chain. Due
to domain wall conservation the only time charge can be
transferred is if a particle or hole moves across the origin.
At some later time the magnon will cross the origin and
our state will look like

.

Notice that the domain wall that separated the halves
of the chain moves two sites in the opposite direction in
which the magnon moved. The key observation that was
made in Ref. [51] is that charge transfer is linked to the
motion of this domain wall that separates the two halves.
If at time t, the domain wall is at xdw(t) and if m[0,xdw]

is the magnetization density in the region between the
origin and the location of the domain wall then

Q(t) = �2m[0,xdw(t)]xdw(t). (5)

When m ! 0 there is not a well defined notion of a
domain wall that separates the two halves of the chain.
However one can imagine a fictitious domain wall which
is located at the origin and moves in the same fashion as
one would expect when m ' 1. For instance, suppose we
have the following initial state,

,

where the squiggly line indicates the location of our fic-
titious domain wall initially at the origin. At the next
time step the hole next to the origin crosses over to the
left half of the system and our state will look like

.
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FIG. 3. Dynamical Exponent Finite Size E↵ects. (a)
One sees that at short times the dynamical exponent of the
variance of the charge di↵ers for di↵erent scaling parameters
but at longer times converges to the same value. Here data
was averaged 107 initial states. (b) The domain wall dynami-
cal exponent as function of time features much stronger finite
sizes as the exponent does not appear to converge until ⇠ 103

which is an order of magnitude larger than the variance of the
charge transfer. Here results were averaged over 106 realiza-
tions.

The domain wall moves two steps in the opposite direc-
tion in which the magnon propagated. Demanding that
the fictitious domain wall move in this manner implies
that the charge transfer satisfies Eq. 5.

From Eq. 5, we can now relate the dynamical expo-
nent of the charge transfer variance to the motion of the
domain wall. On average the domain wall will be at the
origin at half-filling, i.e. hxdw(t)i = 0, since the number
of left and right movers is equal, but hxdw(t)2i 6= 0 and
is expected to grow as a power law, hxdw(t)2i ⇠ t

2/zdw .
Using the fact that the magnetization density over a dis-
tance |xdw| scales m ⇠ |xdw|�1+1/↵, then the variance
of the charge transfer should obey the following scaling
relation,

hQ(t)2i ⇠ t
2/↵zdw . (6)

To obtain what zdw is we note that the domain wall
only moves when a magnon “hits” it. And whenever
the magnon “hits” the domain wall its charge changes
thus the variance in time of xdw should follow the same
time dependence as the variance in the amount of charge
a magnon has carried, i.e. �xmag(t). Since �x

2
mag ⇠

t
2�2w = t

2/↵ then hxdw(t)2i ⇠ t
2/↵. Using this result

along with Eq. 6 implies zvar = ↵
2
/2. From Fig. 2, we

see relatively good agreement with our prediction.
Numerical deviations from this prediction can be un-

derstood from two finite size/time e↵ects: the motion of
the domain wall and the dependence of the dynamical
exponents on c. The first comes from the fact that in
a time t the domain wall will have only moved a dis-
tance t

1/↵ and thus the domain wall cannot e�ciently
probe the tails of the distribution. The second comes
from the fact that the mean domain size of is tuned by
the scaling parameter, c, and at long times and distances
one expects the dependence on c to drop out and only

the tails of the distributions should matter. As shown in
Fig. 3, we see that zvar and zdw display a dependence on
the scale parameter with the more severe dependence in
the latter case presumably coming from the fact that the
domain wall does not probe the tails of the distribution
well enough and thus is much more prone to experience
stronger e↵ects from the scaling parameter.
Discussion.— In this work we demonstrated that

anisotropic integrable spin chains provide a route towards
tunable transport by tuning initial state magnetization
fluctuations. We gave a procedure to generate states
which have quasi-long range correlations using Lévy al-
pha stable distributions. And we demonstrated that the
fluctuations in this ensemble of correlated states is tuned
by the stability parameter that changes the tails of these
stable distributions.
Using the variance of the charge transfer we found

superdi↵usive transport in these initial states which is
tuned by the stability parameter consistent with the
screening argument set forth in Ref. [32]. Furthermore
we are able to provide a theoretical prediction for the
dynamical exponent controlling the growth of the charge
variance via the motion of a “domain wall” and the mag-
netization density in the region between the position of
the domain wall and the position at which the charge
transfer is being measured. We find good agreement with
our prediction and numerical simulations with some finite
size e↵ects.
We showed that these finite size e↵ects come about

from the domain wall’s inability to e�ciently probe the
tails of these stable distributions at short times. As such
the domain wall motion is severely a↵ected by the average
domain size that it probes which is controlled by the
scaling parameter of the Lévy alpha stable distributions.
Surprisingly the time scale for which the dependence on
c goes away is di↵erent for the charge variance and the
domain wall motion. This suggests that finite size e↵ects
in the magnetization density cancel out the finite size
e↵ects in the motion of the “domain wall.” It would be
interesting to find di↵erent ensembles of correlated states
that are able to probe the tails more e↵ectively.
While we only presented results for superdi↵usive

transport in principle one can also achieve tunable sub-
di↵usive transport. For this to happen one would need
to generate states which have fluctuations that drop o↵
faster than those satisfying the central limit theorem.
Such states, also known as hyperuniform states, would
need to have domains that are anti-correlated.
A second interesting route would be to go away from

the � ! 1 limit and probe transport in the � > 1
regime of the spin-1/2 XXZ chain using these correlated
initial states. In this regime fully polarized domains are
no longer frozen but are only frozen for a time t ⇠ �s�1

where s is the domain length. The dynamics of the spin-
1/2 XXZ chain is accessible in experiments [73] and so it
would also be interesting to explore this tunable trans-
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port experimentally since these correlated initial states
are product states. Approaching the isotropic � = 1
limit should be particularly interesting, as it already
shows superdi↵usive transport with z = 3/2 for thermal
states [23, 34, 74–76].
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[49] Ž. Krajnik, J. Schmidt, V. Pasquier, E. Ilievski,
and T. Prosen, Physical Review Letters 128 (2022),
10.1103/PhysRevLett.128.160601.
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