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The process of self-assembly of biomolecules underlies the formation of

macromolecular assemblies, biomolecular materials and protein folding, and

thereby is critical in many disciplines and related applications. This process

typically spans numerous spatiotemporal scales and hence, is well suited for

scientific interrogation via coarse-grained (CG) models used in conjunction with

a suitable computational approach. This perspective provides a discussion on

different coarse-graining approaches which have been used to develop CG

models that resolve the process of self-assembly of biomolecules.
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1 Introduction

The self-assembly process in biomolecular systems is ubiquitous and plays a key role in
the formation of macromolecular assemblies, biomolecular materials and protein folding.
As a consequence, self-assembly in biomolecular systems is of importance to a diverse range
of disciplines and applications. The concentration of biomolecules must be at a critical value
for their assembly. The chemistry of the molecules and the resultant physical forces
determine the pathways adopted during their assembly and the final equilibrium
characteristics of the aggregates. Hence, the self-assembly process involves a large range
of spatiotemporal scales. Due to limitations in resolution of experimental techniques,
computational approaches are particularly well suited to resolve the self-assembly process
starting from biomolecules dispersed in solution to the formation of an equilibrium
biomolecular aggregate or material. However, on account of the enormous number of
degrees of freedom (DOFs, or singular DOF), adopting atomistic representation of the
molecules in the system to study their assembly using computational techniques is only
viable for very small systems. For larger systems, the assembly of biomolecules can be
resolved via the use of reduced models to represent the molecules in conjunction with
suitable computational techniques. One of the ways to generate such reduced models of
biomolecules is via coarse-graining (Papoian, 2016; Allen and Tildesley, 2017) which is the
focus of this perspective.

The philosophy of coarse-graining is to represent a group of atoms by pseudo atoms or
coarse-grained (CG) beads to smooth over atomistic details and the corresponding potential
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energy landscape, thereby significantly increasing the computational
efficiency. CG models have become very popular and are used
extensively in the domain of Soft Materials and Biophysics. As a
consequence, there exists a rich body of work that has developed and
used CG models for these two domains and others. Hence, it is not
feasible to discuss all the coarse-graining approaches and CGmodels
which are relevant to these domains. Therefore, the scope of this
perspective is more narrow. The goal of this perspective is to survey
different coarse-graining approaches which have been used to
generate reduced models of biomolecules to examine their self-
assembly and, if possible, packing within the aggregates. In addition,
there is some discussion of approaches and models used to examine
the folding of proteins as this can also be construed as self-assembly.
The CG models discussed are typically used in conjunction with
particle dynamics based computational approaches. This
perspective will not cover discussions of mesoscale simulation
methods which can also be used to examine self-assembly, which
have been discussed in numerous excellent reviews (Aydin et al.,
2020; Deaton et al., 2021). This perspective further distinguishes
itself from many other outstanding reviews of CG modeling (Peter
and Kremer, 2009; Noid, 2013; Potestio et al., 2014; Jin et al., 2022)
by focusing on CG approaches and models that have been used to
specifically examine self-assembly of biomolecules and their packing
within aggregates.

The perspective will be organized into five sections including
Section 1 which is the Introduction. Section 2 will discuss the
different philosophies underlying coarse-graining schemes,
namely, the bottom-up and the top-down coarse-graining
approaches. The discussion of approaches and models in the
subsection on Bottom-Up Coarse-graining Approaches will be
organized into correlation function based and variational
approaches. Given the rapidly growing role of machine learning

on the development of CG models, Section 3 will discuss machine
learning-driven bottom-up CG models designed to resolve
molecular assembly. Section 4 will discuss how solvent is
modeled in CG models. Sections 2–4 will discuss the strengths
and weaknesses associated with each approach or model in the
context of three metrics: reproducibility of structural characteristics,
thermodynamic properties and transferability. The final section,
Section 5, will conclude the discussion with a summary of current
approaches.

2 Philosophies of coarse-graining
methodologies

Themethodologies for developing coarse-grained force fields for
biomolecules can be classified into two categories: bottom-up and
top-down approaches. These approaches along with their
application to resolve the self-assembly of biomolecules and, if
possible, their organization within the aggregates are detailed in
this section. Figure 1 shows an outline of these approaches.

2.1 Bottom-up coarse-graining approaches

Bottom-up coarse-graining methods aim to develop reduced
models which reproduce targeted atomistic level characteristics of
molecules. In this class of methods, a number of neighboring atoms
in a molecule are grouped to form a CG bead based upon the target
properties of interest. These properties include structural or
thermodynamic properties of the molecules. The process adopted
by bottom-up coarse-graining methods is to begin from a fine-
grained, chemically detailed atomistic representation of the

FIGURE 1

Top-down and bottom-up approaches employed to model assembly of biomolecules. The flowchart shows the assembly of V6K2 peptides. The

bottom-up approach yields small micelles that provide good resolution of the local peptide-peptide interactions within the assembly. On the other hand,

the top-down approach yields a larger assembly (nanorod). The local peptide-peptide interactions cannot be reliably investigated in this system.
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molecules, identify a coarse-graining scheme which reduces the
DOFs and develop a CG model which accurately reproduces the
target properties. The CG model encompasses both bonded and
nonbonded potentials. The physical interactions and chemical
structure are used as metrics to determine the agreement
between the coarse-grained and fine-grained representations of
the molecule.

2.1.1 Correlation function-based methods
Correlation function-based approaches encompass a class of

techniques that develop CG models such that correlation functions
obtained using CG trajectories agree with corresponding
measurements obtained using all atom (AA) trajectories. An
example of a correlation function is a radial distribution function
(RDF). Most correlation function-based methods rely on the
Henderson uniqueness theorem which states that “only one pair
potential [is] able to exactly reproduce a given RDF” (Brini et al.,
2013). The assumption is that a RDF can capture multibody
correlations and effective pairwise interactions at low density or
concentration. Hence, these methods aim at reproducing a target
RDF based on the atomistic representation of the molecules.

One such method is the Boltzmann inversion (BI) (Müller-
Plathe, 2002; Reith et al., 2003) technique which provides a strategy
to extract the interaction energy between two particles as a function
of a probability distribution function (PDF). A PDF describes the
probability of finding a certain dependent variable of interest at a
specified value of the independent variable. The RDF, which is
defined as the probability of finding two particles at distance r from
each other, is interpretable as a PDF. Beyond the RDF, a PDF could
be used to represent various types of interactions, such as the
distance between two particles forming a bond, the angle
between three particles, the dihedral angle between four particles,
or radial distribution between two nonbonded particles. All of these
quantities need to be sampled extensively to form a statistically
relevant PDF.

E r( ) � −KbT ln G r( )( )

Where Kb is the Boltzmann constant, T is the absolute
temperature, and G(r) is the RDF. Therefore, inverting the RDF
and scaling it by a factor of Kb*T gives a potential function that
defines the energetics of a parameter. Because the RDF is inverted
when generating E(r), the maximum of the RDF becomes the
minimum of E(r). From a physical perspective, the most
frequently occurring value of a parameter is assumed to be its
most energetically favorable value. For example, in a molecular
simulation, the most frequent bond length occurring between two
bonded particles (for example, 3 Å) is the most energetically
favorable bond length between these two particles. Any deviation
from a bond length of 3 Å for this particular bond results in a higher
bond energy, which corresponds to a decrease in the value of the
RDF. Any change in the absolute temperature (T) will impact the
shape of E(r), but will not affect the parameter value [the bond
length (r) described here] where the energy minimum exists.

BI has been used to resolve bonded interactions (namely, bonds,
angles and dihedrals) in polymeric systems (Baschnagel et al., 2000;
Villa et al., 2009a; Betancourt and Omovie, 2009; Xia et al., 2010).
The method has been successful in determining potentials for

interactions in the CG models which are isolated. In addition, BI
has had some success in determining nonbonded potentials in
systems with dilute CG sites (Tschöp et al., 1998; Louis et al.,
2000), such as pure liquid or single-component systems (Moore
et al., 2014). However, the method suffers from issues related to
transferability of nonbonded potentials when applied to
multicomponent systems (Reith et al., 2003).

Most condensed matter systems are not dilute. In
multicomponent systems, the conformation of the molecules and
the resulting configurations of the aggregate will be dominated by
multibody interactions. However, the equation above depends only
on the structure, and hence potentials calculated this way are
inherently tuned to the specifics of the AA reference sample.
Therefore, the CG potentials themselves are biased to the
sampled AA reference conditions, including conformations of
individual molecules and multibody configurations. As a result,
when CG simulations using these potentials vary significantly
from the AA reference conditions (e.g., in the number of
molecules or their equilibrium arrangement) the RDF from an
AA-mapped CG trajectory (CG RDF) will deviate from the RDF
obtained from the reference AA representation (AA RDF). For
example, a Boltzmann inverted potential may yield a CG RDF
that would not be in good agreement with the corresponding AA
RDF due to the presence of aggregates and their impact on the
overall packing of the molecular system, and the corresponding
change to nonbonded interactions. It is common with BI potentials
to see cases in which the peaks of the CG RDF differ from those in
the AA RDF in number, location, and magnitude. In general this is
because the CG model lacks important multibody information
which is not captured in the PDF representation. These
inconsistencies often result in incorrect values of the end-to-end
distance and radius of gyration for a CG representation of a
biomolecule. Thus, an iterative scheme–Iterative Boltzmann
Inversion (IBI)–is devised to match the AA and CG distributions
and resolve some of these issues.

In the IBI method, the Boltzmann inverted potential is
iteratively corrected using the difference in the potential of mean
force (PMF) of the AA and CG simulations (Müller-Plathe, 2002;
Reith et al., 2003)]. This method is known to improve the
correspondence between the CG model and its AA reference.

The IBI method proceeds as follows: an MD simulation is run
using the potential energy function for the ith step (VCG

i (r)).
Potential energy data generated from trajectories of a CG MD
simulation is used to derive a PDF for the ith step (gi(r)). This
PDF is then compared to the reference AA PDF (gref(r)), and
VCG

i (r) is updated to generate the potential function for the (i+1)th
step. Thus the iteration scheme is given by the following equation:

VCG
i+1 r( ) � VCG

i r( ) + kBT ln
gi r( )

gref r( )
[ ]

The process then repeats itself starting withVCG
i+1(r), which is used to

generate VCG
i+2(r). The process is initialized using a CG potential,

V0
CG(r), derived from the PDF generated using CG-mapped

trajectories from an AA MD simulation.
The IBI method has been frequently used to resolve bonded

potentials for complex liquids and polymers (Májek and Elber, 2009;
Srinivas et al., 2011; Terakawa and Takada, 2011; Hadley and
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McCabe, 2012; Banerjee et al., 2018). For example, IBI
(Bezkorovaynaya et al., 2012) has been used to derive PMFs for
the DOFs of the small peptide ALA3, which contains three amino
acids in a sequence represented by seven CG beads. In this study,
each amino acid side chain was represented as a single CG bead. In
lipid bilayers (Hadley and McCabe, 2010a; Hadley and McCabe,
2010b; Wang and Deserno, 2010), IBI has been used to generate
nonbonded potentials which have been employed to capture the
chemical specificity of the polar head beads (Shelley et al., 2001).

The popularity of the IBI method is based upon treating each
potential interaction and its corresponding distance
independently, without explicitly addressing correlations with
other interactions. The implementation of IBI requires two
assumptions (Bezkorovaynaya et al., 2012). The model assumes
that the total potential energy of the system is the summation of
independent bonded and non-bonded components. In addition,
the model assumes that the PDF describing the possible molecular
conformations can be separated into its bond length, angle, and
dihedral components, which implies that these DOFs are
independent of one another. However, these assumptions are
problematic in the case of many biomolecules, including
peptides. The problem with the first assumption is that in
addition to the potential energy of the bonded and non-bonded
components, the potential energy provided by the solvent is very
important in determining the conformation a peptide adopts, and
must be taken into consideration in explicit solvent models.
Therefore, corrective steps, such as explicit solvent pressure
corrections and tracking of correlation between two
interdependent DOFs, are needed to minimize the difference
between a DOF’s PDFs computed using AA and CG
trajectories. Further, the target of IBI (e.g., a RDF) may vary
with different system sizes and thermodynamic variables (e.g.,
concentration of biomolecules or temperature of the system).
Consequently, the derived potential would be non-transferable
(Reith et al., 2003) across the same class of systems. Additionally,
correlation function based methods like IBI depend on extensive
sampling of the underlying interactions. For example, the IBI
algorithm requires the system to be sampled with sufficient
frequency to have a large data set for the AA particle-particle
interactions in order to derive accurate CG particle-particle
potentials. However, earlier studies (Villa et al., 2009b) have
noted that RDFs in dilute peptide systems converge too slowly
for IBI to be useful. Also, the IBI method is not based on principles
of statistical mechanics, and thereby, cannot be used to
systematically refine CG models with the goal of yielding
thermodynamic quantities. Finally, the pair distribution
function will encompass configurational degeneracy as reported
by many studies (Fu et al., 2012; Potestio, 2013; Khot et al., 2019;
Stillinger and Torquato, 2019; Wang et al., 2020). As a
consequence, RDFs from the developed CG models can be
similar. Refinements have been made to the IBI method to
address the issues.

The IBI method has been extended to make the CG models
transferable across specific thermodynamic variables. The standard
IBI method yields CGmodels that are state dependent as their target
properties are those associated with the AA representation of a
system simulated at a particular temperature. In order to develop CG
potentials that are valid over a range of temperatures, a different

approach to sampling trajectories from AA MD simulations is
required. To that end, the Multi-state IBI (Moore et al., 2014)
method samples trajectories from multiple AA MD simulations,
each running at a different temperature. Each of the AA MD
simulations samples different regions of the potential energy
surface. The aim is to identify a section of the surface where all
the regions overlap. The potential associated with this region would
be representative of the underlying interactions at multiple
thermodynamic state points. The method was validated using
n-alkanes. Atomistic simulations of propane and dodecane at
different compositions and temperatures were set up to sample
various states. The states that were in good agreement with
experimental results were given a high weighting factor. The
resulting potential is the weighted average of the Boltzmann
inverted potentials of all AA simulations. The RDFs associated
with the nonbonded interactions of the molecules were in
agreement with AA distributions across a range of temperatures.
In addition, the weights (for each AAMD simulation) were tuned to
model structural properties like chain order parameters and tilt.
Thus, the Multi-state IBI method enables the extension of CG
potentials across various thermodynamic states, and yields results
in reasonable agreement with atomistic structural properties.

The IBI method has been extended (Ganguly et al., 2012) to
enable transferring potentials across different concentration
ranges. This approach is relevant for biomolecular
simulations as solute-solvent interactions (e.g., protein-water
interactions) which vary significantly with concentration. The
new method uses the Kirkwood−Buff (KB) solution theory in
conjunction with IBI, and is therefore called KB-IBI. The theory
equates the integral of a RDF (over volume) to a thermodynamic
property. This integral is assumed to be a good measure of the
interaction strength between two types of CG beads, and
reproduces local liquid structure and solvation free-energies
for multi-component systems. The KB-IBI method was
validated using the urea-water system to measure the solvent-
solvent interactions at various concentrations of urea. The
developed CG potentials were found to be transferable over
2 M concentrations of urea. The method was also extended to
capture solute-solvent (Ganguly and van der Vegt, 2013)
interactions in multicomponent aqueous mixtures. In
addition, the KB-IBI method was used to examine the
dynamics of benzene in urea-water solutions, and reported
the free-energies of benzene clusters to be in good agreement
with corresponding results from AA MD simulations.

Another extension to the IBI method called coordination or
cumulative-IBI (C-IBI) accounted for the proper solvation
thermodynamics along with the replication of the pair-wise
solution structure (de Oliveira et al., 2016). The C-IBI method
used the estimate of coordination, C(r), as the target function of
interest rather than the RDF, g(r), while proceeding through the
iterative protocol as per the IBI method. The equation for C(r) is
provided below:

Cij r( ) � 4π ∫r

0
gij r′( )r′2dr′

Where i and j are the indices for each pair of particles. The initial
guess of this method employs conventional (non-iterated) BI,
however the iterative protocol is modified as follows:
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VC−IBI
n r( ) � VC−IBI

n−1 r( ) + kBT ln
Cn−1

ij r( )

C
target
ij r( )

⎡£ ¤⎦.
The C-IBI method was tested by analyzing urea and water, both
individually and in a solvent mixture. The pair-wise coordination
calculation was determined to provide a good estimate of the solvent
thermodynamics.

The inverse Monte Carlo (IMC) method, alternatively known as
the reverse Monte Carlo method or the inverse Newton’s method,
stems from the idea that for a set of temperatures and densities, two
pair potentials with the same RDF can be shifted from each other by
a constant (Lyubartsev and Laaksonen, 1995; Lyubartsev and
Laaksonen, 1997). In this method, the effective potential
interactions are iteratively refined to match target RDFs with
greater precision. The IMC method was first used as a technique
to iteratively generate molecular configurations whose radial
distribution functions matched those calculated from neutron or
x-ray scattering experiments (McGreevy and Pusztai, 1988). In the
original development of the IMC method, initially n atoms are
randomly distributed in a simulation box with periodic boundary
conditions. The density of the initial configuration corresponds to
experimentally reported values. The experimental RDF is compared
to the RDF associated with the initial configuration of the atoms. An
atom is moved at random and if the resulting difference between the
experimental structure factor at the new position and the structure
factor of the initial configuration is smaller than the old difference,
the move is accepted. If the difference is greater, the probability of
the accuracy of the move is calculated and determines whether the
new position is accepted or rejected. The algorithm underlying the
method was subsequently altered to address the complexity of
biomolecular systems. The revised algorithm as well as the
process of determining and refining the initial atomistic
configurations is described below. For the initial approximation,
the value of the potential is calculated by the following equation:

V 0( )
α � −kBT p ln gα( )

WhereV(0)α is a suitable starting potential, often the PMF, kB is
the Boltzman constant, T is the temperature, and gα is the associated
RDF. Initially, the potential is correlated to the RDF to yield the
following relation:

〈Sα〉 �
gαNpAα

V

Where Sα is the number of particles that have the given value of
the RDF (gα), Np is the number of pairs in the system, Aα is the
volume of the bin, and V is the total volume of the system. As the
system is iteratively refined, the expression below is used to
represent changes to the interactions after each accepted move:

Δ〈S〉 � AΔV

This approach is often used to determine non-bonded
interactions within the system. With increasing complexity, the
initial estimate of the interaction requires refinement as the initial
guess will be poor (Murtola et al., 2007). The value of ΔS can be
multiplied by a factor of r, where 0 < r < 1, to ensure the change is
small enough to agree with the assumed linear approximation.

While there are many similarities between IBI and IMC, IMC
has a faster convergence due to the potential update process. IBI uses

an empirical update process which takes longer to converge.
However, the computational cost per iteration of IMC is
significantly higher. IMC utilizes thermodynamic constraints
(Rühle et al., 2009) where the correction of the potential takes
into consideration that the RDF could vary at all radial distances for
any variation of the potential at a single point (Brini et al., 2013).

Iterative approaches, such as IMC and IBI, are useful for dense
systems. As both methods depend upon an initial estimate of the
RDF, an accurate initial estimate can be made via extensive sampling
of the AA reference system. This would then allow for smoother
peaks and more accurate analysis of the potentials. In the case of
dilute systems, there are insufficient statistics for the analysis of non-
bonded potentials between the CG beads relevant for interactions
between biomolecules. Hence, these methods are less effective than
alternate, non-iterative methods.

The IMC method was used to develop a CG model of
interactions between DNA, the system ions (Cl+ and K−), and an
arginine protein side-chain. The pair potentials were reconstructed
using the original atomistic RDFs and the aforementioned
procedure. The resulting simulation showed the CG RDFs,
obtained using the IMC method, differed from the reference AA
RDFs by 10%. In the CG model, explicit ions were used along with
an implicit representation of the solvent (Lyubartsev et al., 2015).

The IMC method has also been used to develop a highly coarse-
grained model for a 100 nm phospholipid/cholesterol bilayer with
the goal of capturing accurate structural characteristics of
dipalmitoylphosphatidylcholine (DPPC), a commonly studied
phospholipid. The original formulation of the IMC technique
yielded unphysical values for the thermodynamic properties. The
IMC protocol was modified via the addition of thermodynamic
constraints such as fixing the area compressibilities using
experimental values. The effective interactions of the CG model
were modeled through the corrected IMC protocol to reproduce
corresponding interactions in the AA representation of the system
(Murtola et al., 2007).

The high computational cost of the IMC method due to
sampling every possible configuration has motivated the
development of other correlation function-based approaches.
Some of these new developments are based upon integral
equations which can estimate multibody correlations. For
example, an integral equation-based analytical approach which
yields the effective CG interactions for polymers (Sambriski et al.,
2006; Sambriski and Guenza, 2007; Clark et al., 2013). The efficiency
of the parameterization process can be improved by using an
inverted integral equation as an initial estimate for the IBI method.

2.1.2 Variational methods
The multibody PMF can be approximated in CG models by

minimizing a relevant functional. Given the key role that forces play
in the dynamics of molecules and thereby, the thermodynamics of
systems, one such functional is force. Another functional that has
been investigated is the relative entropy. Current approaches have
examined the minimization of these functionals via the Multiscale
Coarse-graining (MS-CG) and Relative Entropy Minimization
(REM) methods.

The Multiscale Coarse-graining (MS-CG) (Izvekov and Voth,
2005a; Izvekov and Voth, 2005b; Izvekov and Voth, 2006) method is
an extension of the Force Matching (FM) method (Izvekov et al.,
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2004) where multibody AA forces are projected onto the CG-
mapped representation of a molecule. The difference in the CG
force and the AA forces are minimized using least squares. This
process results in a system of linear equations. By selecting an
adequate number of frames from the AA trajectory, the system of
linear equations is overdetermined and solved to yield an
approximate PMF. The potential is a result of the average of
PMFs calculated using multiple blocks of frames from the trajectory.

χ2 � ∑M
m

∑N
n

Fref
mn − FCG

mn

∣∣∣∣ ∣∣∣∣2

Where M is the number of MD frames, N is the number of CG
beads. Frefmn is the force in the reference AA simulation, acting on
the nth CG bead in the mth configuration, and FCGmn is the
corresponding CG force.

The MS-CG method was tested on a
dimyristoylphosphatidylcholine (DMPC) lipid bilayer using an
intermediate resolution for the lipid molecule encompassing
approximately 3–6 heavy atoms per CG bead. The density profile
across the bilayer, radial distribution with solvent and other physical
properties were observed to be in good agreement with
corresponding results from AA simulations (Izvekov and
Voth, 2005b).

The MS-CG method was extended to investigate equilibrium
properties of proteins (Zhou et al., 2007). An alpha helical
polyalanine and a β-hairpin V5PGV5 protein were chosen to
compare the method with traditional PMF measurements. In
order to validate the method across various mapping schemes,
the alpha helical protein was modeled with 2 beads per amino
acid, whereas the β-hairpin protein was modeled with 4 beads per
amino acid. The resultant forces were compared to the derivative of
the PMF (the spatial derivative of the PMF is the force at the
corresponding distance). The energy wells for particular interactions
were observed to be exaggerated due to multi-body effects. The
inclusion of van der Waals, hydrogen bonding and electrostatic
interactions into one interaction potential could potentially yield
deeper energy wells. However, the potentials yielded accurate RDFs
(in agreement with those corresponding to AA distributions) after
long simulations.

The MS-CG method was extended to study the dynamics of
protein folding using the same two proteins, the ³-helical
polyalanine and the ´-hairpin V5PGV5 (Thorpe et al., 2008).
Folded conformations were obtained from initially unfolded
conformations. The model was validated by backmapping the CG
representation to an AA representation of the molecule. The protein
energy landscape for both the scales was determined to be in good
agreement. In addition, the CG energy landscape was biased towards
folding which helped accelerate the dynamics underlying the
formation of the final folded structure.

The MS-CG method was extended to model arbitrary sequences
of proteins (Hills et al., 2010) which required a generic mapping
scheme for all amino acids. Chemical specificity was introduced by
preserving the anisotropic packing of the AA model and polarity of
the side chain residues. These requirements were fulfilled with a
sidechain centric mapping scheme (namely, backbone residues:
1 CG bead; sidechain residues: 1–4 CG beads). The chemical
diversity of all amino acids was simplified into five types of

beads: polar, apolar, positively charged, negatively charged and
alpha carbon (backbone bead). A set of simulations sampled all
possible CG bead pairs. The temperature in the AA simulations was
increased to rapidly sample various possible conformations.
Consequently, the derived CG potentials were independent of
sequence and thereby, transferable across protein sequences.

The MS-CG method captures multi-body effects in an AA
system due to the manner in which the forces are projected onto
a CG site. All forces in an AA system, associated to a specific CG
bead, are propagated to the CG scale under the MS-CG protocol.
Therefore, multi-body effects in the AA system are transferred to the
CG system. These effects vary as a function of the system size and
other thermodynamic variables. As a consequence, the resultant
potentials are non-transferable for conditions other than those
under which the potentials were developed. This constraint was
addressed by the Effective Force Coarse-Graining (EF-CG) method
(Wang et al., 2009) which was based on some assumptions that are
applicable only to symmetrical molecules. The EF-CG scheme
limited the force projection between two beads to the radial
direction under the assumption that the neglected DOFs canceled
out in a symmetrical molecule (namely, rotation and vibration).
Since the EF-CG method matches the forces between two CG beads
(in the radial direction), the multi-body effects are ignored. This
method was used to develop a single-site CG model for neopentane
which yielded a CG RDF in good agreement with the AA RDF. For a
two-site CG model for methanol encompassing one symmetric CG
bead and one asymmetric CG bead, the results are slightly skewed
for the asymmetric bead. However, the potentials were transferable
across different concentrations of methanol (Wang et al., 2009).

The REM method (Shell, 2008) is based upon minimization of
the relative entropy between CG and AA probability distributions.
The relative entropy quantifies the overlap between two molecular
ensembles in the configurational phase space. In doing so, the
discrepancies between the CG and AA properties are also
measured. The equation for relative entropy Srel is given by

Srel � ∑pT i( ) ln
pT i( )

pM i( )

Where the summation is over all possible system configurations.
p(i) represents the probability of the configuration i, T represents
the target configuration, andM represents the model configuration.
If the target system is the AA representation and the model system is
the CG representation, the equation for relative entropy becomes

Srel � ∑pAA i( ) ln
pAA i( )

pCG i( )
+ Smap

Where Smap is the mapping entropy. The relative entropy has the
following characteristics: 1) the value will always be positive, 2) the
minimum value corresponds to the optimal configuration of the
system, and 3) the equation is directional or asymmetric, which
implies that the probabilities of the AA and CG system cannot be
reversed in the equation.

The CG model parameters are variationally determined with
analytical functions used for the CG potentials obtained via this
method. For example, a pure Lennard-Jones (LJ) system was
compared against the SPC/E water target system by measuring
the relative entropy. This allowed the direct comparison between
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water and a simple fluid to determine the overlap between the
references across different state points (Shell, 2008). The pure LJ
system had effective parameters that were reproduced based on the
properties of water at the state point being analyzed. The REM
method was applied to the system, and the variation across the LJ
parameters, ϵeff and σeff, were determined to be 15% and 2%,
respectively.

CG models which are consistent with their corresponding AA
model must be able to capture the cross-correlations between the
various DOFs. However, the CG model resulting from the MS-CG
method may not be able to recreate the AA distributions for each
DOF (Evans, 1990; Noid et al., 2008; Rudzinski and Noid, 2012). The
iterative Yvon-Born-Greenberg (YBG) framework (Cho and Chu,
2009; Lu et al., 2013) addresses this difficulty by refining the CG
models resulting from the MS-CG method. Including AA structural
correlations in the force-based models required revising the
approach for parameterizing the CG model. The generalized YBG
(g-YBG) approach (Cho and Chu, 2009; DeMille et al., 2011) was
developed to provide optimized interaction parameters for CG
models while considering structural correlation functions.

The use of bottom-up CG models which capture multibody
PMFs and resolve the process of large-scale self-assembly of
biomolecules has been limited. This process is key to modeling
the formation of biomolecular aggregates and materials while
simultaneously providing insight into the packing and
organization of the molecules within the aggregates. CG models
(Villa et al., 2009a; Villa et al., 2009b) have been developed to
examine their ability to resolve the assembly of dipeptide
Diphenylalanine using both explicit and implicit solvent

formulation. The nonbonded potentials were derived using PMF
calculations between pairs of peptides by constraining the distance
between their centers of mass. The bonded potentials were derived
using IBI. An implicit solvent CG model (Ozgur and Sayar, 2020) of
a peptide using BI for the bonded interactions and standard
functions for the nonbonded interactions captured the secondary
structure of the peptide and resolved their assembly into tetramers.
The assembly of polyalanine strands into a beta-sheet like structure
was resolved using a CG model developed via the REM approach
(Carmichael and Shell, 2012). A bottom-up CG model (Haxton
et al., 2015) with anisotropic potentials was developed to resolve the
assembly of peptoids into a monolayer at the water-air interface. The
spacing between the peptoids in the monolayer were observed to be
in agreement with x-ray scattering measurements. A coarse-graining
approach which captured multibody PMFs and the structure of the
AA reference was used to develop CG models of aliphatic peptides,
aromatic peptides and helical peptoids (Banerjee et al., 2022;
Banerjee and Dutt, 2023a; Hooten et al., 2023). These models
were able to resolve the assembly of the molecules while
capturing their packing and organization within the aggregates
(Figure 2). Using suitable backmapping protocols yielded the AA
representation of individual molecules within assemblies (Banerjee
et al., 2022; Hooten et al., 2023). In addition, these models (Banerjee
et al., 2022; Banerjee and Dutt, 2023a; Hooten et al., 2023) enabled
the study of large-scale self-assembly of biomolecules which resulted
in the formation of aggregates in accordance with experimental
observations.

Bottom-up coarse-graining approaches have been successful in
capturing multibody PMFs and structural details of the AA

FIGURE 2

(A) Self-assembled micelle encompassing amphiphilic peptide with aliphatic residues obtained via CG models and backmapped to all atom

representation, reproduced from (Banerjee et al., 2022) with permission from the Royal Society of Chemistry. (B) All atom representation of self-

assembled hemispherical micelle encompassing helical peptoids, reproduced from (Banerjee and Dutt, 2023a). (C) Packing of aromatic tripeptides within

an aggregate obtained using a CG model, adapted with permission from (Hooten et al., 2023). Copyright 2023 American Chemical Society.
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reference. These CG models have been developed using target
properties of an AA reference. The models have successfully
resolved the assembly of biomolecules along with their packing
and organization within aggregates. However, there exist other
applications where it is important for the CG model to capture
target macroscopic/thermodynamic properties of the system. These
models can be developed using top-down coarse-graining
approaches. These approaches largely neglect the fine-grained
chemistry of the molecules and are based upon coarse-graining
schemes which are able to reproduce target macroscopic properties
of the system.

2.2 Top-down coarse-graining approaches

Top-down coarse-graining approaches have been developed to
enable the study of dynamical processes and characteristics of
molecular systems spanning large spatiotemporal scales. For
example, the assembly of biomolecules and associated properties
of the aggregates. These approaches yield models designed to
reproduce target thermodynamic or macroscopic properties, such
as density and surface tension obtained from experimental or
theoretical measurements. Target properties are reproduced
through the use of suitable parameterization of the nonbonded
interactions. However, these approaches are unable to yield models
that capture the chemical structure of the biomolecules which is
related to bonded interactions. Top-down approaches can be
categorized via the resolution or degree of coarse-graining of the
resultant models, which determines their computational cost and
efficiency. Highly coarse-grained models can resolve self-assembly
over extended spatio-temporal scales at a low computational cost
(Honeycutt and Thirumalai, 1990) due to significant reduction in
the DOFs of a biomolecule. Whereas these models are simpler
(Drouffe et al., 1991), they do not capture the detailed chemical
structure of a molecule. Intermediate CG models (3–4 heavy atoms
per CG bead) can provide insight into the structural and
thermodynamic details of biomolecular assemblies (Bereau and
Deserno, 2009). However, the computational costs and
complexity of parameterization of these models is higher.

2.2.1 Coarse-grained models with low resolution
CG models with low resolutions are suitable for addressing

scientific questions that are limited to the assembly or the assembly
pathway of the molecules without emphasis on their chemical
structure or conformation. This level of coarse-graining enables
the study of biomolecular assembly (Condon and Jayaraman,
2018) with diminished emphasis on chemical details. Studies on
protein folding have used simplified representations of the protein
backbone (Honeycutt and Thirumalai, 1990) by limiting the
parameters that define the conformation. Large samples of
protein conformations were obtained by systematically varying
the backbone parameters. Simulations pertaining to the different
parameters were run simultaneously to identify the most stable
structure on the basis of its energy. CG beads were assigned one of
the three effective chemical characteristics: hydrophobic,
hydrophilic and neutral. The strength of the nonbonded pair
potential was determined by the effective chemistry of the
beads. This brute force approach of optimizing parameters by

sampling numerous conformations of a protein sequence was
enabled by the low resolution of the CG model.

Considering one amino acid as a single CG bead significantly
reduces the roughness of the protein folding energy landscape. This
idea was extended (Baumketner et al., 2003) to study a constrained
folding mechanism in a hydrophilic cavity. A ball and stick model
was used, where each amino acid was represented by one CG bead
centered at the alpha carbon position. These beads were connected
by fixed bonds, forming a chain of spherically symmetric amino acid
residues. Each CG bead was categorized into one of the three types
based on the effective chemistry of the amino acid, namely, mutually
attractive hydrophobic, repulsive hydrophilic and neutral. The study
identified the conditions which enhanced the rate of folding as a
function of temperature and cavity size. A modified protein was
developed to reduce the energetic frustration between potential
conformations by neglecting potentially accessible local energy
minima, thereby accelerating the folding process.

Another study (Das et al., 2005) built upon existing models by
incorporating details of the sequence and energetic frustration to
appropriately shape the energy landscape via non-native
interactions and energetic heterogeneity. These modifications
distinguish the new model from prior models with the sole
minimum energy requirement for the native structure
(Honeycutt and Thirumalai, 1990). The study demonstrated the
importance of tight packing for proper sampling of folding.
Distributions of the distance between bead pairs were sampled to
accurately describe interactions. The nonbonded potential was
described as a function of three parameters: σ (shape of the
residue), ε (energy at σ) and Δ (repulsive or attractive
interactions). The parameter σ, which provides details of the
sequence, was extracted from a distribution of distances between
the alpha carbons in a database encompassing over 4,000 native
structures of proteins. ε was determined by the following
iterative process:

1. A set of decoy structures with different energies were defined.
2. One of the structures was considered as native, and the energy

difference between the chosen structure and the set of decoys
were evaluated.

3. The associated parameters for the chosen structure were used
to run multiple heat and quench unfolding/refolding MD
simulations.

4. If the native structure was recovered (that is, the root mean
square between the chosen structure and the experimentally
observed crystal structure was less than 1 nm), the parameter
set was determined to be optimal. Otherwise, the process was
repeated with another structure. This resulted in a protein
folding landscape that was in good agreement with
corresponding measurements using experiments.

Other studies have developed models with highly coarse-grained
resolution that consist of generic descriptions for particular
biomolecules and have parameters which can be tuned to mimic
a wide range of systems. These types of tunable models (Drouffe
et al., 1991; Cooke et al., 2005) enabled the comparison of
macroscopic properties of various physiological systems using
essentially the same model. For example, the thickness of various
lipid bilayers was investigated with the same CGmodel, upon tuning
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a single parameter. In these models, each molecule was represented
by a few CG beads (Drouffe et al., 1991; Cooke et al., 2005). Simple
pair potentials were used to accelerate the self-assembly process. The
thermodynamic properties of the bilayer model were aligned to
many physiological lipid bilayer systems by tuning the model
parameters. Although local interactions were ignored for
computational efficiency, macroscopic properties like bilayer
rigidity and thickness were accurately modeled. The bending
rigidity (Cooke et al., 2005) of the bilayer was tuned by varying
the interaction strength and range (i.e., ε and σ). Beyond capturing
structural properties, the models needed to be responsive towards
temperature to resolve bilayer-to-vesicle transitions. One model
(Drouffe et al., 1991) introduced the hydrophobic effect in the
interaction potential, mimicking lipid-water repulsions. Another
model (Cooke et al., 2005) captured a phase diagram of lipid
assemblies as a function of temperature and an interaction
parameter. The assemblies were identified by their corresponding
phase behavior (namely, gel, fluid or unstable). Extensions to an
existing model (Cooke et al., 2005) have been used to examine the
phase separation in a binary component lipid vesicle based upon
different fluid-to-gel transition temperatures (Aydin and Dutt,
2014). This study was further extended to explore the spatial
reorganization of charged lipids on the surface of a binary
component vesicle using a nanoparticle with a charged patch
(Aydin and Dutt, 2016). The electrostatic interactions were
captured by using a Yukawa potential to implicitly represent the
counterion concentration.

Another study developed a CG model (Brannigan et al., 2005)
which tuned the properties of lipid bilayers by varying the chain
stiffness of the lipid molecules. Each lipid was represented by five CG
beads, where one bead was hydrophilic, three beads represented the
hydrophobic tail, and one bead represented the interface between
hydrophobic and hydrophilic moieties. The hydrophobic effect was
effectively captured via strong attractive interactions between the
interfacial beads. The stiffness of the lipid molecules was tuned by
varying the force constant of the three body angle potentials. The
force constant was systematically varied between limits that resulted
in permissible values of the area per molecule (i.e., maximum value
of 0.7 nm2). This tunable model could mimic bilayers that have a
tendency to form pores and highly ordered packing corresponding
respectively to low and high chain stiffness. The bending rigidity of
bilayers were validated against corresponding experimental results.
Flexible lipid membranes mimicked physical properties of
membranes encompassing digalactosyldiacylglycerol (DGDG)
which has a low gel-to-fluid transition temperature. Whereas
stiffer lipid membranes mimicked properties of membranes
encompassing DMPC which has a higher gel-to-fluid transition
temperature. The model yielded results for other macroscopic
properties (namely, bilayer thickness and compressibility
modulus) that were in agreement with experiments.

CG models with low resolution have also been used to resolve
the nucleation, growth (Zhang and Muthukumar, 2009), kinetics
and temperature dependence (Wu and Shea, 2011) of the
aggregation of proteins. In some cases, parameters were
systematically varied to observe changes in the aggregation
process and outcomes. A study (Pellarin et al., 2007) of amyloid
fibril formation that has toxic effects on the human kidney
investigated the pathways for self-assembly due to their potential

to yield insight for novel therapeutic strategies. A key parameter
(namely, the beta-aggregation propensity) was varied to determine
its correlation with the assembly pathways. Changes in the beta-
aggregation propensity of a polypeptide modulated the number of
accessible fibril elongation pathways. Such types of model systems
that are based on direct coupling between a parameter and a global
property demonstrates the unique advantage of top-down coarse-
graining approaches. Thus, despite ignoring several DOFs, the
resolution of the model effectively preserves essential details of
the assembly process along with the final structure of the fibril.

The assembly of biomolecules has also been examined by using
lattice-based models (Patro and Przybycien, 1996). These models
drastically reduce the computational cost for simulating large
assemblies (Zhang and Muthukumar, 2009) (such as nano
fibrils), and are considered as “toy” models that capture essential
features of the assembly process. Processes like nucleation and
kinetics have been reported by studies using lattice-based models
(Wu and Shea, 2011). However, usage of these models were limited
to specific properties of the aggregate, such as the cross-sectional
surface properties of a protein aggregate (Patro and Przybycien,
1996). Each protein molecule was represented as a hexagon, where
each side was either hydrophobic or hydrophilic. The potentials
were developed using the free energy of transfer of a protein from
dispersed to aggregated phase. Another example is the
Hydrophobic-Polar lattice model (Dill et al., 1995), where each
amino acid in a polymer sequence was coarse-grained as a single
hydrophobic or polar bead and linked together to form a 2D or 3D
lattice. This representation of the polymer sequence allowed for
modeling of longer amino acid sequences over larger time scales by
limiting the number of possible angles between bonded beads as well
as the number of possible conformations adopted by the sequence.
This approach to modeling polymer sequences simplified
calculations of entropic, energetic, and free-energy contributions.
However, these models are unable to resolve the effect of the peptide
backbone and AA conformation of the amino acid residues (Dill
et al., 1995).

The protein folding problem has been investigated by employing
a model (Kolinski and Skolnick, 1994) which was used in two lattice-
based hierarchical simulations. This model generated the three
dimensional structure of a protein using its primary structure.
The evolution from primary to tertiary structure provided
insights concerning the folding mechanism and intermediates.
The lattice-based hierarchical simulation provided these insights
by limiting the number of possible spatial and angular
configurations of the protein sequence, which greatly simplified
thermodynamic and energetic calculations related to the folding
mechanism. Initially, a coarser, flexible, lattice model designed to
fold the protein into a family of possible tertiary structures
beginning from the unconstrained primary sequence was set
up. The generated three dimensional structure was subject to a
finer lattice model which created defined patterns of hydrogen
bonding and protein side chain packing. An AA MD simulation
used the constraints resulting from the lattice-based simulation to
limit the possible configurations it could generate. This model was
used to simulate the folding of the B domain of Staphylococcal
Protein A, a monomeric 120-residue version of E-coli ROP dimer,
and the 46-residue protein crambin. Folding patterns with a
substantial amount of accuracy and reproducibility were reported.
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The mushroom and brush regimes for polymers have been
studied using ultra-coarse-grained resolution models with limited
structural details. A study (Crozier and Stevens, 2003) of counterion
condensation on grafted polyelectrolytes (i.e., ssDNA and dsDNA)
modeled each DNA monomer as one charged CG bead. The
condensation of counter ions on polymer chains were observed
to be a function of the chain length. Another study (Bright et al.,
2001) examined polymer chains under confinement by placing
tethered polymer chains between two walls. Purely repulsive
potentials were used to model the excluded volume effects, and
random fluctuations were induced to mimic solvent effects. Chain
length, charge distribution and sequence were varied to study their
effect on polymer conformation. These models provide the flexibility
to modulate polymer properties to enable the study of immediate
changes in their conformation.

CG models with low resolution can be applied to systems that
are representative of the general characteristics of biomolecules and
their assembly. These models can reproduce a subset of
experimental observables and therefore have limitations on their
utility. Since chemical details are ignored, accuracy of structural
properties is limited to the excluded volume of each molecule within
an assembly. In order to study the local organization of chemical
fragments, and associated structure-activity properties, a relatively
finer level of coarse-graining resolution is required.

2.2.2 Coarse-grained models with intermediate
resolution

A realistic representation of a biomolecule requires greater
chemical specificity and therefore, a finer level of coarse-graining
by representing the molecule using a higher number of CG beads.
An intermediate level of coarse-graining, where 3–4 heavy atoms are
grouped into a CG bead preserves key structural characteristics. This
level of coarse-graining would represent every residue (for example,
an amino acid in a peptide chain) with a higher number of CG beads.
Since there would be a greater number of CG bead pairs, the number
of unknown parameters (for example, interaction strength or bead
size) would be significantly higher. This challenge calls for rigorous
parameterization involving several targets to fit the unknown model
parameters. In order to achieve transferability, the chosen targets are
typically experimental observations of macroscopic properties. An
appropriate target is chosen for different fragments of the
biomolecules. Examples of such targets include surface tension
for moieties that are located at the interface with water (Shinoda
et al., 2007); density for single component systems, and hydration
free energy (Shinoda et al., 2007) for moieties that are miscible
in water.

For some CG models with intermediate resolution, the
nonbonded interactions are modeled by the Lennard-Jones
potential which provides the interaction energy as a function of
the distance between centers of mass (COM) of two particles.
Interactions between a pair of particles are considered until a
threshold distance, also known as a cutoff, is reached. Beyond
the cutoff distance, the interaction between the pair of particles is
neglected. For every unique interaction, one needs to determine the
value of σ and ε against an appropriate target. σ is the distance
between the COM of two CG beads at the energy minimum, and ε is
the depth of the potential well. In some cases, the potential
development process (Shinoda et al., 2007) is simplified by

reducing the number of unknown parameters. For example, σ

can be set to the arithmetic mean of the radii of two CG beads.
Alternatively, certainmapping schemes (Souza et al., 2021) prescribe
the same value of σ for the majority of CG chemical moieties. The
errors arising from this approximation are corrected by determining
precise values of ε. An appropriate combination of parameters
would accurately define interactions between CG beads, leading
to thermodynamic properties that are in good agreement with
corresponding results from experiments.

The Coulomb’s equation for electrostatic potential energy is
extensively used to compute long range electrostatics. These
interactions are a function of the charge on each CG bead and
the relative dielectric constant. The value of the relative dielectric
constant is set to ensure a realistic dielectric profile. For example, the
Martini model (Yesylevskyy et al., 2010) adopts a different dielectric
constant for non-polarizable (ε = 15) and polarizable water (ε = 2.5).

CG models using an intermediate resolution adopt mapping
schemes that attempt to reproduce local structure along with
thermodynamic properties. In most of the models, the structure
of a molecule is provided by bonds, angles and dihedrals. The
intramolecular interactions can be implemented in different ways:
the bonded interaction can be rigidly fixed about an equilibrium
position; the interaction can be modeled by a harmonic potential
that enables minor fluctuations, or the interactions can be
implemented as a tabulated potential that would preserve
majority of the atomistic structural details.

Several models with intermediate resolution have been
developed over the past few decades. Each model has attempted
to resolve chemical details within large biomolecular assemblies. A
discussion of the respective mapping schemes and parameterization
techniques to understand how each model is used is provided below.

A mapping scheme can be either specific to a biomolecule or
generalized for a class of biomolecules (Souza et al., 2021). The latter
scheme is transferable, and is used extensively for large scale CG MD
simulations. The Martini (Souza et al., 2021) coarse-graining scheme
generalizes the chemistry of lipids, protein, nucleic acids,
carbohydrates and biopolymers. The distinct chemical moieties are
assigned bead types that are representative of their polarity and
charge. Also, hydrogen bonding is factored into the bead
assignment process. The mapping scheme groups four heavy
atoms into one CG bead. For aromatic residues, a finer resolution
is chosen (2–3 heavy atoms per CG bead). TheMartini scheme adopts
a hybrid approach: the bonded interactions are resolved by
comparison to atomistic simulations, and the nonbonded
interactions are resolved by targeting experimental properties such
as free energy of hydration or vaporization and partitioning free
energy between oil and aqueous phases. The popularity of this model
can be associated with characterizing a wide range of biomolecules
into specific bead types. This model is transferable, and is employed
for studying a diverse range of biophysical phenomena. Self-assembly
of lipids into bilayers and vesicles is computationally efficient and
reproducible in theMartini framework (Sharma et al., 2015). The self-
organization of polyelectrolytic dendron-grafted amphiphiles
(Figure 3A) within a lipid vesicle bilayer and its implications on
the stability of the vesicle under different pH has been demonstrated
using the Martini model (Banerjee et al., 2021; Banerjee and Dutt,
2023b). Peptide aggregation (Figures 3B, C) is accurately captured as a
function of the concentration (Guo et al., 2012;Mushnoori et al., 2018;
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Mushnoori et al., 2023). This success can be attributed to use of amore
detailed representation of the side chain residues and their chemical
specificity. Hence, the Martini model has been used to study
aggregation of a wide range of peptide sequences (Guo et al., 2012;
Mansbach and Ferguson, 2017; Mushnoori et al., 2018; Mushnoori
et al., 2023).

Biopolymers have also been successfully modeled using the
Martini framework. Polyethylene Glycol (PEG) is a polymer that

is commonly used in processes such as precipitation, liquid-liquid
extraction, and chromatography among others. CGMD simulations
of PEG have elucidated its physicochemical properties as well as its
interaction with various proteins in solution (Grünewald et al.,
2021). PEG polymers of various chain lengths were studied to
determine the effect of the chain length on its hydrodynamic
radius and radius of gyration (Lee et al., 2009). In this study,
each oxygen atom in PEG was coarse-grained into a single bead
along with one of the neighboring carbon atoms.

Peptoids are peptidomimetics where the side chains are attached
to Nitrogen atoms and form N-substituted glycines. They
demonstrate a rich variety of secondary structures due to their
lack of backbone chirality and Hydrogen bond donors. Hence,
peptoids are of increasing interest for a wide range of
applications in biomedicine such as antimicrobials, artificial lung
surfactants, antibody markers and growth factors. Martini-
compatible CG models (Gao and Tartakovsky, 2019; Zhao et al.,
2020) have been developed for some peptoid sequences. One of these
models demonstrated the assembly of the sequence into small
aggregates which was in agreement with corresponding results
using AA MD simulations (Zhao et al., 2020).

Dendrimers are another class of biopolymers where
hyperbranched polymer chains, called dendrons, branch out from
a multifunctional core. Dendrimers are often used in
nanotechnology and biomedicine as functional groups, such as
affinity ligands, radio ligands, or therapeutic compounds, can be
attached to the extremities of the dendron branches (Dong et al.,
2014). The binding of dendrons to lipid membranes (within the
MARTINI framework) has been investigated (Li et al., 2018) for

FIGURE 3

(A) Self-organization of PAMAM dendron-grafted amphiphiles in a vesicle bilayer at neutral pH, reproduced from (Banerjee et al., 2021) with

permission from the Royal Society of Chemistry. (B) Polymorphism in morphology of nanostructures resulting from co-assembly of aromatic di- and tri-

peptides, reproduced from (Mushnoori et al., 2018) with permission from the Royal Society of Chemistry. (C) Self-assembled nanorod encompassing

amphiphilic peptide with aliphatic residues, reproduced from (Mushnoori et al., 2023).

FIGURE 4

All atom and coarse-grained representations of N17-Q40

peptide, reproduced from (Ruff et al., 2015). In the CG model, the 17-

residue N-terminal sequence (N17) is represented with one bead per

residue, while the 40-residue polyglutamine sequence (Q40) is

represented as a single colloid bead.
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antifouling applications. Polyamidoamine (PAMAM) dendrimers
are used for delivery of nucleic acid based therapeutics due to their
response to changes in pH. This motivated the study of the impact of
pH on the physical characteristics of PAMAM dendrimers (Chong
et al., 2016). PAMAM dendrons have also been probed for their
ability to remove heavy metal ions from solution (Chong and
Dutt, 2015).

However, the Martini model is limited in its ability to capture
protein-protein interactions. This limitation is attributed to
constraints of the coarse-graining scheme which fixes the
secondary structure of the protein. Hence, the model cannot be
extended to systems where the secondary structure is expected to
change (protein folding/unfolding) during the course of a
simulation. In addition, protein-protein interactions have been
reported to be over-exaggerated which has resulted in irreversible
aggregation (Javanainen et al., 2017).

The PaLaCemodel (Pasi et al., 2013) was developed to enable the
secondary structure of a protein to change during the simulation,
and thereby, resolve protein mechanics and structure-function
properties. This feature is attributed to the two tier mapping
scheme. The first tier isolates nonbonded interactions, where one
bead is assigned to the backbone of an amino acid, and 1 or 2 beads
are assigned to the side chain group (depending on its size). The
second tier assigns explicit CG beads to the backbone for detailed
representation of the bonded interactions. Specifically, alpha
carbons, carbonyl carbons and nitrogens are each represented by
a CG bead. The backbone oxygen and amide hydrogen are relatively
placed as per the second tier beads. The explicit consideration of
hydrogen bonds has the advantage of not constraining the secondary
structure or cis/trans isomerization while neglecting the torsional
coupling between large CG beads. The parameterization of the
model requires a large dataset of experimentally resolved native
structures in the PDB database. As the size of the dataset enables
extensive sampling, the parameters are transferable across various
protein sequences. The interaction energies are obtained from a
probability distribution between atoms in the experimental
structures, and require using the BI method on the
conformational probability distribution of the structures of
proteins in the PDB database. The BI method provides an initial
guess for the potential which may not be appropriate for modeling
folded states. Thus, an IBI protocol is employed to iteratively correct
and refine the potential. A weighting factor (multiplied to the
correction term) reduces the jaggedness of the final potential.
The model was used to measure the mechanical properties of an
immunoglobulin-like domain of Titin which were validated with
corresponding measurements from experiments and AA
simulations.

The united residue model (UNRES) (Li and Zhang, 2009)
coarse-grains each amino acid residue as either one or two CG
sites, which greatly minimizes the number of computations required
to determine the global energy minimum of the CG amino acid.
After computing this global energy minimum, the CG model is
back-mapped to its corresponding AA representation. Back-
mapping is performed by selecting the AA conformation, which
corresponds to the CG model, with the optimal conformation of the
hydrogen bonds. There are both on-lattice and off-lattice
implementations to UNRES. The on-lattice approach discretizes
the possible configurations by limiting the possible spatial

configuration of the beads. In the off-lattice approach, the spatial
configuration is a function of continuous variables. Therefore, the
off-lattice approach provides more accurate results by sampling a
larger configurational space. However, this approach requires
significantly more computational power to attain the energy-
minimized structure.

The optimized potential for efficient structure prediction (OPEP)
(Maupetit et al., 2007) model was developed to study protein folding
and aggregation. The backbone is resolved in complete atomistic
detail and each side chain residue is represented with a single CG
bead. To distinguish between different side chain residues, the
associated van der Waal radius is varied. The bonded potentials
are derived from the AA AMBER (Case et al., 2005) force field.
The nonbonded potentials include contributions from van der Waals
interactions and hydrogen bonding. The OPEP parameters are
derived from a large dataset of decoy structures. These structures
are obtained by running MD or Monte Carlo simulations or from the
PDB database. They are classified into three categories which are given
by native, native-like and highly unstable non-native structures. A
genetic algorithm is employed to optimize model parameters on the
basis of two conditions:

1. The native structure should have the lowest amount of energy
2. The energy of native-like structures should be higher than the

native structure but lower than the non-native structures.

The model has been implemented to study amyloid fibril
formation, where the relative compositions of different protein
conformations is identified. However, due to the atomistic
description of the backbone, the model cannot be used to study
systems spanning large spatio-temporal scales. In addition, chemical
specificity of protein sequences is limited due to the highly coarse-
grained description of the side chains.

A top-down CG model was developed in conjunction with a
discontinuous molecular dynamics (DMD) algorithm to efficiently
study the assembly of proteins using computer simulations (Smith
and Hall, 2001; Alder and Wainwright, 2004; Nguyen and Hall,
2006). The DMDmethod uses hard sphere CG beads in conjunction
with square-well potentials that result in faster energy calculations.
In continuous potentials, the repulsive component of a pair
interaction involves rapid changes in the force. Since these forces
are expensive to compute, square-well potentials provide a
computationally efficient alternative. These potentials can model
interactions with two types of calculations which include predicting
the next event (i.e., collision) and determining velocities of CG beads
after the event. Via the original formulation of DMD, the PRotein
Intermediate Resolution ModEl (PRIME) is used to examine the
self-assembly of proteins. The simulation encompasses the
following steps:

1. The first event is predicted on the basis of current particle
position and velocities.

2. The process moves forward in time until the event occurs.
3. The velocities and change in energy is evaluated after the event.
4. Steps 1–3 are repeated for the next event.

A DMD simulation progresses from event to event which
permits the use of a large, variable time step. This feature
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accelerates the resolution of the self-assembly process. All systems
are defined by three events: excluded volume events (namely, two
hard spheres collide or repel); bond events (namely, fluctuations in a
bond), and square-well events (i.e., association and dissociation of
CG beads). Square-well events determine the status of all
nonbonded interactions on the basis of the underlying kinetic
energy. The kinetic energy of two beads is measured to
determine whether the beads are associated/dissociated after an
event. Energy and momentum are conserved in all events.

The mapping scheme for the PRIMEmodel lays emphasis on the
backbone, with three beads dedicated to the backbone of an amino
acid, and one bead dedicated to the corresponding side chain
residue. As a consequence, the model primarily captures
hydrogen bonding along the backbone. The mapping scheme
enables the efficient modeling of the self-assembly of random coil
polyalanines into alpha helices (Smith and Hall, 2001). These
structures are stabilized by the hydrogen bonding interactions
along the backbone. Since the side chains are represented by one
bead, the size of the side chains are varied to examine the effect of
steric repulsions. The side chain-side chain steric repulsions are
observed to hinder the formation of an alpha helix.

PRIME was extended to study the spontaneous formation of
fibrils using polyalanines (namely, random coil peptides) at different
concentrations and temperatures. At lower concentrations and
temperatures, the peptides self-assemble into alpha helices. At
higher concentrations, the peptides locally assemble into beta-
sheets which align to form large fibrils. These fibrils are obtained
above a critical temperature. The study also compares several
structural properties to experiments. For example, the number of
sheets formed, the degree of intra- and inter-sheet separation, and
the alignment within each beta-sheet. The role of the side chains
were explored by varying the size of the associated CG bead.
Amorphous aggregates with larger side chain beads were
observed in lieu of ordered fibrils. In another study (Nguyen
et al., 2004), solvent effects are incorporated into the model by
varying the relative strength of hydrophobic interactions between
the side chain groups and hydrogen bonding within the backbone.

CG models have also been used to study the formation of
membraneless organelles by intrinsically disordered proteins
(IDPs). Dignon et al. (2018) developed a CG model that captures
the phase transition of IDPs between a dilute and condensed phase.
The condensed phase samples a large assembly of IDPs that provides
an estimate of the properties of membraneless organelles. Each
amino acid in the IDP is represented by a single bead. One of their
approaches to derive the nonbonded potentials is using the
hydrophobicity scale (HPS) model. The hydrophobicities of all
amino acids are scaled between 0 and 1 to derive the nonbonded
parameters. They are refined to match the predicted radius of
gyration of the IDPs to corresponding values from experiments.
The authors report a phase diagram that shows the equilibrium
concentration of IDPs in condensed and dilute phases as a function
of temperature. To improve the sequence specificity of the model,
the same group introduced the HPS-Urry model where they use the
Urry hydrophobicity scale. Here, the model can better capture the
effect of sequence mutations such as an Arginine to a Lysine. The
authors attribute the success of the approach in capturing phase
transition behavior to their choice of nonbonded interaction
parameters. These parameters are derived from the Urry

hydrophobicity scale that specifically considers polypeptides
transitioning from a dilute to concentrated phase (Regy et al.,
2021). Another group developed a CG model that focuses on
replicating the IDP ensembles from SAXS data (Baul et al.,
2019). They built the Self-Organised Polymer IDP (SOP-IDP) by
training their model on IDPs of varying sequence composition and
length. The authors focus on replicating the conformational
ensemble of IDPs as that may correlate with their biological
function in biomolecular condensates. Finally, the established
associated memory, water-mediated, structure and energy model
(AWSEM) has been adapted for IDPs and termed AWSEM-IDP
(Wu et al., 2018). This model aims at simultaneously reproducing
the local chemical structure and the overall conformational
ensembles of the IDP. It is noted that the AWSEM-IDP and
SOP-IDP use finer coarse-grained representations in comparison
to the single bead representations used by the HPS models. Majority
of these works acknowledge that the accuracy of CG models will
improve with the increased availability of experimental data.

A rebalanced Martini model (Benayad et al., 2021) has been used
to simulate liquid droplet formation of the RNA-binding protein fused
in sarcoma (FUS) low-complexity domain (LCD). A phase diagram for
condensation of FUS-LCD was determined by scaling the strength of
the nonbonded interactions in theMartini model. This approach yields
densities observed in experiments for the dilute and dense phases. In
themultiscale CGmodel calledMpipi (Joseph et al., 2021a) each amino
or nucleic acid was represented by a unique bead using simulation and
experimental data. The parameterization was developed using AA
simulations and bioinformatics data to capture the pi-pi and cation-pi/
pi-pi interactions along with the dominant attractive interactions
attributed to specific amino acids. This model reproduced
experimental trends in liquid-liquid phase separation (LLPS) for
mutations of specific proteins such as FUS. Other CG models of
biomolecular condensates have also used a single bead to represent
each amino acid (Das et al., 2018; Dignon et al., 2018). The inclusion of
explicit water and salt along with the use of a reparameterized version
of the HPS protein force field (Garaizar and Espinosa, 2021)
reproduced the experimental values of protein concentration and
percentage of water in FUS-LCD droplets at physiological
conditions. The Cocomo residue-based CG model (Valdes-Garcia
et al., 2023) combined bonded interactions with short- and long-
range nonbonded interactions, and predicted experimental results on
LLPS systems.Minimal CGmodels employing patchy particles (Joseph
et al., 2021b) have demonstrated RNA to enhance the stability of RNA
binding protein condensates as it increases the connectivity between
the molecules in the condensate. In this model, the RNA was
represented by a self-avoiding polymer and the RNA binding
protein as a patchy particle.

A key challenge of top-down approaches is the description of
bonded interactions. In the case of proteins, many models are biased
towards a certain secondary structure (Castillo et al., 2013). Thus,
hybrid methods that combine bottom-up and top-down approaches
are critical for preserving both the structure and thermodynamics.
All atom simulations were used to derive peptide backbone dihedral
potentials in conjunction with a top-down method (Seo et al., 2012).
The derived potential permits changes in the secondary structure
during protein aggregation. A specific atomistic target generates
potentials that are sufficiently flexible so as to permit conformational
changes along the backbone.
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3 Machine learning-driven coarse-
graining methodologies for
multicomponent self-assembly of
biomolecules

Machine learning has had an immediate impact in many fields of
computation by automating the task of developing highly accurate
models of phenomena of interest. Techniques for extrapolating model
parameters from experimental or quantum data have been of interest in
the MD and CG communities for many years. This is true particularly,
though not only, in the subfield of bottom-up CG force field
development (Müller-Plathe, 2002; Reith et al., 2003; Izvekov and
Voth, 2005a; Izvekov and Voth, 2005b; Izvekov and Voth, 2006).
The data-intensive nature of molecular modeling produces a
situation in which there are many opportunities in the process of
model development to exploit the high accuracy of ML models.

Among CGMDmodels of self-assembly in biophysical systems,
a small number of studies have applied ML directly to the definition
or parameterization of the models themselves (Ruff et al., 2015; Ge
et al., 2023; Sahrmann et al., 2023). Other studies have applied ML
effectively as a tool to efficiently explore the combinatorial design
spaces comprising short peptides (Shmilovich et al., 2020; van
Teijlingen and Tuttle, 2021; Batra et al., 2022).

3.1 ML in model parameterization

The CAMELOT bottom-up architecture (Ruff et al., 2015) uses a
traditional additive force field in which the Lennard-Jones parameters
of the CG model are resolved using Gaussian process Bayesian
optimization (GPBO). GPBO is applied to minimize an objective
function based on the error of CG pairwise particle distributions
compared to AA reference samples, with clear analogy to traditional
correlation function-based CG techniques. The resulting force field is
applied in conjunction with Langevin dynamics to hybrid systems of
colloidal particles representing large globular polypeptide sequences
which interact with polyglutamine tracts, inducing the latter to form
linear aggregates. A schematic showing the CG mapping architecture
may be seen in Figure 4. These aggregates have been found to compare
favorably with experiment.

The self-assembly of diphenylalanine in aqueous ionic solvent
was investigated (Ge et al., 2023) using a mixed resolution model in
which the parameters coupling the two resolutions are optimized
using a random forest (RF) architecture. In this mixed model,
United atom representations of diphenylalanine interact with
Martini CG beads representing a solvent composed of water and
1-butyl-3-methylimidazoliumtetrafluoroborate [(BMIM)+(BF4)−].
The study uses an iterative workflow in which test simulations of
the mixed-model are run using trial values for the resolution
coupling parameters. The test simulation results are compared to
AA reference trajectories via RDFs and hydrogen bond counts. At
each iteration, an RF model is trained on the results of the structural
comparisons, and is used to generate a new set of trial parameters.

A variational derivative relative entropy minimization (VD-
REM) methodology (Sahrmann et al., 2023) was adopted in
which CG potentials are iteratively resolved using a gradient
descent algorithm. Under this methodology, a simple correlation
function-based CG mapping of 1,2-dioleoyl-sn-glycero-3-

phosphocholine (DOPC) lipids in aqueous solution fails to
exhibit the target behavior of bilayer formation. The authors add
virtual site beads to incorporate these effects. Gradient boost models
are used to construct a predictor for the conditional expectation of
the potential energy derivatives, which are used to optimize virtual
site interaction parameters.

3.2 ML in self-assembly workflows

ML techniques have also shown value as tools to facilitate the
prediction or identification of highly valuable candidate systems from
combinatorial biopolymer aggregation design spaces. Active learning
workflows (Shmilovich et al., 2020; van Teijlingen and Tuttle, 2021;
Batra et al., 2022) have been developed with the particular goal of CG
MD self-assembly. Typically, a ML kernel is used to predict some
property of interest for members of a large design space, say the set of all
pentapeptides. The sequence is simulated via CG MD simulations and
the results of the simulation provide feedback to the ML model for
selection of the next candidate. Another study (Mushnoori et al., 2024)
presents a workflow where a ML model is used to automatically
categorize the structures resulting from an ensemble MD (Kasson
and Jha, 2018) study. These studies demonstrate reasonable ML
strategies for effectively exploring the large biomolecular design
spaces which are of interest in self-assembly.

3.3 Discussion

A typical CGMDmodel development timeline could roughly be
separated into a design cycle comprising these steps: model design;
model parameterization; simulation; and sampling and analysis.

Model design includes the selection of molecular representation
and force field. The model itself is often thought of in terms of
intramolecular interactions, intermolecular/nonbonded interactions,
and solvent effects. Parameterization is the process of numerically
defining the model as it will be used to generate the simulation,
usually based on empirical data (cf. top-down modeling) or on the
results of a smaller-scale simulation (cf. bottom-up modeling). The
parameterizedmodel is used to run simulations fromwhich samples are
extracted and analyzed.

Based on our review of the literature, the application of ML
techniques to parameterization of CG MD models of biomolecular
self-assembly has been published only rarely, and typically to
parameterize a physics-based model. Somewhat more common are
studies in which ML is used in the analysis of simulations, or in the
refinement of the models themselves as is done in iterative workflows.

We found no instances in the self-assembly literature in which
ML techniques were used either in fundamental design of the
dynamical model in terms of its molecular representation and
force field architecture or in the execution of the simulation.

3.4 Notable advances in related fields

While the literature on ML-defined MD models of self-assembly
may be limited, there has been useful progress made in the field of MD
models of protein folding, where ML has been used to develop CGMD

Frontiers in Soft Matter frontiersin.org14

Banerjee et al. 10.3389/frsfm.2024.1361066



force fields capable of sampling realistic conformations in peptides and
proteins. In one study (Wang et al., 2019), the bottom-up modeling
strategy of force matching is reformulated as a deep learning problem,
and AA data is used to train a model which learns CG free energy
functions. Energy functions derived in this manner are used to simulate
folding in systems of alanine dipeptide and chignolin, with positive
results. In another study (Navarro et al., 2023), a neural network model
is trained on experimental static protein structures to produce potential
energy functions which are further refined via an iterative simulation
workflow. This approach is applied to folding simulations of several
proteins including chignolin and Trp-cage.

A recent review (Durumeric et al., 2023) presents these studies
and others employing ML in the development of CG MD models
which produce realistic folds of peptides and proteins in simulation.
The particular successes of folding models built on deep learning are
reasonably attributed to their ability to encode a large amount of
multibody information into a high-dimensional parameter space,
such as is commonly seen in modern neural networks.

Methods for model development in protein folding may also
have value in multimolecular assembly. However, since folding is
concerned with a single molecule at a time, there is still the unsolved
problem of recalibrating the model for the interaction of multiple
chains. In physics-based model development, there is typically a
tradeoff between the stability of individual molecular conformation
and the flexibility needed to assume realistic packing when multiple
molecules come into contact. In other words, models which are
biased to reproduce a single statistically-defined picture of a
molecule are not necessarily transferable to the task of self-
assembly, and it remains to be seen whether ML architectures
could provide new capabilities or advantages on this front.

A number of other studies have investigated otherML architectures
for CG biomolecular simulations which could be applied to problems of
particular interest in self-assembly. For one example, graph-based CG
(GBCG) (Webb et al., 2019) is a technique by which the graph
definition of a macromolecule may be automatically processed into
a hierarchy of progressively coarser representations. This approach
provides a framework for systematically tuning structure-based CG
representation. This is of particular interest since choice of molecular
representation has been shown to influence the aggregation behavior of
models with identical parameterization routines (Hooten et al., 2023).

4 Representation of solvent in coarse-
grained models

There are two types of representation of the solvent in CG models:
implicit solvent and explicit solvent representations. In the former
(Nguyen and Hall, 2006; Aydin and Dutt, 2014; Chong and Dutt, 2015;
Aydin and Dutt, 2016; Chong et al., 2016), the solvent is treated as a
continuum with certain dielectric and interfacial properties (Zhang
et al., 2017). The energetic effect of the solvent is accounted for in the
parameters of the potentials. A primary advantage of this type of model
is that the number of DOFs in the simulation is greatly reduced and the
energy-minimized conformation of the solute is easier to achieve. This
greatly reduces the computational resources required to run the
simulation and allows for simulations spanning longer intervals of
time. The disadvantage of using an implicit solvent representation is to
forgo the physical interactions of the solute with the solvent and the

important effects that these interactions have on the properties of the
system. For example, ignoring hydrogen bonds between the solute and
solvent molecules results in stronger intramolecular hydrogen bonds
between the solute molecules, which potentially biases the results of the
simulation. There has been some effort (Condon and Jayaraman, 2018)
in including the effects of Hydrogen bonding in CG models which use
an implicit solvent representation. Some studies (Yu and Dutt, 2020)
have examined the introduction of hydrodynamic forces on the process
of self-assembly by using implicit solvent CG models in conjunction
with Molecular Dynamics-Lattice Boltzmann method. In explicit
solvent representation (Guo et al., 2012; Mansbach and Ferguson,
2017; Mushnoori et al., 2018; Banerjee et al., 2021; Banerjee and
Dutt, 2023a; Mushnoori et al., 2023), the physical effect of the
solvent is considered in the model which increases the accuracy of
the simulation results. However, since solvent molecules typically make
up around 90% of the molecules in the system, the number of DOF for
the system greatly increases. In comparison to implicit solvent models,
the computational resources required to run explicit solvent models is
significantly higher for the same time interval.

5 Conclusion

The self-assembly of biomolecules is prevalent in numerous
disciplines and associated applications. The self-assembly process
typically spans a wide range of spatiotemporal scales, and is well-
suited for investigation by computational approaches using suitable
reduced models, for example, CG models. The objective of this
perspective is to survey coarse-graining approaches which have been
used to develop CG models that resolve the self-assembly of
biomolecules. To that end, the bottom-up and top-down
philosophies underlying coarse-graining methodologies have been
summarized. In addition, various coarse-graining methodologies
within the scope of each philosophy have been discussed in some
detail along with examples of their use towards the resolution of the
self-assembly process. Further, recent efforts in developing CG self-
assembly models via machine learning-driven algorithms have also been
discussed. Throughout the discussion, the performance of the coarse-
graining approaches and the resultant CG models have been critiqued
using three metrics: reproducibility of structural characteristics,
thermodynamic properties and transferability. Further improvement
to the coarse-graining approaches are warranted to improve the
performance of the CG models with respect to these metrics.

Correspondence between the dynamics in the CG representation
and the dynamics in the reference is challenging for the process of self-
assembly. During this process, local fluctuations in molecular
concentrations are expected on account of the aggregation of the
molecules. With existing coarse-graining approaches, it is not clear
how the fluctuations in concentration impacts the correspondence of
the CG dynamics with the dynamics of the reference system. Hence, the
representation of the dynamics by these CG models and their
correspondence to reference systems warrants further investigation.

In summary, there have been advances in developing CGmodels
for resolving the self-assembly of biomolecules. Yet, significant
challenges related to reproducibility of structural, thermodynamic
properties, dynamics and transferability remain. These challenges
must be addressed in order to improve predictions of
biomolecular assembly.
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