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Analogies between photochemical reactions 
and ground-state post-transition-state 
bifurcations shed light on dynamical origins 
of selectivity

Zhitao Feng    1, Wentao Guo    1, Wang-Yeuk Kong1, Dongjie Chen    2, 

Shunyang Wang1 & Dean J. Tantillo    1 

Revealing the origins of kinetic selectivity is one of the premier tasks of 
applied theoretical organic chemistry, and for many reactions, doing so 
involves comparing competing transition states. For some reactions, 
however, a single transition state leads directly to multiple products, in 
which case non-statistical dynamic e�ects in�uence selectivity control.  
The selectivity of photochemical reactions—where crossing between excited- 
state and ground-state surfaces occurs near ground-state transition 
structures that interconvert competing products—also should be controlled 
by the momentum of the reacting molecules as they return to the ground 
state in addition to the shape of the potential energy surfaces involved. 
Now, using machine-learning-assisted non-adiabatic molecular dynamics 
and multicon�guration pair-density functional theory, these factors are 
examined for a classic photochemical reaction—the deazetization of 
2,3-diazabicyclo[2.2.2]oct-2-ene—for which we demonstrate that momentum 
dominates the selectivity for hexadiene versus [2.2.2] bicyclohexane products.

How does one achieve kinetic selectivity? When tackling this problem, 
one is usually considering competing reactions with separate transition 
states (Fig. 1a) whose difference in free energy can be translated directly 
to an expected ratio of products; that is, one applies transition state 
theory1. In some cases, however, transition state theory does not apply. 
For example, a large number of reactions have been found to proceed 
via ambimodal transition states, that is, transition states followed by 
steepest-descent pathways on potential energy surfaces (PESs) that 
bifurcate before reaching a secondary transition state that intercon-
verts products (Fig. 1b)2–8. In these reactions with post-transition-state 
bifurcations (PTSBs), a single transition state leads to competing 
products, so product ratios are controlled by non-statistical dynamic 
effects9–13. Here we examine a third related scenario involving initial 
photoexcitation (Fig. 1c).

Photochemistry is often employed when a ground-state reaction 
faces an unsurmountable barrier (under a particular set of reaction 
conditions and/or in comparison to that for a competing undesired 
reaction)14–17. Excitation of a reactant (described here as a single mol-
ecule, but really an ensemble) to a species with the same geometry as 
the ground-state species (that is, vertical or Franck–Condon excitation) 
generally lands one at a point that is not a minimum energy structure 
on the electronic excited-state surface. Consequently, the molecule in 
question will rapidly proceed downhill in energy, ultimately crossing 
back to the ground-state surface (perhaps crossing to one or more 
excited-state surfaces along the way). If the hop to the ground-state 
surface occurs near a ground-state transition state that interconverts 
the two competing products of interest (Fig. 1c)—not simply the reac-
tant and one product, as is common—then selectivity is controlled 
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crossing point45. Their work successfully rationalized spectroscopic 
observations. Anderson and Grissom investigated the dependence 
of the product distribution on the solvent, temperature and magnetic 
field39,40. They rationalized the product ratio based on the assumption 
of rapid intersystem crossing (ISC) and a statistical 25:75 distribution 
of singlet/triplet states. However, if ISC is rapid, we would expect a 
similar outcome for direct and sensitized reactions. Roberson and 
Simons explored this problem from the perspective of excess energy 
and conformations46. They pointed out that the singlet–triplet gap 
becomes smaller along the reaction pathway, and singlet DBO behaves 
like triplet DBO at the singlet–triplet crossing point. However, they 
also noticed that unlike heavy-atom-containing solvents, magnetic 
field perturbation has no effect on the product ratio, leading them to 
question the effect of singlet–triplet interconversion39,40. Heavy-atom 
tunnelling also has been found in chemical reactions involving 
diradical coupling and [3, 3] sigmatropic shifts, but that issue is not  
treated here47–50.

Questions about DBO photochemistry still remain, however, that 
could be resolved with modern dynamics simulations. These types of 
simulations have only recently become feasible for tackling problems 
of the scope described here. In pioneering work, Martinez and cowork-
ers used Born–Oppenheimer molecular dynamics (MD) simulations 
to investigate the photolysis of thioformaldehyde S-oxide sulfine, 
examining in detail how motion on the excited-state surface leads to 
ground-state products and pointing out that the complexity of pho-
tochemical reactions can arise from a single conical intersection51. 
Lopez and coworkers have used related methods to study a variety of 
photochemical organic reactions, including denitrogenation reactions 
of smaller frameworks29.

However, conventional quantum-chemistry-based non-adiabatic 
MD (QC-NAMD) is very expensive and not practical for systems the size 
of DBO. Recently, Lopez and coworkers developed a machine-learning 
(ML)-based workflow for NAMD simulations (PyRAI2MD). This workflow 
aims to construct a ML potential through adaptive sampling and to 
conduct NAMD simulations. This approach has been used to study 
a variety of photochemical organic reactions and is able to repro-
duce key experimental data30,32–34. For example, Li et al. have stud-
ied the formation of substituted cubanes via a photochemical [2 + 2] 
cycloaddition reaction, pointing out that dispersion interactions 
enhance the cycloaddition pathway32. These authors also studied the 

by dynamic effects on the excited-state surface and the nature of  
surface hopping18.

This third scenario is similar to that of a reaction with a PTSB in 
that both scenarios involve approaching a transition state that inter-
converts competing products from ‘above’. For a reaction with a PTSB, 
‘above’ is from a higher energy transition state in the ground state. For 
the photo-promoted reaction just described, ‘above’ is from an excited 
state. In both cases, dynamic matching is at play13,19–22; that is, the part 
of the energy released along the downhill pathway that is not lost to 
the solvent generates vibrationally excited ‘hot’ reactive species23–26. 
The momentum associated with the process of falling downhill plays a 
role in determining the reaction outcome. Noting the analogy between 
reactions with PTSBs and photochemical reactions, we set out to design 
a reaction with energy surfaces akin to those in Fig. 1c. Our initial design 
plan involved reactions of the sort shown in Fig. 1d. Knowing that transi-
tion structures for Cope rearrangements can have significant diradical 
character27,28, we examined a variety of systems that could produce 
cyclohexanediyls through loss of different X groups. Ultimately, we 
arrived at a classic system whose chemistry was in need of explana-
tion: photochemical deazetization of 2,3-diazabicyclo[2.2.2]oct-2-ene 
(DBO; Fig. 1e). Modern modelling methods29–35, coupled with our PTSB/
non-statistical dynamic perspective, allowed us to answer some linger-
ing questions for this archetypal system, providing a jumping off point 
for future design.

The photochemical reactivity of DBO has been studied under 
different reaction conditions (Fig. 1e). Grissom et al. investigated 
direct photolysis and reported a bicyclohexane (BCH; also called 
[2]-ladderane36–39) to hexadiene (HD) ratio of 49:51 (refs. 39,40), which 
is consistent with results from other experiments41–43. Edmunds and 
Samuel performed the photolysis of deuterium-labelled DBO44, observ-
ing an excess (66%) of exo-BCH and determining the relative abun-
dance of the HD isotopomers. Direct and sensitized DBO samples have 
also been shown to exhibit different reactivities, with more HD prod-
ucts observed and the exo/endo ratio being reduced to almost 1:1 for  
the latter44.

Multiple attempts have been made to rationalize these product 
distributions. Chen and Li thoroughly investigated the first C–N bond 
dissociation process using high-precision multireference calculations 
that revealed a 12.2 kcal mol–1 barrier for dissociation and a subsequent 
downhill process leading to a fourfold (S0–S1–T1–T2; S, singlet; T, triplet) 

X

[3, 3]

X

hv *

E
n

e
rg

y
Structure

E
n

e
rg

y

Structure

R

P1

P2 P1

P2

R

a b

E
n

e
rg

y

Structure

P1

P2
R

*

hv

R

c

dNN

DD
DD

DD

D

hv, –N2

HD (51%)

BCH (49%)

Z,E (83%)Z,Z (4%) E,E (33%)

endo (17%)
exo (83%)

e

D

D

D
D

D

Fig. 1 | Analogies between ground-state and excited-state reactions.  
a–c, Three routes to kinetic selectivity: transition state control (a), dynamic 
control via a PTSB (b) and dynamic control initiated by photochemical excitation 
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surfaces is represented here as a point, but that is an oversimplification.  
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plan involved photochemical removal of a group (X) to produce a diradical 
on an excited-state surface that resembles the transition structure for a [3, 3] 
sigmatropic shift. e, In this work, X=(N=N) was examined. Experimental results 
for this system40,41,44 are shown. On the arrows are shown the relative amounts of 
HD and BCH products. The relative amounts of different stereoisomers of each 
type of product (deduced from deuterium (D) labelling experiments) are shown 
on each structure.
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photochemical 4π-electrocyclization of different fluorobenzenes and 
showed that electrocyclization is promoted by momentum effects33.

Here we use a combination of modern theoretical tools, that is, 
the ML-assisted NAMD (ML-NAMD) methods of Lopez et al.30,32–34 and 
the multiconfiguration pair-density functional theory (MC-PDFT)52–55 
of Truhlar and Gagliardi, to interrogate DBO photochemistry at a new 
level of depth, allowing us to solve a long-standing reactivity/selectivity 
puzzle, thereby opening the door for forward design.

Results and discussion
Reaction pathway on the S1 surface
Photoexcitation of DBO involves a typical n → π* transition. Calcula-
tions at the revPBE(8,8)/ANO-S-VDZP level reveal a vertical S0–S1 excita-
tion energy of 87.2 kcal mol–1 (3.78 eV), in reasonable agreement with 
experiment40,41 (76.4 kcal mol–1 (3.31 eV); 80.5 kcal mol–1 (3.49 eV) at 

the CASPT2(8,8)/ANO-S-VDZP//revPBE(8,8)/ANO-S-VDZP level;  
refs. 56–60). Relaxation of DBO in the Franck–Condon region involves 
twisting the C–N=N–C bridge to form a minimum on the S1 surface that 
is 3.6 kcal mol–1 lower in energy45 (CASPT2//MC-PDFT). Unlike many 
photochemical reactions, the photodissociation of DBO appears to 
involve a transition state for dissociation on the excited-state surface 
as a result of this facile relaxation process. The C–N-bond-breaking 
transition structure (S1-TS) is associated with a barrier of 9.4 kcal mol–1 
(0.41 eV) on the S1 surface, which is in reasonable agreement with 
the 8.6 kcal mol–1 (0.37 eV) activation energy derived from kinetic 
experiments, as well as the low quantum yield and the observation 
of fluorescence41.

The minimum energy pathway (MEP) downhill from S1-TS involves 
the elongation of one C–N bond. Proceeding through the geometries 
corresponding to the S1 MEP, T2 energies also decrease while S0 and T1 
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Fig. 2 | Photochemical reactivity of DBO. a, MEP starting from the transition 
structure for C–N bond dissociation on the S1 surface computed at the 
CASPT2(8,8)/ANO-S-VDZP//revPBE(8,8)/ANO-S-VDZP level. The ‘0’ point of 
the MEP is defined as the S0 energy of the corresponding transition structure. 
Relative energies are in kcal mol−1. Insets show chemical structures. b, Portion of 
the S0 PES adjacent to the 1,4-cyclohexanediyl showing the Cope rearrangement 
computed at the NEVPT2(6,6)/def2-TZVPP//SS-CASSCF(6,6)/def2-SVP level. 

c, Portion of the S0 PES adjacent to the 1,4-cyclohexanediyl showing the [2 + 2] 
cycloaddition computed at the NEVPT2(6,6)/def2-TZVPP//SS-CASSCF(6,6)/
def2-SVP level. Insets in b and c show chemical structures at various parts of the 
surfaces. d, Comparison of ML-NAMD (top) and experimental (bottom) results. 
Note that initiating trajectories from the S1-TS leads to a better match to the 
experimental HD/BCH ratio.
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energies increase (Fig. 2a). Consequently, these four electronic states 
meet at the diazinyl diradical structure. Besides fast internal conver-
sion, ISC also can, in principle, occur along this pathway61,62. However, 
we have employed NAMD with MC-PDFT using the SHARC software 
(Supplementary Information for more details)63–66, and although a 
small amount of ISC is observed, it is predicted to be inefficient and 
negligible. Given the massive additional computational resources 
required to accurately calculate spin–orbit coupling34,66, here we focus 
on the direct photochemistry of DBO and the internal conversion 
between singlet states. As described later, we are able to rationalize 
the experimental outcome for direct photolysis by considering the 
fate of the S1 state alone, suggesting that contributions from other 
states may be minor.

Although the diazinyl diradical is a minimum on the T1 surface, we 
failed to locate a corresponding minimum on the S1 or S0 surface with 
MC-PDFT or complete active space second-order perturbation theory 
(CASPT2), likely, we suspect, a result of the flat PES region around 
the diazinyl diradical. A bond scan at the NEVPT2(6,6)/def2-TZVPP//
SS-CASSCF(6,6)/def2-SVP level for S0 shows that breaking of the sec-
ond C–N bond, to form a 1,4-cyclohexanediyl, is nearly barrierless 
(Supplementary Fig. 7).

Justification for and implementation of ML-NAMD
As (a) hopping to the S1 surface is expected to occur for the diazinyl 
diradical (that is, in the fourfold crossing region; Fig. 2a), (b) we find 
little to no barrier for loss of N2 from the diazinyl diradical to form the 
1,4-cyclohexanediyl, (c) our MEP calculation (Fig. 2a) indicates that 
the diradical forms via a very exothermic pathway and (d) we expect 
that intramolecular vibrational energy redistribution is likely slower 
than the subsequent reaction11,23–25, dynamic matching can play a major 
role in determining product distributions1,13,19,20,23–25,67. Consequently, 
we pursued fewest-switches surface hopping NAMD (FSSH-NAMD) 
simulations to determine the influence of non-statistical dynamic 
effects on the fate of the 1,4-cyclohexanediyl resulting from the paths 
leading to it30,34,68–71.

Thus, our primary goal became identification of the reactivity 
of the 1,4-cyclohexanediyl. In previous studies, 1,4-cyclohexanediyls 
were proposed to be key intermediates along photochemical reaction 
pathways40,46, and Stoltz and coworkers showed in a recent paper that 
a similar diradical resides on a flat energy surface with tiny barriers 
separating it from cycloaddition products72. We attempted to optimize 
the diradical at the CASPT2(4,4)/ANO-S-VDZP level of theory, but, to 
our surprise, the optimization converged to a transition structure for a 
[3, 3] sigmatropic shift (implying that such a diradical is not a minimum 
at this level). Calculations at the MC-PDFT level resulted in a similar 
conclusion. Broken-symmetry density functional theory (BS-DFT) 
and complete active space self-consistent field (CASSCF) optimiza-
tions, on the other hand, successfully located a 1,4-cyclohexanediyl 
intermediate in both chair and boat conformations. The sensitivity 
of the PES around the 1,4-cyclohexanediyl to the level of theory led 
us to examine the potential energy landscape of the diradical in more 

detail. As shown in Fig. 2b,c, we performed two-dimensional scans 
of the forming/breaking bond lengths corresponding to the [3, 3] 
sigmatropic shift and a [2 + 2] cycloaddition connected to the BCH 
product. While CASSCF revealed a shallow minimum for the diradi-
cal (Supplementary Fig. 8), NEVPT2//CASSCF single-point energies 
led to the minimum region vanishing for both PESs. In both cases, 
the diradical resides on a flat region of the PES that connects to the 
[3, 3] sigmatropic shift transition structure and [2 + 2]-cycloaddition 
transition structure.

Given the various products formed upon DBO photoexcita-
tion, it seems likely that multiple reaction events occur after the first 
C–N-bond-breaking transition state and subsequent flat region of the 
PES. As competing transition structures leading to different products 
do not appear to exist, rationalization of the product distribution is, of 
course, difficult. Dealing with this scenario is difficult for ground-state 
surfaces1,2,6, but is even more difficult here when species must cross 
between excited-state and ground-state surfaces. And, to make mat-
ters worse, according to our CASPT2//MC-PDFT computations and 
previous literature, the S0–S1 energy gap around the diazinyl diradical 
is small, indicating the feasibility of internal conversion at this critical 
structure. Taken together, these factors strongly suggest that NAMD 
simulations are necessary for the rationalization of product distribu-
tions in such a case.

Here we employed the ML-NAMD approach of Lopez et al.  
(Methods and Supplementary Information for details)30,32–34, initi-
ated from different points along our computed MEP. Some 3,600 
trajectories were obtained for each NAMD task. The ML-NAMD 
results are summarized in Fig. 2d. For the ensemble of trajectories 
initiated from the C–N-dissociation transition structure (S1 state 
at 300 K; Fig. 2d, left), 45% of the reactive trajectories form the HD 
product, while 56% form the BCH product, which is consistent with 
the product distribution observed in the experiment by Grissom 
et al. (Fig. 2d, bottom)39,40. Among all the HD-forming trajectories, 
the Z,E isomer is predicted to dominate (76%), again consistent with 
experiment (83% based on isotopic labelling)44. In addition, a signifi-
cant excess of exo product (96%) is observed, again consistent with  
experiment (83%)39,40.

To investigate how initial momentum and geometry affects the 
reaction outcome, we also ran trajectories at different temperatures 
and with different initial geometries. The product distribution was 
found to be almost independent of the temperature and initial geom-
etry on the MEP, except for trajectories initiated from the diazenyl 
diradical, which lead to 17% more HD product (Fig. 2d, right). Note that 
the excess of HD product is not consistent with experiment, implying 
that a non-statistical dynamic effect associated with approaching the 
diazenyl diradical specifically from the C–N-dissociation transition 
structure may play an important role.

As expected, we observe that most of the ML-NAMD trajectories 
hop back to S0 in the region of the diazinyl diradical, that is, at the 
fourfold crossing region where the S0, S1, T1 and T2 states are almost 
degenerate (Fig. 2a and Supplementary Fig. 5). Due to the efficient 

Fig. 3 | Momentum effects. a, A graphical depiction of the dihedral angle space 
of the 1,4-cyclohexanediyl, with chemical structures at the left. For a better 
demonstration of how the second C–N bond dissociation affects dihedral angle 
A, the position of the diazo group from the previous step is shown. b–j, The 
population difference of the dihedral angle for 2,072 ML-NAMD trajectories 
forming exo-BCH and Z,E-HD. We define the population density ρ as the number 
of trajectories passing through the dihedral angle grid at one certain time step. 
The population density difference is the subtraction of the BCH-forming density 
from the HD-forming density (∆ρ = ρBCH – ρHD). Red colour indicates that the 
number of HD-forming trajectories exceeds that of BCH-forming trajectories, 
and vice versa for blue. The population difference is scaled to [−1, 1] and a 
two-slope normalization is employed. White colour indicates that either the 
number of BCH-forming and the number of HD-forming trajectories are equal, or 

no trajectories populate this grid. Due to the facts that the minimum and 
maximum of the population difference are not symmetrically distributed on 
both sides of zero, and that the minimum and maximum values are not the same 
in each picture, we need to scale the plots with different parameters to make sure 
that white colour always indicates an equal amount of BCH and HD trajectories 
(∆ρ = ρBCH – ρHD = 0). To do so, we map the population density difference of  

grid a (∆ρa) to 2
Δρ

a

−Δρ

min

Δρ

max

−Δρ

min

− 1. By doing so, all mapped data fall into the range  

of [–1, 1]. The equivalent point (Eq, equal BCH and HD density) is mapped to 

Eq =

−2Δρ

min

Δρ

max

−Δρ

min

− 1. However, Eq is still not the middle point, because generally 

|∆ρmax| ≠ |∆ρmin|. Thus, we employed a two-slope normalization of the data. The 
conceptual centre, Eq, is placed at the centre of the colour bar, and the two sides 
are normalized differently. sin(A) and sin(B) are the sin of angle A or B.
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of the 1,4-cyclohexanediyl, thereby determining which products are 
formed as this diradical is left behind. The fate of the diradical is gen-
erally thought to depend on its conformation and spin multiplicity. 
For example, Anderson and Grissom proposed previously that boat 
conformations eventually lead to a statistical distribution of singlet and 
triplet diradicals, which each lead to distinct products40. Short-lived 
boat conformations are thought to lead to the formation of BCH, while 
long-lived boat conformations undergo ISC to triplets, which then 
relax to energetically favoured twist-boat conformations that lead to 
HD products. However, both HD and BCH products were observed in 
our ML-NAMD simulations of pure singlets. Although we are not able 
to completely exclude the possibility of contributions from triplet 
reactions, the prior conformation–reactivity model appears to be in 
need of modification.

The conformations of the 1,4-cyclohexanediyl can be described 
by two dihedral angles (A and B), as illustrated in Fig. 3 (top left). Each 
dihedral angle has three different operations: CW rotation (the dihedral 
angle rotates clockwise), CCW rotation (the dihedral angle rotates 
counterclockwise) and R (the dihedral angle retains its original value in 
the DBO reactant, which is close to 0). There are three extreme dihedral 

angles for these three operations, which we name up (U), down (D) and 
middle (M). In total, there are nine extreme dihedral angle pairs (Fig. 3, 
top right). The four structures on the two axes are half-chair conforma-
tions (UM, DM, MU, MD), with their two formal singly occupied p orbit-
als approximately perpendicular to each other. The chair structures 
(UD and DU) are at the top right and bottom left corners, while the 
boat structures (UU and DD) are at the top left and bottom right. The 
transition structure for the first C–N bond dissociation, which resides 
near the centre of this plot, is MM.

To address the relationship between the diradical conformation 
and the product distribution, we analysed the dihedral angle evo-
lution along trajectories initiated from the transition structure for 
breaking the first C–N bond. To distinguish the two reaction pathways 
(towards BCH and towards HD), we plotted the population difference 
of the dihedral angles for a given time frame (Fig. 3b–j). The excess of 
the products is colour-coded (red indicates an excess of HD and blue 
indicates an excess of BCH). As the first C–N bond cleaves, dihedral B 
acquires more freedom to spread out along the y axis: depending on 
the degree of dissociation, dihedral B can do a CW rotation to approach 
the chair-like conformation (top right, UD), persist in a half-boat-like 
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with energies indicated by colour (red indicates high energy and purple indicates 
low energy). Insets in all panels show chemical structures. b, Schematic reaction 

network of cyclohexyl diradical. Pathways are labelled. c, Cope rearrangement 
branch of the PES with ML-based ab intio MD (ML-AIMD) trajectories. d, The 
[2 + 2] cycloaddition branch of the PES with ML-AIMD trajectories.
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conformation (middle right, UM) or do a slight CCW rotation (bottom 
right, UU). As is evident from the separation of the blue and red regions 
in the first frame, the initial geometry correlates with the final product 
distribution. Along the propagation of the trajectories, starting from 
~100 fs, the bifurcation of the reaction pathways leading to BCH and 
HD products becomes clear. Additionally, we have observed periodic 
‘flips’ of blue and red regions in the first 1,800 a.u. (43 fs), which indi-
cates a ‘recoil’ momentum arising from breaking the first C–N bond 
(more detailed illustrations with shorter time steps are displayed in 
Supplementary Fig. 14). In the first 40 fs, the recoil momentum causes 
dihedral angle B to vibrate back and forth while dihedral angle A is 
restrained by the second C–N bond.

The second C–N bond dissociates on a much shorter timescale, 
as the diazinyl diradical sits on the top of an exothermic downhill 
pathway (Fig. 2). The resulting recoil momentum from the ejection 
of the N2 molecule leads to a CCW rotation of dihedral angle A. In the 
population difference plots, this manifests as an exploration of values 
along the –x direction. Due to the exothermicity and the absence of 
minima along the pathway, there is effectively no time for intramolecu-
lar vibrational energy redistribution. Consequently, for the majority 
of the trajectories, dihedral A undergoes a CCW rotation, producing 
exo-BCH and Z,E-HD (note that we overestimate the exo/endo selec-
tivity; Fig. 2d). If dihedral B also initially undergoes a CCW rotation, a 
chair-like conformation is formed. The chair-like conformation of the 
1,4-cyclohexanediyl closely resembles the lower energy conformation 
of the transition structure for the [3, 3] sigmatropic shift27,28, allowing 
for the formation of HD products by just a small elongation of one of the 
C–C bonds. By contrast, if dihedral B initially undergoes a CW rotation, 
and dihedral A undergoes a CCW rotation, a double-inverted boat-like 
conformation that quickly falls to endo-BCH is expected.

In short, during the breaking of the second C–N bond, the carbon 
that will bear the unpaired spin ‘flips away’ from the nitrogen—this 
motion leads to the preferred stereoisomers of the products. During 
that time, the distal carbon radical centre can flip twice. If, at the tran-
sition state, the distal carbon was moving in the same direction as the 
N-bearing carbon, then the two radical carbons end up flipped away 
from each other as the 1,4-cyclohexanediyl forms a chair-like structure, 
which tends to form HD products. Conversely, if the distal carbon was 
moving in the opposite direction as the N-bearing carbon, then the two 
radical carbons end up near to each other as the 1,4-cyclohexanediyl 
forms a boat-like structure, allowing those radical centres to engage 
in bond formation, leading to BCH products.

Multiple exit pathways from the 1,4-cyclohexanediyl
The network of pathways from the 1,4-cyclohexanediyl to BCH and 
HD products is complex. Two views of this network are shown in Fig. 
4a,b. Figure 4a shows a three-dimensional scatter plot derived from 
scanning the three critical forming/breaking C–C bonds that relate the 
BCH and HD products. The discontinuities in energy arise from dimen-
sionality reduction, in particular, from changing dihedral angles. The 
three products—BCH and two equivalent HDs—are located in the three 
regions of low energy, coloured blue. Separating each pair of products, 
there is a ridge-like region of relatively high energy, coloured red. All 
of the diradical conformations discussed earlier reside at the centre of 
the plot, as the bond length differences among these conformations 
are very small. Due to the small energies required for conformational 
changes, this region is fairly flat. Another view of this network is shown 
in Fig. 4b, where connectivity between key structures is emphasized. 
For example, the ridge-like regions in the three-dimensional scatter 
plot correspond to pathways 4 and 8 (for [2 + 2] cycloaddition; Fig. 4d) 
and pathway 9 (for a [3, 3] sigmatropic shift; Fig. 4c) in the connectiv-
ity plot. As shown in the trajectories in Fig. 4c,d, the diradicals move 
along one of the three ridges and fall to one of the products, depend-
ing on their initial geometries and momenta. Specifically for the [3, 3] 
sigmatropic shift branch, the trajectories explore different sides of the 
ridge before committing to one of the products, similar to behaviour 
observed for some reactions with ground-state PTSBs2–5,7. Also of note 
is that some of the trajectories in Fig. 4d explore the diagonal region, 
which corresponds to the dissociation of the 1,4-cyclohexanediyl into 
two allylic radicals27. In our original design, there was a single ridge and 
two downhill paths to the two HD products (Fig. 1d), but we find here 
paths to the BCH product as well.

Previously we showed, for carbocation rearrangements, that 
ambimodal transition states can correlate with each other, being con-
nected by relatively flat, low-energy pathways that allow the leakage 
of trajectories from one to the other9. The scenario just described and 
summarized in Fig. 4 constitutes a three-dimensional example in terms 
of PES topography, although access to the flat interconnecting zone 
comes from an excited-state surface in this case (Fig. 5).

Conclusions
Using state-of-the art ML-NAMD simulations, we have answered sev-
eral lingering questions about a classical photochemical reaction: the 
deazetization of DBO. Perhaps most importantly, we propose a new 
detailed model that rationalizes the product distribution based on 
non-statistical dynamic effects (that is, momentum/dynamic match-
ing effects) on the conformational behaviour of 1,4-cyclohexanediyls 
formed via hopping from the S1 surface. In short, if the momentum as 
the 1,4-cyclohexanediyl is reached is such that rotation of dihedral B 
leads to the UM or UD conformations (Fig. 3), HD products dominate. 
Otherwise, BCH products form. The exo/endo ratio appears to be deter-
mined by the momentum associated with dihedral A. We do not need 
to invoke triplets to rationalize the experimental product distribution.

This project was initiated as a means of testing the design prin-
ciple outlined in Fig. 1d: access to a transition state connecting two 
possible products from an excited-state surface could allow control 
of product ratios by non-statistical dynamic effects, in analogy to 
ground-state reactions involving PTSBs (Fig. 1b). We demonstrate 
here that photochemical deazetization of DBO does involve hop-
ping from an excited-state surface to a ground-state surface near to a 
product-interconverting transition state, and the manner in which tra-
jectories navigate from the excited state to the products is influenced 
by non-statistical dynamic effects—results that bode well for future 
design. The reaction studied here is even more complex, however, with 
exit routes to ladderane (BCH) products (Fig. 5); one could view the 
presence of an additional competing product as a problem for design 
or an opportunity to tune for that product. We are excited about the 
latter possibility.
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Methods
MC-PDFT, CASPT2 and multistate (MS)-CASSCF calculations 
were carried out using OpenMolcas v.21 (refs. 73,74). NEVPT2 and 
state-specific (SS)-CASSCF calculations were carried out with ORCA 
v.5.0.3 (refs. 75–80). Unless otherwise stated, all calculations were 
performed with MC-PDFT (revPBE)54,55 and the ANO-S-VDZP basis 
set56–59. An active space of eight orbitals and eight electrons was 
chosen for C6H10N2 species, and four electrons and four orbitals 
for 1,4-cyclohexanediyls. Multiwfn software was used for the visu-
alization of the active orbitals81. For the ML-accelerated NAMD, we 
followed the general procedure developed by Lopez and coworkers 
for dataset generation. Model training NAMD was performed with 
PyRAI2MD (refs. 30,32,34). The model was trained with a dataset 
containing 9,670 structures, and it displays small error values for 
energies (mean absolute error (MAE) = 0.049 eV, coefficient of deter-
mination (R2) = 0.9987) and gradients (MAE = 0.15 eV Å–1, R2 = 0.9923). 
For each simulation, 3,600 trajectories were initiated from a Wigner 
sampling of the transition state and the trajectories were propagated 
with a step size of 20 a.u. (0.48 fs). The total energy is conserved in 
the S1 state, and the Nosé–Hoover thermostat is applied in the S0 
state (temperature T = 300 K). The surface hopping probability was 
computed based on Zhu–Nakamura theory82 (Supplementary Infor-
mation for details of the model training, grid searching, performance 
and NAMD simulation).

Data availability
Additional computational data are provided as online Supplemen-
tary Information, including information on neural network model 
validation, comparison of theoretical methods, data on potential 
energy surfaces, data on surface hopping points and coordinates for 
computed structures.
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