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ABSTRACT

Ecosystem services, such as carbon sequestration, biodiversity, and
climate regulation, play essential roles in combating climate change.
Projection of ecosystem dynamics under various scenarios is critical
in understanding potential impacts and informing policies and mit-
igation strategies. Ecosystem Demography (ED) model is a major
mechanistic model for ecosystem dynamics projection, but its com-
putational cost has been a major bottleneck in performing large-scale
(e.g., global, national) projections at very high spatial resolution. We
aim to approximate the ED model using deep neural networks at
operational high accuracy to assist large-scale climate studies. The
deep approximation is non-trivial due to challenges by long-term er-
ror accumulation (e.g., 40 years), highly diverse scenarios, and high
cost in training data generation. We propose a Deep-ED approxima-
tion model to address the challenges with a multi-scale cumulative
loss reduction structure, significance-based scenario partitioning,
self-guided forwarding, and physics-aware active learning strate-
gies. Experiment results in the northeastern US demonstrate the
high accuracy of Deep-ED and its potential in large-scale ecosystem
projection.
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1 INTRODUCTION

Climate change has led to a wide range of impacts on environment,
health, and society, including global warming, sea level rise, extreme
events, natural disasters, and loss of biodiversity. According to the
United Nations’ Sustainable Development Goals (SDGs), "climate
action" is a major area of focus and it is urgent to take actions
to combat climate change and reduce its impacts [12]. Ecosystem
services, such as carbon sequestration, biodiversity, and climate
regulation, play essential roles in combating climate change [4, 25].
In particular, short-term (e.g., 5 years) and long-term (e.g., 40 years)
projections of ecosystem dynamics under different scenarios are
critical for geoscientists and policymakers to envision climate change
impacts and design mitigation strategies [18, 27].

Ecosystem Demography (ED) is the new generation of global
ecosystem model that has been developed by the geoscience com-
munity for two decades. ED’s distinctive characteristic lies in its
ability to capture detailed ecological processes across vast spatial
scales from local to global, and to simulate vegetation and carbon
dynamics over time spans from hours to centuries [10, 18, 27]. ED
can also incorporate land-use history changes and be initialized us-
ing data from remote sensing products. Consequently, ED has been
an important component of major carbon monitoring missions (e.g.,
NASA’s Carbon Monitoring System), and its high accuracy has led
to deployment in real operational environments (e.g., Maryland, US
[17]). However, the complex physical processes being modeled in
ED lead to expensive computational cost, which has been the major
bottleneck in performing projections and simulations at large scales
(e.g., global, national), especially at high spatial and temporal res-
olutions. This significantly limits ecologists’ ability to envision a
diverse set of pathways under different possible climate conditions.

We aim to approximate the ED model using a deep neural network
model, given its high expressive power and computational efficiency
in the inference phase. However, the deep approximation is non-
trivial due to the following challenges. First, ED is often used for
long-term projections (e.g., 40 years) [29], where the extensive dura-
tion is modeled as a sophisticated sequence of fine-granularity steps
(e.g., weekly, monthly). The strict temporal dependency between one
state and its previous state necessitates that to get an ED-projected
value at any timestamp (e.g., 10° h year), one must first run through
all previous steps from the very beginning with ED. For a learning-
based approximation, it means there will be no intermediate label
to use for corrections in the middle of the time-series. Second, the
long-term projection leads to increased error accumulations. For ex-
ample, a monthly-based deep approximation will have accumulated
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Figure 1: Schematic diagram of Ecosystem Demography (ED) model [27].

errors 480 times for a 40-year projection. The complex physical
processes in ED also involve a lot of heterogeneous patterns across
ecosystem variables and temporal scales, which further aggravate
such error accumulations. Third, to account for climate uncertainty,
the ED model is often operated to perform multiple projections with
the same input data but different initial conditions (e.g., vegetation
ages). When such data are used for training deep neural networks,
the training process can be confused as many training sequences
share the same feature values for tens of years (e.g., 100 features
per month) and only differ by one or a few initial conditions. Fi-
nally, ED is computationally expensive, and it is time-consuming to
generate a large number of samples for training or fine-tuning.
Related work. (1) Physical model approximation: Previous
studies have explored machine learning based approximations for
physical simulation models in several domains, such as fluid dy-
namics [37], wave propagation [35], amorphous carbon [6], etc.
Recent approximations often utilize deep learning models (e.g., con-
volutional networks, encoder-decoder), with some using traditional
methods such as random forests and Gaussian models [1, 15]. Neural
operators (e.g., Fourier [26]) have also been developed for solving
partial differential equations (e.g., fluid dynamics). The approxi-
mations have not considered plant-scale and long-term ecosystem
simulation models such as ED. (2) Error accumulation: This phe-
nomenon is often referred to as compounding errors in reinforcement
learning (RL), and mitigation strategies often use multi-step predic-
tions with a sequence of potential agent actions [2, 23, 38]. However,
the formulations are RL-specific and not directly applicable to phys-
ical simulations or predictions. Multi-step methods have also been
developed for prediction methods [8, 33, 36], such as direct strate-
gies and Multiple-Input Multiple-Output (MIMO), which predict
the next k steps without requiring each step to build on its previous
one. However, these methods are often used for relatively smaller
numbers of steps (e.g., 4 to 12), and the performance largely drops
for longer steps [33]. They also do not consider heterogeneous pat-
terns across variables and temporal scales. (3) Active learning: For
sample selection, active learning has been extensively studied to
query small subsets of samples that can best improve model per-
formance [31]. A CORE-SET approach uses a core-set loss and

converts it to a k-cover problem to improve sampling diversity [34].

Confidence sampling [24] and entropy-based methods [20] prioritize

samples with higher uncertainty. Batch Active learning by Diverse

Gradient Embeddings (BADGE) uses diverse gradient embedding

to consider both diversity and uncertainty simultaneously [3]. In

addition to existing objectives such as uncertainty and diversity, our
approximation also needs to explicitly consider generalization over
spatial and physical domains. (4) Physics-guided machine learning

(PGML): Different from this work, PGML [7, 14, 19] mainly fo-

cuses on the cooperation between physical (e.g., conservation rules)

and data-driven models.
Contributions. To address the limitations, we propose Deep-ED,

a deep network based approximation, to generate high-accuracy

approximations of ED over long-term:

e We propose a coupled multi-scale multi-branch network structure
to address the large discrepancy between annual and monthly
patterns for long-term projections.

e We present a self-guided strategy to handle heterogeneous tem-
poral patterns among ecosystem variables. We further propose
a significance-based network partitioning to handle conflicting
responses from different ecosystem variables.

e We develop a light-weight long-term cumulative loss with signed
de-sequencing. We also show the importance of batch diversity
for addressing high sample similarity.

e We incorporate active learning with additional spatial and physical
considerations to improve sample generation.

We carried out experiments in the northeastern US. The results
show that Deep-ED is able to improve long-term approximation
quality compared to the baseline methods.

2 PROBLEM DEFINITION

In the following, we provide a general description of the ED model
and define the deep approximation problem.

Ecosystem Demography (ED) model: ED is an ecosystem model
that has been widely adopted in carbon monitoring research and
operations. It simultaneously models a wide array of factors and
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Figure 2: The overall framework of Deep-ED.

simulates plant dynamics by considering growth, mortality, repro-
duction, hydrology, carbon cycle and soil biogeochemistry [27, 30].
Fig. 1 shows a schematic diagram of ED from [27]. According to Fig.
1, ED is able to model ecosystem processes at the level of individual
plants, using vegetation structure attributes such as height and diam-
eter, along with physiological processes such as leaf photosynthesis
and phenology. It further simulates cross-plant interactions based
on the mechanical rules (e.g., competition among plants for growth
resources such as light, water, and nutrients).

ED’s distinctive characteristic lies in ability to capture detailed
ecological processes across vast spatial scales from local to global,
and to simulate vegetation and carbon dynamics over time spanning
from hours to century-scales [27, 30]. Importantly, ED can also
incorporate land-use history changes and be initialized using data
from satellite remote sensing products. With the rapid development
in satellite platforms, remote sensing advancements including higher
resolution of spectral imagery and the vast availability of LIDAR
data have made it possible to provide accurate initial conditions
for ED [28]. Given its flexibility and capabilities, ED has been
broadly used to simulate ecosystem dynamics and estimate future
carbon sequestration potential under the impact of climate change
to facilitate policy-making [11, 16, 17]. The model has also been
deployed in real operational environments (e.g., Maryland, US [17]).

Problem formulation: Given input features X (e.g., soil proper-
ties and dynamic climate variables) and simulated outputs Y (e.g.,
vegetation height, aboveground biomass, leaf area index, etc.) of the
ED model at the given temporal scale t (i.e., the step-size for ED
outputs), we aim to learn a deep learning model ¥ (0©), which can
approximate the complex process — represented by a sequence of
physical functions describing the ecosystem — by a set of network
layers and parameters ©. Temporal scale: ED includes physio-
logical processes that operate at various temporal scales such as
photosynthesis at hourly, phenology at monthly, and reproduction
at yearly. Currently, ED export all variables at monthly scale. In
this paper, the step-size ¢ is also one-month by default. ED outputs:
We use 7 outputs selected by ecologists: vegetation height, above-
ground biomass (AGB), soil temperature, leaf area index (LAI),
gross primary production (GPP), net primary production (NPP), and
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Figure 3: Examples of monthly variation and error accumula-
tion.

heterotrophic respiration (Rh). The selected variables are commonly
inter-compared between models and evaluated against reference
datasets.

3 METHOD

We propose a Deep-ED framework to approximate the process-
based ED model. Fig. 2 shows the overall framework. The general
architecture uses the long-short-term-memory (LSTM) layers to
simulate the sequential steps in the ED model, where each recurrent
step represents a month.

Multi-Scale Multi-Branch Network Structure
for Long-Term Projection Approximation

3.1.1 Multi-Scale Structure. Given a time-series of inputs X =
{X1,Xp,... X7} and outputs Y = {Y1, Y2, ..., Y7} with T time steps,
where each time step represents one month, a typical way to train
the LSTM is just to build the samples by separating the time-series
into overlapping or non-overlapping time windows and let the model
approximate the labels at each time step. While this maximizes the
use of training labels, the large discrepancy between monthly and
annual patterns can substantially decrease the quality of approxima-
tions over the long term (e.g., 20 or 40 years). Specifically, Fig. 3
(left) shows an example of the monthly trajectory of aboveground
biomass over 40 years at a single location, as simulated by the ED
model. While biomass is consistently growing over the years, we can
clearly see the monthly variations or seasonality embedded in the
trajectory. Fig. 3 (right) shows a LSTM-based approximation trained
with full X and Y. While the approximation is within a reasonable

3.1
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range at the start, the deviation gradually grows as error accumulates

over a long period.

It has been recognized in time-series analysis that it is impor-
tant to remove cyclic local variations from the synoptic longer-term
trend. Unlike many existing studies that model the local patterns as
noises [40], the local variations in ED are meaningful responses to
physical environments (e.g., temperature). Climate-related studies
have shown the detrending of these seasonal variations is benefi-
cial for the analysis [9, 41], and example methods include wavelet
transforms and Kolmogorov-Zurbenko filter. However, these meth-
ods are intended for trend analysis and do not consider complex
interactions with external features in the prediction setting. An alter-
native method is to detrend the data using historical averages [32].
However, in ecological long-term projection, past averages do not
represent future averages (e.g., biomass), and the cyclic trends are
non-stationary given the climate variables and current states.

We use a two-phase multi-scale structure to reduce the effects of
monthly variations when producing approximations in the long term,
while keeping the model’s monthly prediction ability. Specifically,
our structure consists of two components:

o Pseudo-annual approximator with loss-reduced LSTMs: This
aims to provide stable predictions of annual changes of target
variables. We call it a pseudo-annual prediction model mainly
because it still uses a LSTM that runs at the monthly scale. How-
ever, instead of evaluating losses using labels at all monthly time
steps, we only use one label every 12 steps (i.e., one per year).
The reasons are that: (1) While providing full labels gives a model
more information to learn, we find that it also makes the learning
more difficult. For example, it can be much more challenging to
accurately predict the monthly variations, which are more sen-
sitive to short-term meteorological changes, than to predict the
aggregated effects over the entire year. The attempt to close the
gap to the harder-to-predict monthly values leads to increased
errors at the annual scale (results in experiments). (2) We keep
the monthly LSTM instead of switching to an annual step size
because ED is a sequential model, which means there are tempo-
ral dependencies between monthly features. If all features within
each year are fed in as one mixed set, it can be difficult to learn
such dependencies (results in experiments). The following is an
example of the temporally-reduced loss with MSE on one sample
and one target variable:

1(Frsem(X) = Y) © m||2
m’m

Linse(X,Y) = &)

where X € RT™*? and Y e RT are features and labels for one
sample, © is the Hadamard product, and m € R” is a mask where
m; = 1if i%12 = 0 and O otherwise.

o Monthly approximator: This component only aims to make pre-
dictions of monthly values within one year given an initial value
at the beginning, which is the prediction from the pseudo-annual
model during the test. In other words, the monthly approximator
only focuses on one year and does not need to consider long-term
prediction. It should be noted that later methods on cumulative
error reduction (e.g., Sec. 3.3) are irrelevant for this part.

Wang et al.
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Figure 4: Heterogeneous patterns of target variables.

3.1.2 Multi-Branch Structure. Since ED simulates a variety of
ecosystem variables, which may have different functional relation-
ships with the input features, by default, we consider a multi-head
output structure for the LSTM component. In the multi-branch struc-
ture, we further increase the separation between the paths from X
to different Y (i.e., separate LSTM layers after initial embedding as
shown in Fig. 2) mainly to increase the extendability of a trained
model. In practice, different users of ED may only consider certain
ecosystem variables. In addition, as ED is a sequential model, all tar-
get variables need an initial value at the beginning of the time-series
as an input. Thus, different training datasets may have different in-
puts and outputs. The multi-branch structure allows separate training
components to affect only a subset of parameters. When new target
variables are added, the multi-branch structure can also help avoid
the impact of new training on existing targets.

3.2 Heterogeneous Patterns: Self-Guided
Forwarding & Significance-Based Partitioning

The multi-branch structure separates the approximation of functional
relationships between different target variables. In this section, we
further reduce the impact caused by the heterogeneous responses
from different target variables to time (or age) by a combination of
self-guided forwarding and significance-based partitioning.

The mean curves in Fig. 4 show the patterns of value changes in
the seven target variables (Sec. 2) over 200 years. They are aggre-
gated averages over all training samples generated by ED and the
background shows the distribution. One interesting pattern we can
observe is that the rate of height growth pattern (top-left) has a large
shift around the 30" year. This is mainly caused by the phenology
of trees: after certain ages, trees tend to expand the diameter of their
trunks rather than continue to grow in height. Based on the observa-
tion, it may reduce the difficulty of training if such knowledge can be
incorporated into the learning process. Additionally, we also observe
that the temporal patterns of different variables may vary a lot. For
example, after trees slow down on height growth, they may continue
to expand in diameters and canopy sizes, which will lead to steady
increases in aboveground biomass. Moreover, the changes over age
present very different behaviors for different target variables. We
can observe that some variables (e.g., height, aboveground biomass)
show stronger monotonic patterns whereas some others (e.g., GPP,
NPP, Rh) show more variations around a more horizontal mean line.

Based on these insights, we use a two-step approach with self-
guided forwarding and significance-based training partitioning. In



$ 10 $ 101

< <

£ 51 £ 54

m m

. 4 ) 4

E I_I|_|I_|I_I|_||_|I_I E I_II_II_IUUI_I
= 2| RMsE=12 = 2 RMSE = 1.2 |—|
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the first step, the self-guided forwarding utilizes the time-series
trends from Fig. 4 and applies the target-specific trends as input
guidance to all target variables. Basically, based on the initial age ag
of the simulation and the number of years needed in the projection,
a triplet [a;, ,u{ , Af ] will be formed as an input for the i*” year and
jtP target, where a; = ag + i, p1] is the mean of the jth target at age

a;, and Af is the change rate on the mean curve from a; to aj;+1. The
change rate provides additional guidance on the growth speed of
a target at the age. Since we can see that the mean curves tend to
flatten out after the maximum age shown in Fig. 4, we keep the mean
stationary after that age. Age-based guidance is added as inputs both
at the first layer and before the output layer.

Age-based guidance tends to be helpful for target variables that
present a stronger year-over-year trend (e.g., strong monotonicity)
and are relatively less sensitive to environmental conditions. How-
ever, they may provide spurious information for targets with weaker
annual trends and higher sensitivity to physical changes. Thus, we
separate the network branches into two partitions: with and without
age-based trends. In the initial step, all branches will not use the
age-based trends. Then, after the initial training converges, we apply
the age-based trends to all targets and use a significance-based test
to automatically determine the partition assignment of a branch (i.e.,
with or without the age-based trends in prediction). Specifically,
we use the dependent T-test to determine if the prediction quality
on a target variable has significantly improved after applying the
age-based trends:

7 = paif/ (0aif - (NDFpqr + 1)) @

where dif is the error difference after applying the age-based trends
(i.e., "treatment"), N, is the number of validation samples used
for the test, pgir = (Zno difi)/Noar. oaip = (Znee (difi -
yd,—f)z)/Nwl, and DF = N, — 1 is the degree of freedom. For
simplicity, the test here is for a single target variable. To determine
significance, we compare 7 with the critical values from the T-test’s
look-up table for a dependent test case (i.e., using the same set
of samples before and after the "treatment". We use 0.01 as the
significance level by default.

3.3 Enforcing Cumulative Loss via De-Sequencing

Since ED is commonly used for long-term projection, having ac-
curate predictions at annual or short-term scales is insufficient, so
the proposed Deep-ED approximator must overcome the error ac-
cumulation effects. While it is possible to use a loss function that
considers error accumulation, such loss is very expensive to compute
and easily overloads the memory due to the length of the chain. For
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example, a loss function can often be:

Lace = IYr = Y7l3 = [Y7r - F (X7, Yro1)|I3
=Y - F (X1, F(X7-1, F (.7 (X0, Yo)-.I)II5

where T is the number of time-steps in the long-term projection (e.g.,
480 months for 40 years), and Y contains initial target values for
the simulation (e.g., initial vegetation height). As we can see, the
chaining of steps largely affects the practicality of this loss for error
accumulation.

To mitigate the problem, we propose a de-sequenced loss, in
which the full sequence S is decomposed into non-overlapping in-
dependent sub-sequences {si, s2, ..., g’} that do not incur computa-
tional problems (e.g., 12 months). For each S, all its sub-sequences
si € S will be included in the same batch for an epoch. Then, a
de-sequenced loss Ly, (S) will estimate the signed error at the final
step of each s; € S, and enforce a zero-sum loss on the sum of the
signed errors:

Ldsq(s) = Z Lsigned(si) = Z (YT,- - ?Tl) 3)

S;€S s;€S

where T; denotes the final step of the i’ h sub-sequence s;. Note that
in the interest of training efficiency and feasibility, the initial target
value (e.g., height) for each s; is an input from training labels rather
than a predicted output from the previous step as in Lgcc above (i.e.,
the forward process in each s; € S is independent).

Different from traditional regression losses such as RMSE, here it
is important to keep the signs of the errors, as L ¢, aims to centralize
the sum of the individual errors to zero. Fig. 5 shows a simplified
example of the de-sequenced loss for error accumulation reduction.
As we can see, Ly, tries to create a more balanced distribution of
sub-sequence predictions around the truth for each full sequence.
With the independence among {s; € S}, Lgsq can be efficiently
evaluated, and we find it effective for reducing error accumulation
in experiments. In training, Ly, will be combined with a regular
MAE or MSE loss for the independent sub-sequences:

Leom =0+ Ldsq + Z Limae(si) 4

s;€S

where « is a weight for scale adjustment and set as & = 1 in our tests.

3.4 Training with Initial Condition Diversity

To make long-term projections more useful, ED often simulates
under a variety of initial conditions to generate a distribution of
possible ecosystem pathways instead of a single value for each target
variable. As mentioned in challenges, this leads to many samples
having the same value of most features and only differing by one
or a few initial conditions, which causes confusion during training.
Through examination, we find that it is very important to form
training batches with a high diversity of initial conditions, otherwise,
it will significantly decrease the approximation quality. Specifically,
we consider the full sequence (e.g., 40 years) at one location as a unit
time-series sample (for L, calculation). Then, in each batch, we
try to maximize the number of initial conditions (e.g., different initial
ages) for each unit sample under the batch-size limit. Comparisons
will be shown in the experiments.
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3.5 Active Learning with Geo-Physical Diversity

We additionally include an active learning model to assist with
the generation of new training samples in practice. Our approach
is based on the BADGE paradigm as it simultaneously considers
uncertainty and diversity through gradient embedding (gradients
from the second to last layer). BADGE projects the points into a
gradient space as a representation for uncertainty and uses the k-
means++ seeding algorithm (KSA) to sample a batch of diverse
points [3]. However, BADGE was designed for classification. The
algorithm cannot be directly used here as its gradients are based on
losses from hypothetical class labels, which are set to arg max, pc
(pc is the predicted class probability) for the unlabeled samples,
which are unavailable for regression.

We extend BADGE for Deep-ED in two ways: (1) Near-term
gradient embedding: Since ED is a sequential model for long-term
projection, we use near-term projections (i.e., the first 3 years in our
implementation) to represent each time-series, where the later year
labels are unknown. The cheaper near-term labels enable gradient
calculation for points in the sample pool. If a point at a location is se-
lected for label-query, ED will run through the rest of the projection
length (e.g., 40 years) for the point to get full labels for the time-
series. (2) Geo- and physical-diversity: Denote n as the number of
points to select for label-query at each round. The original BADGE
will sample all n points in the gradient space with KSA. However,
this does not consider the variability of environmental properties
over space [43] and the diversity of model’s initial conditions (i.e.,
age of vegetation). As both are important for generalizability, we
split n into 3 subsets, where the first [n/3] are selected by KSA in
the gradient space. After that, we re-project all the points — including
selected ones (existing centers) — to the geographical space, and re-
sume KSA to sample the next [n/3] points. Finally, we re-project the
points to the space of initial physical conditions (i.e., 1D vegetation
age), where KSA will select the rest of the points (Alg. 1).

Algorithm 1 Active learning w. geo-phy. diversity (1 round)

Require: e Near-term gradients D, 44, geo-coordinates Dy, and initial conditions
D, ona of samples in the pool;  Number of samples to select n.

: Query set Q = init_empty_set()

: Q.add(KSA(Dg;qq, n_center=[n/3], existing_seeds=Q))

: Q.add(KSA(Djo, n_center=[n/3], existing_seeds=Q))

: Q.add(KSA(Dcong, n_center=n — |Q|, existing_seeds=Q))

: return query_labels_ED(Q)

[ T

4 EXPERIMENTS
4.1 Data

We simulated 40 years of ED data for 8 different initial conditions,
representing vegetation ages in set {10, 20, 30, 50, 70, 100, 150, 200}.
The geographic area of the simulation covers the northeastern US
(35°N~40°N, 75°W~80°W), and the temporal range of the auxil-
iary information (e.g., climate variables) used is from 1980 to 2020.
The input data includes meteorology from NASA Dayment and
MERRAZ2, soil properties from the POLARIS dataset, and CO; con-
centration from NOAA CarbonTracker. The quality of the simulation
in the geographic region has been extensively evaluated in [27]. Our
data includes 320,000 simulated samples, and we randomly split
train and test datasets as 50% and 50% for the following experiments.

Wang et al.

Specifically, train and test datasets are both spatially and temporally
non-overlapping.

4.2 Candidate methods and measures

We consider the following candidate methods in the evaluation. All
the following models use one month as the step (or one sample
for non-time-series methods) unless explicitly stated otherwise. To
avoid confusion, when the models make predictions for long-term,
they iterate over their own predictions from the previous timestamp
(e.g., using t’s output as input for ¢ + 1) and they do not use any
intermediate information generated by ED for correction. ED outputs
for the test data are only used for evaluation.

o RF: Random Forest regression with 100 trees [5].

e S-LSTM: A single-head LSTM model for all ED outputs [13].

o M-LSTM: A multi-head LSTM model where different heads are
used for different ED outputs to capture cross-variable heterogene-
ity.

o MY-LSTM: M-LSTM that is trained with each step being a year
instead of a month, where all features over 12 months are con-
catenated as inputs at the annual level. This annual-step model
is used to show the need for learning with a monthly sequence.
It can also be considered as a multi-step model where the model
directly predicts the 12th step.

o MA-LSTM: M-LSTM with attention layers to prioritize the most
informative periods in the time series [21, 39].

e LSTNet: A time-series model extracting short-term local depen-
dency using CNN and long-term temporal patterns using RNN
[22].

e Seq2seq: A sequence-to-sequence model with additional encoder
and decoder modeling, where both are implemented with LSTMs
[42].

e Deep-ED: Our proposed approach.

4.3 Results

Comparisons to candidate methods. Table 1 shows the prediction
performance on target variables for 6 different initial conditions. The
proposed Deep-ED outperforms the other candidate methods in the
vast majority of target variables and initial conditions. The results
show the effectiveness of Deep-ED in alleviating heterogeneous
patterns over time and target variables. For example, vegetation
height tends to have a more monotonic trend over the time steps
whereas variables such as LAI and GPP tend to have more seasonal
variations. We can see that the MY-LSTM did not perform well,
which shows the importance of following the temporal sequence of
the physical simulation. Similarly, the traditional regressors Ridge
and RF had higher errors as they were not effective in capturing the
temporal relationships.

Improvements on long-term error accumulations. Fig. 6 and 7
show the error accumulation (log-scale) over 40 years for two ex-
ample variables (height, AGB) on all different initial ages. Aligning
with our expectations, the results show that Deep-ED was able to
maintain a lower error with the designs on error accumulation reduc-
tion. Although some candidate methods have relatively small RMSE
over all 40 years due to the effects of averaging, the prediction errors
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Table 1: Prediction RMSE on different initial conditions (* denotes RMSEs within 0.01 compared to the best).

Age 10 Age 20
Model Height AGB Soil LAI GPP  NPP Rh Height AGB Soil LAI GPP  NPP Rh
Ridge 47246 96438 201.88 43519 772 38.6 8.67 489.4 988.93  205.75 446.8 793  39.65 8.8l
RF 12.13 6.96 4.63 1.42 0.75 0.38 0.22 9.49 6.31 3.69 1.39 0.74 0.37 0.23
S-LSTM 3.88 0.94 1.52 0.26 0.15 0.07 0.10 2.73 0.79 0.90 0.22 0.13  0.06% 0.08
M-LSTM 1.18 0.62 0.56 0.20 0.10 0.05  0.06%* 1.14 0.79 0.60 0.23 0.10 0.05  0.06*
MY-LSTM 1.6 0.34 0.72 0.27 0.16 0.08  0.06* 2.57 0.64 1.05 0.27 0.16 0.08 0.07
MA-LSTM 1.84 0.37 0.65 0.27 0.12  0.06%* 0.07 1.56 0.35 0.54 0.24 0.11*  0.06*  0.06%
LSTNet 272 0.57 0.68 0.26 0.14  0.07* 0.07 2.00 0.53 0.58 0.24 0.13  0.06* 0.07
Seq2seq 5.02 1.27 1.85 0.31 0.12  0.06* 0.09 422 1.05 1.54 0.33 0.13  0.06* 0.08
Deep-ED 0.39 0.16 0.15 0.21*  0.11*  0.06*  0.05 0.60 0.18 0.15 0.19 0.11*  0.06*  0.05
Age 30 Age 50
Model Height  AGB Soil LAI GPP  NPP Rh Height AGB Soil LAI GPP  NPP Rh
Ridge 466.1  956.16  201.06 431 7643 3821 8.62 458.07  948.18  200.87 426.70 75.65 37.83  8.60
RF 7.19 5.69 2.99 14 0.73 0.36 0.24 4.39 4.79 2.11 1.41 0.67 0.34 0.26
S-LSTM 2.83 1.04 0.67 0.25 0.13  0.06* 0.07 3.70 1.68 0.84 0.40 0.15  0.07% 0.07
M-LSTM 1.05 1.06 0.83 0.33 0.12  0.06* 0.07 0.77 1.23 1.17 0.48 0.14  0.07* 0.10
MY-LSTM 2.74 0.73 1.03 0.29 0.16 0.08 0.07 278 0.92 1.09 0.36 0.18 0.09 0.07
MA-LSTM 1.28 0.37 0.41 0.21 0.10 0.05 0.05 1.23 0.88 0.51 0.49 0.13*  0.07*  0.06*%
LSTNet 1.87 0.67 0.75 0.23 0.13  0.06* 0.07 1.62 0.89 1.17 0.29 0.13*  0.07*  0.08
Seq2seq 3.39 0.97 1.33 0.39 0.14 0.07 0.07 2.11 1.05 0.91 0.48 0.14  0.07* 0.07
Deep-ED 0.80 0.15 0.14 0.19 0.11*  0.06*  0.05 0.71 0.18 0.12 0.20 0.12 0.06 0.05
Age 70 Age 100
Model Height AGB Soil LAI GPP  NPP Rh Height AGB Soil LAI GPP  NPP Rh
Ridge 476.51 970.35 202.66 438.05 77.71 38.85 8.71 481.81 978.2 203.73  441.6 7835 39.18 8.73
RF 3.38 4.07 1.72 1.22 0.65 0.33 0.27 2.94 3.23 1.42 0.93 0.69 0.35 0.3
S-LSTM 3.73 2.69 1.22 0.73 0.22 0.10  0.07* 3.68 4.31 1.79 1.35 0.33 0.16 0.09
M-LSTM 0.68 0.85 1.23 0.36 0.12*  0.06*  0.10 0.63 0.76 1.31 0.46 0.13 0.06 0.10
MY-LSTM 2.4 1.08 0.96 0.52 0.19 0.10 0.08 2.57 0.94 0.82 0.55 0.19 0.09 0.08
MA-LSTM 1.17 0.99 0.73 0.52 0.14 0.07  0.07* 1.07 0.99 0.75 0.44 0.13 0.07 0.07
LSTNet 1.27 1.63 1.59 0.56 0.17 0.09 0.10 1.14 2.31 1.72 0.94 0.23 0.11 0.12
Seq2seq 1.73 1.37 0.75 0.60 0.16 0.08  0.07* 1.65 2.03 0.82 0.96 0.21 0.11 0.09
Deep-ED 0.54 0.25 0.16 0.22 0.11 0.05 0.06 0.57 0.20 0.13 0.22 0.11 0.05 0.05
Age 150 Age 200
Model Height AGB Soil LAI GPP  NPP Rh Height AGB Soil LAI GPP  NPP Rh
Ridge 46240  952.60 200.93 429.05 76.08 38.04 8.60 49891 1003.78 208.63 454.02 80.64 4032  8.92
RF 2.80 2.52 1.35 0.91 0.75 0.38 0.33 2.88 2.35 1.28 0.89 0.73 0.37 0.35
S-LSTM 2.83 491 1.77 1.56 0.37 0.18 0.11 1.97 3.8 14 1.23 0.29 0.14 0.11
M-LSTM 0.64 1.24 1.48 0.71 0.16 0.08 0.11 0.73 1.4 1.32 0.68 0.14 0.07 0.10
MY-LSTM 2.12 1.67 0.74 0.61 0.17 0.09 0.09 1.91 1.52 0.74 0.42 0.14 0.07 0.09
MA-LSTM 1.20 0.89 0.85 0.37 0.11¥  0.05 0.08 1.11 0.81 0.62 0.26 0.08 0.04 0.07
LSTNet 1.64 2.82 1.65 0.97 0.24 0.12 0.12 1.68 2.82 1.84 0.99 0.24 0.12 0.13
Seq2seq 1.55 2.35 0.68 0.89 0.20 0.10 0.08 1.48 1.88 0.54 0.58 0.13 0.07  0.07*
Deep-ED 0.50 0.28 0.16 0.20 0.10 0.05 0.06 0.52 0.28 0.22 0.21 0.09 0.04 0.06

accumulated over time, which limits the use of these models for
long-term projections.

Effects of active learning with geo-physical diversity. Fig. 8
shows the effectiveness of our active learning methods in query-
ing new training samples. Here we consider three candidates: (1)
Random sampling; (2) BADGE-NG: BADGE with near-term regres-
sion gradients; and (3) BADGE-SP: BADGE-NG with geo-physical
diversity considerations. We can see that the integration of near-term
gradients allowed the method to leverage the gradient space for sam-
pling. Compared to random selections, our method converges more
quickly and robustly as the newly generated samples are considered
as harder-to-train given the current model performance. The integra-
tion of near-term gradient embeddings with spatial- and physical-
diversity achieves the best performance by taking into consideration
the domain knowledge in the model learning process.

4.4 Self-Analysis

We carry out a self-analysis to evaluate the effects of different com-
ponents in Deep-ED. To emphasize the performance of long-term
predictions, all models are trained and evaluated on an annual scale
in this self-analysis. Specifically, we consider the following ver-
sions of the Deep-ED model: (1) MM: Multi-branch structure with
monthly loss; (2) MMA: Multi-scale multi-branch structure with
pseudo annual approximation; (3) MMA-S: MMA with self-guided
forwarding; (4) MMA-SS: MMA-S with significance-based parti-
tioning; (5) MMA-SSD: MMA-SS with de-sequencing loss function;
(6) Full: MMA-SSD with conditional diversity for training.

As shown in Fig. 9, each component of Deep-ED gradually im-
proves the model performance in predicting target variables. We can
see that the effects of different components vary a bit across target
variables, but the full model almost always has the best performance
by the integration.
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Effects of training strategies (Sec. 3.4). Fig. 10 compares three
strategies for batch formation (i.e., same dataset but different batches),
where the X-axis shows different initial ages and the Y-axis shows
the RMSE on test data averaged for each initial age. The blue curve
uses different samples with the same initial age in a batch (No-
Diverse), and the batches with the same initial ages are made ad-
jacent in an epoch. The green curve forms the batches in the same
way, but the order of batches is random, showing the cross-batch
diversity (CB-Diverse). Finally, the red curve is our strategy with
diversified initial ages within a batch (WB-Diverse). We can clearly
see the large impact of batch formation and the importance of having
diverse initial conditions in a batch.

Execution time. Compared to ED, Deep-ED was able to reduce
the simulation time by orders of magnitude. Table 2 shows the ex-
ecution time of Deep-ED’s simulation with a single RTX A4500
GPU. The annual column means the simulation only uses the pseudo-
annual branch of Deep-ED to generate annual projections, whereas
the overall includes the monthly branch as well for finer-granularity
projections. The additional time from the monthly branch is shown
in the monthly column. In contrast, ED’s run time is highly expen-
sive, which is about 192 CPU hours (AMD EPYC Processor) for a
sample size of 320,000 (1,000 sites with 8 initial ages for 40 years).
This shows Deep-ED’s promising potential for projecting long-term
ecosystem changes at both large scale and high resolution.

Table 2: Execution time (Unit: hour)

Sample Size Annual Monthly Overall
320,000 0.01 0.01 0.02
8,000,000 0.22 0.20 0.42
16,000,000 0.46 0.38 0.84

5 CONCLUSIONS

We proposed a deep learning based model — Deep-ED — to approx-
imate the ED model with a multi-scale cumulative loss reduction
structure, significance-based scenario partitioning, self-guided for-
warding, and geo-physics-aware active learning strategies. Our re-
sults showed that Deep-ED achieved high-quality approximations
in long-term projection tasks (i.e., 40 years), demonstrating its po-
tential for ecosystem simulation at large scale and high resolution.
In future work, we will incorporate Deep-ED in real application
scenarios and thoroughly evaluate how well it can help reproduce
existing downstream analysis results that were computed with ED.
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