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MARKOV DUALITY AND BETHE ANSATZ FORMULA FOR HALF-LINE

OPEN ASEP

GUILLAUME BARRAQUAND AND IVAN CORWIN

Abstract. Using a Markov duality satisfied by ASEP on the integer line, we deduce similar dual-
ities for half-line open ASEP and open ASEP on a segment. This leads to closed systems of ODEs
characterizing observables of the models. In the half-line case, we solve the system of ODEs using
Bethe ansatz and prove an integral formula for q-moments of the integrated current at n distinct
spatial locations. We then use this formula to confirm predictions for the moments of the multi-
plicative noise stochastic heat equation on R>0 with Robin type boundary condition and we obtain
new formulas in the case of a Dirichlet boundary condition.

1. Introduction

The asymmetric simple exclusion process (ASEP) on the one-dimensional lattice is an exactly
solvable model, in the sense that the distribution of the system – and other observables – can be
computed exactly using coordinate Bethe ansatz. This was first discovered in the totally asym-
metric case [Sch97b] (see also [Joh00] for exact formulas of a different flavour). The partially
asymmetric case was then treated in [TW08b, TW08a, TW11] and led to important progress on
the asymptotic behaviour of ASEP [TW09] and the KPZ equation [ACQ11, SS10]. Quite often, ex-
actly solvable probabilistic models admit half-space variants that are also exactly-solvable and can
be analyzed asymptotically [BR01a, BR01b, SI04, GLD12, OSZ14, BBCS18, BBNV18, BBCW18,
BBC20, KLD20, BR23, IMS22, He22]. More generally, in the context of quantum integrable sys-
tems – where the coordinate Bethe ansatz method originally comes from [Bet31] – there exists a
huge literature studying how to impose boundary conditions that preserve integrability. For the
half-line open ASEP, however, exact computations of the distribution of the integrated current and
its asymptotic analysis have remained mostly out of reach.

There are two notable exceptions. In the special case of the ASEP on Z>0 with closed boundary
conditions (no particles injected or ejected at the boundary), [TW13b] computed the transition
probabilities of the system via coordinate Bethe ansatz. An application to open ASEP was discussed
in [TW13a], but the resulting formulas are fully explicit only in the special cases of the totally
asymmetric (TASEP) and symmetric (SSEP) exclusion processes. For special values of the boundary
parameters (imposing a density ̺ = 1/2, according to the notations used below), one exact formula
was also obtained via the framework of half-space Macdonald processes in [BBCW18], and allows to
analyze the system asymptotically. However, that formula characterizes only the distribution of the
integrated current at the origin, and for a special value of boundary parameters. After the posting
of this paper on arXiv, [He23] extended the results of [BBCW18], using identities from [IMS23],
allowing two generic boundary parameter, though still restricting to the study of the integrated
current at the origin.

An immediate difficulty that arises with open systems to apply coordinate Bethe ansatz is that
the number of particles is not conserved. This issue can be resolved using an idea that was already
very useful for the ASEP on Z. Using coordinate Bethe ansatz, [TW08b] obtained integral formulas
for transition probabilities Pt(~x, ~y) for ASEP on Z, where ~x and ~y denote the positions of N particles
locations. They further showed that certain observables, for instance the distribution of a tagged
particle, can be written as a formula where one may let the number N of particles go to infinity,
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and that such observables can be written as Fredholm determinants [TW08a]. Analyzing such
Fredholm determinants asymptotically is highly non-trivial and required clever manipulations to
transform Fredholm determinants [TW09]. Another approach to analyze ASEP on Z was proposed
in [IS11, BCS14], using a Markov duality, originally discovered in [Sch97a]. We review this notion
in Section 2.1. This approach through duality allows, in general, to study particle systems on a
complicated state space (e.g. a system with possibly infinitely many particles) by reducing the
problem to diagonalizing a dual Markov process on a more convenient state space (e.g. a system
involving finitely many particles). In the case of the full-line ASEP, the dual system is the ASEP
with a fixed finite number of particles and is thus Bethe ansatz solvable.

In this paper, we adapt this approach to the half-line open ASEP. In that case, the number of
particles in the system is a priori random, and it is useful to reduce to a dual particle system with
a fixed number of particles. We do not solve the most general case but impose a condition on the
boundary injection/ejection rate that was already used in [Lig75]. We show that this condition
allows to deduce a Markov duality for half-line open ASEP from the full-space duality. Despite
the restriction on boundary parameters, we can still study the system with an arbitrary boundary
density parameter. Our main result, Theorem 2.17, is an exact integral formula for the q-moments
of the integrated current at n distinct spatial locations (the parameter q denotes the asymmetry,
see Definition 2.1 below). It is obtained by explicitly solving a system of ODEs coming from the
duality (Proposition 2.12) which characterizes these q-moments. Our solution takes the form of
a sum over partitions of integrals having a structure similar with solutions of the half-space delta
Bose gas from [BBC16].

Markov dualities for open ASEP on a half-line or a segment have been investigated in the literature
[Ohk17, Kua21a, Kua19, Kua21b, Kua22, Sch23] under various assumptions on boundary rates and
using different duality functionals. We review these works and compare them to our results in
Remark 2.5 (in the case of half-line open ASEP) and Remark 3.3 (in the case of open ASEP on
a segment). Our duality (Theorem 2.4) is a duality between half-line open ASEP generator and a
sub-Markovian generator corresponding to half-line ASEP with a constant number n of particles
elastically reflected at the boundary. As a side result, we also explain in Section 3 that in the case of
open ASEP on a segment {1, . . . , ℓ}, our approach also yields a duality (Theorem 3.2). This allows
as well to deduce a closed system of ODEs characterizing the q-moments of the integrated current,
but so far we do not know how to explicitly solve it.

Since ASEP converges in the weakly asymmetry limit to the Kardar-Parisi-Zhang (KPZ) equation
[BG97, CS18, Par19, GPS20, Yan22], our formula also sheds light on the half-line KPZ equation.
In particular, we prove moment formulas for the KPZ equation with Neumann type boundary
(Theorem 4.3). Although it seems to us that Theorem 4.3 has not been proved in the literature, the
result was anticipated in [BBC16] and could be proved alternatively using other discrete models (see
Remark 4.4). However, we also obtain new results that are related to the half-line KPZ equation
with Dirichlet boundary condition (in the sense that the exponential of the solution satisfies a
Dirichlet boundary condition). These results are used in the forthcoming paper [BBS22] to prove
the convergence of half-line ASEP with high boundary density to the half-line KPZ equation with
Dirichlet boundary condition.
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Figure 1. Jump rates in the half-line ASEP.
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2. An exact formula for the integrated currents in half-line open ASEP

We start with some definitions and notations.

Definition 2.1. The half-line (open) ASEP is a continuous time Markov process on the state-
space {0, 1}Z>0 . It describes the stochastic evolution of a system of particles on Z>0 satisfying the
exclusion rule – each site is occupied by at most one particle. The particle configurations can be
described by occupation variables

{
η =

(
ηx

)
x∈Z>0

∈ {0, 1}Z>0
}

where ηx = 0 when the site x is

empty, and ηx = 1 when it is occupied by a particle. The state η(t) at time t evolves according to
the following dynamics, depicted in Fig. 1, depending on nonnegative real parameters p, q,α and
γ: for any x ∈ Z>0, a particle jumps from site x to x + 1 at exponential rate

p ηx(1 − ηx+1) ∈ {0, p},

and from site x + 1 to x at exponential rate

q ηx+1(1 − ηx) ∈ {0, q}.

Further, a particle is created or annihilated at the site 1 at exponential rates

α (1 − η1) and γ η1.

All these events are independent. We will restrict our attention to the initial conditions with finitely
many particles in the system, such as the empty initial condition. Following [Sch97a], we define the
integrated current at site x by

Nx(η) =
+∞∑

i=x

ηi. (2.1)

We denote by L Z>0 the generator associated to this Markov process, that is the operator acting on
local functions f : {0, 1}Z>0 → R by

L
Z>0f(η) = α(1 − η1)

(
f(η+) − f(η)

)
+ γη1

(
f(η−) − f(η)

)

+
∞∑

x=1

(pηx(1 − ηx+1) + qηx+1(1 − ηx))
(
f(ηx,x+1) − f(η)

)
, (2.2)

where ηx,x+1 is the configuration obtained from η by exchanging the values of ηx and ηx+1, and η+

(resp. η−) is obtained from η by setting η1 = 1 (resp. η1 = 0).

We will denote the ratio of jump rates by q := q/p and assume that q ∈ (0, 1). We define the
functions

Qx(η) := qNx(η). (2.3)

Finally, most of our results hold under a condition on the boundary parameters,
α

p
+

γ

q
= 1. (2.4)

This condition comes from the work [Lig75, see page 240]. Introducing the density parameter
̺ := α/p, the condition (2.4) ensures that the injection rate is p̺ and the ejection rate is q(1 − ̺),
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as if the injection and ejection rates resulted from a fictitious site occupied with probability ̺ and
the particles were traveling between this fictitious site and the site 1 with the same rates p, q as in
the bulk. We will make this interpretation more precise in Section 2.2.

2.1. Background on Markov duality. We say that two Markov processes X(t) and Y (t), defined
respectively on state-spaces X and Y, are dual with respect to a function H : X × Y → R, if for all
x ∈ X, y ∈ Y, and all t > 0,

E
x [H(X(t), y)] = Ey [H(x, Y (t))] , (2.5)

where in the L.H.S., Ex denotes the expectation with respect to the Markov process X(t) started
from X(0) = x, and in the R.H.S., Ey denotes the expectation with respect to the Markov process
Y (t) started from Y (0) = y. When X = Y and Xt and Yt have the same distribution, we say
that the Markov process Xt satisfies a self-duality with respect to H. Going back to the general
case, taking derivatives in (2.5) with respect to t, and assuming the existence of generators of these
processes, Markov duality implies that

L
XH(x, y) = L

Y H(x, y), (2.6)

where L X (resp. L Y ) acts on functions from X to R (resp. from Y to R) and denotes the generator
of the Markov process X(t) (resp. Y (t)). When H is uniformly bounded and belongs to the domain
of LX for any y (resp. to the domain of LY for any x), then (2.6) also implies (2.5) (see [JK14,
Prop. 1.2]).

The full-space ASEP is the Markov process on {0, 1}Z with generator L Z, acting on local func-
tions f : {0, 1}Z → R by

L
Zf(η) =

∑

x∈Z

(pηx(1 − ηx+1) + qηx+1(1 − ηx))
(
f(ηx,x+1) − f(η)

)
. (2.7)

In order to state ASEP’s duality, it is convenient to introduce, for y ∈ Z, the sets

W
n
>y := {~x ∈ Z

n : y 6 x1 < · · · < xn} , W
n := {~x ∈ Z

n : x1 < · · · < xn} .

We introduce another operator D (n) acting on functions f : Wn → R by

D
(n)f(~x) =

∑

16i6n
xi−xi−1>1

p
(
f(~x−

i ) − f(~x)
)

+
∑

16i6n
xi+1−xi>1

q
(
f(~x+

i ) − f(~x)
)

, (2.8)

where for ~x ∈ W
n, ~x±

i := (x1, . . . , xi±1, . . . , xn), and we use the notational convention that x0 = −∞
and xn+1 = +∞. The operator D (n) is also the generator of a continuous Markov process on the
state space W

n: the full-space ASEP with n particles, where the state of the particle system is now
described by particle positions xi rather than occupation variables ηi as previously. Note that in
(2.7), p and q are the jump rates associated to right and left, while in (2.8), we have chosen the
opposite orientation. We will use the following Markov duality.

Proposition 2.2 ([BCS14, Theorem 4.2, Proposition 4.7]). Fix n > 1. The full-space ASEP with
right and left jump rates p and q (i.e. the Markov process with generator (2.7)) and the n-particle
ASEP with right and left jump rates q and p (i.e. the Markov process with generator (2.8)) are dual
with respect to

H(η, ~x) :=
n∏

i=1

Qxi(η), (2.9)

where we have extended the definitions of Qx(η) and Nx(η) in (2.3) and (2.1) to negative values of
x and η ∈ {0, 1}Z. In particular, for any η ∈ {0, 1}Z and ~x ∈ W

n,

L
ZH(η, ~x) = D

(n)H(η, ~x).
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Since D (n) is the generator of full-space ASEP, Proposition 2.2 can also be rephrased as a self-
duality, though for our purposes, it is convenient to describe the two processes differently. A
Markov (self-)duality for ASEP was first obtained by [Sch97a] with respect to a different function,

the function H̃(η, ~x) :=
∏n

i=1 Q̃xi(η) where Q̃x(η) = ηxqNx+1(η). It was inspired by the analysis of
the XXZ spin chain and proved by writing ASEP generator as a tensor product of Pauli matrices
and expressing symmetries in terms of the Uq(sl2) algebra. Another proof was provided in [BCS14]

by writing out explicitly L ZH̃ and D (n)H̃ and comparing the two expressions. Proposition 2.2
states a Markov duality with respect to the function H, and it is proved in [BCS14], also using an
explicit computation of how generators act on H. We refer to [Kua19, Section 2.6.1] for a discussion
of several Markov dualities satisfied by ASEP.

2.2. Duality for half-line ASEP under Liggett’s condition. In this Section we will use the
full-space ASEP duality from Proposition 2.2 to establish a duality for the half-line open ASEP
under Liggett’s condition 2.4. Although we will see that it can be stated as a Markov duality, it is
convenient to first introduce the following weaker notion.

Definition 2.3. Let X and Y be two state spaces. We say that the operator L X , acting on
functions X → R and the operator DY , acting on functions Y → R, are dual with respect to the
function H : X × Y → R if for all x ∈ X and y ∈ Y,

L
XH(x, y) = D

Y H(x, y).

In the following, the operator L X will be the generator of a Markov process, and the operator
DY will be of the form DY = L Y + V where L Y is the generator of a Markov process on the
state space Y and V : Y → R is a bounded function. This notion of duality was considered in
e.g. [EK09, Chap 4, Sec. 4], and can be rephrased, via the Feynman-Kac formula, as an equality
between expectations (See Corollary 2.10 and Corollary 3.5 below).

Define an operator D (n,̺) acting on functions f : Wn
>1 → R by

D
(n,̺)f(~x) =

∑

26i6n
xi−xi−1>1

p
(
f(~x−

i ) − f(~x)
)

+
∑

16i6n
xi+1−xi>1

q
(
f(~x+

i ) − f(~x)
)

+ 1x1>1p
(
f(~x−

1 ) − f(~x)
)

− 1x1=1(p − q)̺f(~x), (2.10)

with the convention that xn+1 = +∞. This operator is a sub-Markov generator, which describes the
time evolution of the transition probability of a system of n particles on Z>1 performing continuous
time simple random walks with jump rates p and q, under the exclusion constraint, with killing
at the boundary. More precisely, when the first particle is on site 1, it cannot jump left and the
process is killed with rate (p−q)̺ (we refer to [FP99] for more details on Markov processes killed at

a state-dependent rate). We will call D (n,̺) the (sub-Markov) generator of the killed n-particle half-
line ASEP. We now state a first duality result in the form that is the most convenient for our later
purposes. We then show in Section 2.3 that it implies a Markov duality (Corollary 2.8). We also
provide another probabilistic interpretation in Corollary 2.10 and further comment on the killing
mechanism in Remark 2.11.

Theorem 2.4. Fix n > 1 and assume that (2.4) holds. The generator (2.2) of the half-line open
ASEP with right and left jump rates p and q and the operator (2.10), generator of the killed n-
particle half-line ASEP with right and left jump rates q and p, are dual with respect to

H(η, ~x) :=
n∏

i=1

Qxi(η).

5



Equivalently, for any η ∈ {0, 1}Z>1 and ~x ∈ W
n
>1,

L
Z>0H(η, ~x) = D

(n,̺)H(η, ~x).

The special case of Theorem 2.4 for n = 1 was discovered in [CS18] and can be interpreted as a
microscopic Hopf-Cole transform. It was used in [CS18] to prove the convergence of half-line ASEP
(as well as open ASEP on the segment) to the KPZ equation with appropriate boundary conditions.

Proof. Liggett’s condition (2.4) allows to rewrite the generator L Z>0 by making use of some fic-
titious occupation variable η0 at site 0, where the occupation variable η0 should be thought of as
a Bernoulli random variable with parameter ̺ (recall that ̺ = α/p), independent from all other
random variables.

More precisely, let us first define, for any local function f : {0, 1}Z>0 ,

L
◦f(η) =

∞∑

x=0

(pηx(1 − ηx+1) + qηx+1(1 − ηx))
(
f(ηx,x+1) − f(η)

)
, (2.11)

that is the generator of half-line ASEP on Z>0 (instead of Z>0 as above), with no injection nor ejec-
tion of particles at site 0. Let E denote the expectation with respect to the probability distribution
on η0 such that η0 = 1 with probability ̺, and 0 with probability 1 − ̺. The variable η0 arises in
(2.11) only in the term x = 0, and under (2.4), we have E[pη0] = α and E[q(1 − η0)] = γ. Hence
for any local function f : {0, 1}Z>0 → R,

L
Z>0f(η) = E [L ◦f(η)] . (2.12)

Now, we may use the duality for full-space ASEP. First, we remark that the function H(η, ~x)
was defined for η ∈ {0, 1}Z in (2.9), but when x1 > 1, it depends only on the projection of η to
the positive occupation variables, that is, it depends only on (η1, η2, . . . ) ∈ {0, 1}Z>0 . Moreover, for
x1 > 1, when computing L ZH(η, ~x), the summation over all x ∈ Z in (2.7) can be restricted to a
summation over x > 0 (because for x < 0 and x1 > 1, H(ηx,x+1, ~x) = H(η, ~x)). This implies that
for any ~x ∈ W

n
>1 and η ∈ {0, 1}Z>0 , we have L ZH(η, ~x) = L ◦H(η, ~x). Thus, using (2.12), for all

~x ∈ W
n
>1,

L
Z>0H(η, ~x) = E [L ◦H(η; ~x)] = E

[
L

ZH(η; ~x)
]

. (2.13)

Using now Proposition 2.2,

L
Z>0H(η, ~x) = E

[
D

(n)H(η; ~x)
]

, (2.14)

where the expectation E simply means that we average over η0, which arises in Q0(η) = qη0Q1(η).
The right-hand-side of (2.14) can be seen as a polynomial in Q0(η), Q1(η), Q2(η), . . . which is linear
in Q0(η). Since only Q0(η) depends on η0, the expectation E can be computed by replacing each
occurrence of Q0(η) by (̺q + 1 − ̺)Q1(η). There is actually at most one term involving Q0(η) in
D (n)H(η; ~x), arising in the term i = 1 in (2.8) when xi = 1, and since

p
(
(̺q + 1 − ̺) − 1

)
= ̺(q − p),

we obtain that for any η ∈ {0, 1}Z>1 and ~x ∈ W
n
>1,

L
Z>0H(η, ~x) = D

(n,̺)H(η; ~x).

�
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Remark 2.5. Markov dualities for half-line ASEP or open ASEP on a segment have been in-
vestigated in earlier references under various assumptions on boundary rates, involving different
observables than the function H(η, ~x). In particular, in the half-line case, a duality between half-
line open ASEP with parameters α = 1, γ = 0 and the same process with parameters γ = 1,α = 0
was found in [Kua19], with respect to Schütz’s functional. In [Kua22] another self-duality result was
proved for half-line open ASEP with rates p ∈ (0, 1), q = 1,α ∈ (0, 1) and γ = 1, but the duality
functional is more complicated (the expression is given in [Kua22, Theorem 1.3]).

Remark 2.6. The fact that the full-line ASEP also satisfies a duality with respect to the function
H̃(η, ~x) might be used to show some analogue of Theorem 2.4 involving the functional H̃(η(t), ~x).
However, the boundary condition in that case would take a significantly more complicated form, so
we chose not to pursue further this direction. More generally, Markov dualities have been proved
in the last few years for a number of other Markov processes [CP16, CGRS16b, CGRS16a, Kua18,
CFG+19, CGR21, Kua21b, CdGW20, KLL+20, CFG21, FKZ22]. It would be interesting if our
method using fictitious sites applies to some of these other systems as well.

Remark 2.7. If we do not assume condition (2.4), it does not seem that one can prove a duality
with respect to the function H(η, ~x). More precisely, it can be shown that for all ~x ∈ W

n
>2 and

η ∈ {0, 1}Z>0 ,

L
Z>0H(η, ~x) = D

(n)H(η, ~x),

while if x1 = 1,

L
Z>0H(η, ~x) = (αq + γ)H(η, 2, x2, . . . , xn) − (α + γ)H(η, 1, x2, . . . , xn) + D

(n−1)H(η, 1, x2, . . . , xn)

where D (n−1) is understood as acting on functions of (x2 < · · · < xn). Hence, L Z>0H(η, ~x) involves
the values of H(η, ~y) for some ~y 6∈ W

n
>1 (when x1 = 1 and x2 = 2).

2.3. Markov duality. Theorem 2.4 is a duality of operators between the generator L Z>0 and the
sub-Markov generator D (n,̺). In this section, we show that it implies a Markov duality in the sense
of (2.5).

A sub-Markov process can often be seen as a Markov process on a state space augmented by a
cemetery state which we will denote by the symbol ∂ (following the notations in [FP99]). Consider

the state space W(n) := W
n
>1 ∪ {∂} and the continuous-time Markov process x(t) ∈ W(n) such that

when x(t) = ~x ∈ W
n
>1, the dynamics are the same as in the n-particle ASEP on Z>0 with closed

boundary conditions and jump rates p to the left and q to the right, except that when x1 = 1, the
process jumps to the cemetery state ∂ at rate ̺(p − q). Formally, this is the Markov process on

W(n) with generator Dn,∂ defined on functions f : W(n) → R by

D
(n,∂)f(~x) =

∑

26i6n
xi−xi−1>1

p
(
f(~x−

i ) − f(~x)
)

+
∑

16i6n
xi+1−xi>1

q
(
f(~x+

i ) − f(~x)
)

+ 1x1>1p
(
f(~x−

1 ) − f(~x)
)

+ 1x1=1(p − q)̺ (f(∂) − f(~x)) , (2.15)

when x = ~x ∈ W
n
>1 and D (n,∂)f(x) = 0 if x = ∂. Define the function

H(η; x) :=

{
H(η; ~x) if x = ~x ∈ W

n
>1,

0 if x = ∂.

Corollary 2.8. Assume that (2.4) holds. For any x ∈ W(n) and η ∈ {0, 1}Z>0 , we have

E
η [H(η(t), x)] = Ex [H(η, x(t))] , (2.16)

where in the left-hand-side E
η denotes the expectation with respect to the half-line ASEP (i.e. the

Markov process η(t) on {0, 1}Z>0 with generator (2.2)) starting from initial condition η, and in the
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right-hand-side, Ex denotes the expectation with respect to the process x(t) on W(n) with generator
(2.15), starting from initial condition x.

Proof. Let us show that for any x ∈ W(n) and η ∈ {0, 1}Z>0 ,

L
Z>0H(η; x) = D

(n,∂)H(η; x). (2.17)

When x = ∂, (2.17) holds since both sides equal 0. Assume now that x = ~x ∈ W
n
>1. In that case,

L Z>0H(η; x) = L Z>0H(η; ~x) by definition of the function H, and since H(η; ∂) = 0, the definition of

Dn,∂ in (2.15) shows that D (n,∂)H(η; ~x) = D (n,̺)H(η; ~x). Thus, Theorem 2.4 implies (2.17). Finally,
since H is bounded, the duality of generators implies (2.16) (see [JK14, Prop. 1.2]). �

2.4. A system of ODEs for half-line ASEP. In this section, we show how the duality from
Theorem 2.4 can be used to find a closed system of ODEs that characterize the function of (t, ~x) 7→
E[

∏n
i=1 Qxi(η(t))].

Proposition 2.9. Assume that (2.4) holds and fix some initial state η ∈ {0, 1}Z>0 with finitely
many particles. There exists a unique function u : R+ × W

n
>1 → R which satisfies

(1) For all ~x ∈ W
n
>1 and t ∈ R+,

d

dt
u(t; ~x) = D

(n,̺)u(t; ~x), (2.18)

where we recall that D (n,̺) is defined in (2.10);
(2) For any T > 0, there exist constants c, C > 0 such that for all t ∈ [0, T ] and ~x ∈ W

n
>1,

|u(t; ~x)| 6 C
n∏

i=1

ec|xi|. (2.19)

(3) For any ~x ∈ W
n
>1, u(0; ~x) = H(η, ~x).

The solution to (1),(2) and (3) above is such that for all ~x ∈ W
n
>1 and t ∈ R+, u(t, ~x) =

E
η[H(η(t), ~x))], where E

η denotes the expectation with respect to half-line ASEP with initial condi-
tion η.

Proof. We will show that the function (t, ~x) 7→ E
η[H(η(t), ~x))] is the unique solution to (1), (2) and

(3). We have that

d

dt
E

η [H(η(t), ~x)] = L
Z>0E

η [H(η(t), ~x)]

= E
η

[
L

Z>0H(η(t), ~x)
]

= E
η

[
D

(n,̺)H(η(t), ~x)
]

= D
(n,̺)

E
η [H(η(t), ~x)] .

The first equality holds by definition of the generator, the second uses the commutation between
generator and semi-group, the third uses Theorem 2.4 and the last equality holds by linearity
of the expectation and the fact that D (n,̺)H(η(t), ~x) is simply a finite sum. This implies that
E

η [H(η(t), ~x)] must satisfy conditions (1) of the statement of the Proposition. The condition (2)
is obviously satisfied because H(η, ~x) < 1. The condition (3) is satisfied by definition (the initial
condition of the process η(t) is η).

Let us now turn to the uniqueness. Assume that we have two solutions u1 and u2 with the same
initial data and let g = u1 − u2. Let E~x denote the expectation with respect to the sub-Markov
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process ~x(t) with initial condition ~x and generator D (n,̺). Using (2.18) and Kolmogorov’s backward
equation, for all ~x ∈ W

n
>1,

d

dt
E~x [g(t, ~x(T − t))] = 0. (2.20)

Thus, the function is constant, and comparing the values at t = 0 and t = T , we obtain that
g(t, ~x) = 0 for all ~x ∈ W

n
>1, hence the uniqueness. We refer to [BCS14, Appendix C] and [BC16,

Proposition 3.6] for details about why E~x [g(t, ~x(T − t))] is well-defined, continuous and differentiable
and how the growth hypothesis (2.19) is used in proving so. �

Using Proposition 2.12, we can reformulate the duality of operators in Theorem 2.4 as an equality
of expectations (different from Corollary 2.8).

Corollary 2.10. Assume that (2.4) holds and fix ~x ∈ W
n
>1 and some initial state η ∈ {0, 1}Z>0

with finitely many particles. Then,

E
η [H(η(t), ~x)] = E~x

[
H(η, ~x(t))e−̺(p−q)

∫ t

0
1x1(s)=1ds

]
, (2.21)

where E
η denotes the expectation with respect to half-line ASEP with initial condition η, and E~x

denotes the expectation with respect to the Markov process ~x(t) on W
n
>1 with generator D (n,0), that

is the ASEP on Z>0 with closed boundary conditions and jump rates p to the left and q to the right.

Proof. By Proposition 2.12, it suffices to check that the function

f(t; ~x) := E~x

[
H(η, ~x(t))e−̺(p−q)

∫ t

0
1x1(s)=1ds

]

satisfies the three conditions in Proposition 2.12. Observe that D (n,̺) = D (n,0) + V (̺) where the
function V (̺) : Wn

>1 → R is V (̺)(~x) = −̺(p−q)1x1=0. Since V (̺) and H are bounded, the condition
(2) is clearly satisfied. Condition (3) is satisfied as well, since we assumed that the process ~x(t)
starts from ~x(0) = ~x. To check condition (1), we first write

f(t; ~x) = E~x(−t)=~x

[
H(η, ~x(0))e

∫ 0

−t
V (̺)(~x(s))ds

]
.

Then,

d

dt
f(t; ~x) =

D
(n,0)

E~x(−t)=~x

[
H(η, ~x(0))e

∫ 0

−t
V (̺)(~x(s))ds

]
+ E~x(−t)=~x

[
V (̺)(~x(−t))H(η, ~x(0))e

∫ 0

−t
V (̺)(~x(s))ds

]
=

D
(n,̺)f(t; ~x).

In the first equality we have used Kolmogorov’s backward equation. In the second equality, we
use the initial condition ~x(−t) = ~x to recognize the action of D (n,̺). Hence, f(t; ~x) satisfies the
three conditions in Proposition 2.12, which concludes the proof. Alternatively, Condition (3) can
be viewed as an instance of the Feynman-Kac formula for a continuous time Markov process on a
countable state space with bounded potential V (̺). In particular, Corollary 2.10 can be deduced
from Theorem 2.4 using [EK09, Corollary 4.13] (see also [Kes86, Eq. (48)]). �

Remark 2.11. The factor e−̺(p−q)
∫ t

0
1x1(s)=1ds in (2.21) can be interpreted as the probability that

the killed n-particle half-line ASEP discussed above is not killed up to time t (or, equivalently, the
probability that x(t) 6= ∂, in the setting of Section 2.3). Indeed, the process x(t) can be constructed
as follows. Let ~x(t) be the Markov process on W

n
>1 with generator D (n,0) as in Corollary 2.10 and

let (Ft)t>0 denote the associated filtration. Let E be an independent exponential random variable
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with rate ̺(p − q), and define a local time L(t) =
∫ t

0 1x1(s)=1ds. Then, for any t such that L(t) < E ,
x(t) = ~x(t), and when the clock rings, that is when L(t) = E , the process jumps to x(t) = ∂ where
it stays forever. Conditionally on Ft, P(E > L(t)) = e−̺(p−q)L(t). Since H vanishes when x = ∂

Ex [H(η, x(t))] = E~x [Ex [H(η; x(t))|Ft]] = E~x

[
H(η; ~x(t))e−̺(p−q)L(t)

]
,

so that Corollary 2.10 and Corollary 2.8 are equivalent.

It is not a priori clear how to find an explicit formula solving the system of equations from
Proposition 2.9. We now use a reformulation of ASEP’s Kolmogorov equation as a system of ODEs
on a larger space subject to boundary conditions. This was already used in solving full-line ASEP
via Bethe ansatz in [Sch97b, TW08b, BCS14] and half-line ASEP with closed boundary conditions
[TW13b].

Proposition 2.12. Assume that (2.4) holds and fix some initial state η ∈ {0, 1}Z>0 with finitely
many particles. . If u : R+ × Z

n
>0 → R solves

(1) For all ~x ∈ Z
n
>1 and t ∈ R+,

d

dt
u(t; ~x) = ∆p,qu(t; ~x),

where

∆p,qf(~x) =
n∑

i=1

pf(~x−
i ) + qf(~x+

i ) − (p + q)f(~x); (2.22)

(2) For all ~x ∈ Z
n
>1 such that for some i ∈ {1, . . . , n − 1}, xi+1 = xi + 1, we have

pu(t; ~x−
i+1) + qu(t; ~x+

i ) = (p + q)u(t; ~x);

(3) For all t ∈ R+ and (x2, . . . , xn) ∈ W
n−1
>2 ,

u(t; 0, x2, . . . ) = (̺q + 1 − ̺)u(t; 1, x2, . . . ); (2.23)

(4) For any T > 0, there exist constants c, C > 0 such that for all t ∈ [0, T ] and ~x ∈ W
n
>1,

|u(t; ~x)| 6 C
n∏

i=1

ec|xi|;

(5) For any ~x ∈ W
n
>1, u(0; ~x) = H(η, ~x).

Then for all ~x ∈ W
n
>1 and t ∈ R+, u(t, ~x) = E

η[H(η(t), ~x))], where E
η denotes the expectation with

respect to half-line ASEP with initial condition η.

Proof. Assume that u satisfies conditions (1) to (5). The conditions (1) and (2) are a well-known
reformulation of ASEP’s generator, see [Sch97b, Section 2] (see also [TW08b, Eq. (2.2)] or [BCS14,
Proposition 4.10] for instance). It ensures that for all ~x ∈ W

n
>1,

d

dt
u(t; ~x) = D

(n)u(t; ~x).

Then, the boundary condition (2.23) when x1 = 1 ensures that for all ~x ∈ W
n
>1, D (n)u(t; ~x) =

D (n,̺)u(t; ~x). Thus condition (1) of Proposition 2.9 is satisfied. The conditions (4) and (5) above
are the same as the conditions (2) and (3) from Proposition 2.9. Hence we may apply Proposition
2.9 to conclude the proof. �

2.5. Exact integral formulas. In this section, we provide an integral formula for the function
vn(t; ~x) = E

∅ [Qx1(η(t)) . . . Qxn(η(t))] for half-line ASEP with empty initial condition. To do that,
our goal is to find a function that satisfies the conditions of Proposition 2.12 with vn(0; ~x) = 1,
corresponding to the empty initial condition.
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2.5.1. Comparison with earlier work. For the full space ASEP, an analogue of Proposition 2.12
was proved in [BCS14] and involves the same conditions except condition (3). Inspired by the
coordinate Bethe ansatz [IS11] and by the theory of Macdonald processes [BC14], an ansatz was
proposed in [BCS14] to find solutions of the conditions (1) (2) (4) and (5) of Proposition 2.12. The
idea is to look for functions vn(t; ~x) that take the form of a function of n complex variables with
some specific structure, integrated over contours in the complex plane that are nested into each
other. This nested contour integral ansatz was later shown to apply to a variety of other models
[CP15, Cor15, BCG16, BC16, BC17]. For half-space models, a variant of the nested contour integral
ansatz was suggested in [BBC16] to solve the half-line delta Bose gas, and formulas with a similar
structure were proved for a model of random walks in random environment in a half-space [BR23].
The formulas in these two works take the same form as moments of half-space Macdonald processes
[BBC20]. In particular, the q-moments of the height function of the half-space stochastic six vertex
model can be computed as reasonably simple nested contour integral formulas [BBC20, Section 5].
Since the half-space stochastic six vertex model considered in [BBC20] converges to the half-line
open ASEP with ̺ = 1/2 (as shown in [BBCW18]), it is reasonable to expect that q-moments of
the half-line open ASEP can also be written as nested contour integrals, at least when ̺ = 1/2.
Unfortunately, this is not the case, the nested contour integral ansatz does not work for the half-line
open ASEP, even for ̺ = 1/2. This issue was already anticipated in [BBC20], which suggested that
after expanding the moment formulas for the half-space six vertex model as a sum over certain
residues, the formulas might have a meaningful ASEP limit.

Thus, partly inspired by the formulas from [BBC20, Section 5], and partly inspired by residue
expansions arising in [BBC16, Section 7.3], we will define the function vn(t; ~x) as a sum over residues
instead of a simple nested contour integral, and check that it satisfies the conditions of Proposition
2.12. The structure of the residue expansion is quite intricate, but we will see that in the KPZ
equation limit in Section 4, the sum over residues can be rewritten as a relatively simple contour
integral, as predicted in [BBC16].

2.5.2. Residue subspaces. Before stating our formula for vn(t; ~x) we need to introduce some notations
to define the residues that arise in the formula. The residues will be indexed by integer partitions
and diagrams that we define below. We recall that an integer partition is a non-increasing finite
sequence of positive integers. We say that the partition λ = (λ1, λ2, . . . , λℓ(λ)) is a partition of n,

denoted λ ⊢ n, if
∑ℓ(λ)

i=1 λi = n. The number ℓ(λ) is called the length of the partition λ. For a given
partition λ ⊢ n, we consider diagrams formed by ℓ(λ) lines of numbers separated by arrows, of the
following form:

i1
+−→ i2

+−→ . . .
+−→ iµ1−1

+−→ iµ1

−←− iµ1+1
+←− . . .

+←− iλ1

j1
+−→ j2

+−→ . . .
+−→ jµ2−1

+−→ jµ2

−←− jµ2+1
+←− . . .

+←− jλ2

...

The diagrams are such that

• all integers i1, i2, . . . , j1, j2, . . . are distinct elements of {1, . . . , n}, so that every integer in
{1, . . . , n} appears exactly once in the diagram;

• all directed arrows go from a larger integer to a smaller one;
• on each line, arrows change from pointing right to pointing left at most once, i.e., the

sequence of numbers is decreasing, until a certain minimum, and then it is increasing. We
denote by µi the index of the minimal number on the ith line, around which arrows change
orientation. Note that when µi = 1, all arrows are pointing left, and when µi = λi, all
arrows are pointing right;
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• all arrows bear a plus sign, except for the first arrow pointing left in each row (when there
is one such arrow) which bears a minus sign.

Example 2.13. For the partition λ = (4, 3, 1, 1), there exists many possible diagrams, such as the
following three diagrams:

7
+−→ 5

+−→ 1
−←− 3

2
−←− 4

+←− 9

6

7

7
+−→ 5

+−→ 1
−←− 3

2
−←− 4

+←− 9

7

6

7
+−→ 1

−←− 3
+←− 5

9
+−→ 4

+−→ 2

6

7
Note that the left and middle diagrams, which differ only by a permutation of the last two lines,
are considered as different diagrams.

We denote by S(λ) the set of all such diagrams and we will generally denote by the letter I one
such diagram. Now, we will define a procedure to associate to any diagram I ∈ S(λ) a certain
residue subspace as follows. Recall that for a meromorphic function f with a simple rational pole
at a, its residue at a, denoted Res

z→a
{f(z)}, is simply given by

Res
z→a

{f(z)} = (z − a)f(z)
∣∣∣
z=a

.

For a function f(~z) of n complex variables that is meromorphic in each variable, we can similarly
consider its residue in the variable z1 at r(~z), where r(~z) does not depend on z1 and is a rational
function of the remaining variables z2, . . . , zn that we treat as constants. Again, assuming the pole
is a simple rational pole, the residue is given by

Res
z1→r(~z)

{f(~z)} = f(~z)(z1 − r(z2, . . . , zn))
∣∣∣
z1=r(~z)

,

and can be seen as a function of variables z2, . . . , zn. More generally, for indices i1, . . . , ik ∈
{1, . . . , n}, we may compute successively the residue in zi1 at r1(~z) (where r1(~z) is a rational
function of the variables zj for j 6= i1), the residue in zi2 at r2(~z) (where r1(~z) is a rational function
of the variables zj for j 6= i1, i2), etc. until the residue in the variable zik

at rk(~z) (where rk(~z) is
a rational function of the variables zj for j 6= i1, . . . , ik). Assuming the poles are simple rational
poles, which will be the case below, this multi-residue is given by

Res
zi1

→r1(~z)
...

zik
→rk(~z)

{f(~z)} = f(~z)
k∏

j=1

(zij − ri(~z))

∣∣∣∣∣zi1
=r1(~z)
...

zik
=rk(~z)

. (2.24)

Now, for a diagram I ∈ S(λ) with λ ⊢ n, we will define a multi-residue of the form (2.24) with
k = n − ℓ(λ), that is, we will compute residues in as many variables as the number of arrows in the
diagram I, according to the following rules:

• for each any arrow of the form a
+−→ b or b

+←− a we compute the residue in the variable za

at qzb;

• for each arrow of the form a
−←− b we compute the residue in the variable zb at 1/za.

We will denote this multi-residue by Res
I

{f(~z)}. We may compute the residues associated to

different lines in I in any order. However, within a line, the residues must be computed in an
appropriate order so that (2.24) can be applied. Such an order can always be found, it suffices
to start from the extremities of the line and follow the arrows. After computing all the residues,
Res

I
{f(~z)} only depends on the variables zj for each j being the minimal number on one of the
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lines of the diagram I. In other terms, Res
I

{f(~z)} is a function of the variables ziµ1
, zjµ2

, . . . There

are as many variables as the length of the partition λ.

Example 2.14. For the partition (1, 1, . . . ), there is only one possible diagram where each line has
a unique number and no arrow. In that case, Res

I
{f(~z)} = f(~z).

Example 2.15. For n = 7, λ = (4, 2, 1) and

6
+−→ 1

−←− 2
+←− 3

I = 5
+−→ 4

7

To determine Res
I

{f(~z)} one can compute successively the residue in z6 at qz1 , the residue in z3

at qz2, the residue in z2 at 1/z1 and finally the residue in z5 at qz4, and one obtains

Res
I

{f(~z)} = (z6 − qz1)(z2 − 1/z1)(z3 − qz2)(z5 − qz4)f(z1, z2, z3, z4, z5, z6, z7)

∣∣∣∣∣ z6=qz1

z2=1/z1

z3=q/z1
z5=qz4

.

Remark 2.16. The diagrams defined in [BBC16] are slightly more general, allowing the arrows

surrounding iµ1 , jµ2 , . . . to be of the form
+−→ iµ1

−←− or
−−→ iµ1

+←−, but the residual subspaces
associated to the latter arrows can be obtained from the former arrows after reflecting the numbers
around iµ1 . This double counting is the reason why a factor 2m2+m3+... is present in [BBC16, Eq.
(45)] but not in our equation (2.27) below. Note also that arrows in [BBC16] go from smaller to
larger integers, while our arrows go from larger to smaller integers, but this is inconsequential up
to reordering variables.

2.5.3. Formula for E [Qx1(η(t)) . . . Qxn(η(t))]. Let us first define a function of n complex variables
~z = (z1, . . . , zn) ∈ C

n by

φ~x(~z) = q
n(n−1)

2

∏

i<j

zi − zj

qzi − zj

1 − qzizj

1 − zizj

n∏

j=1

Fxj (zj)

zj
, (2.25)

where

Fx(z) =
1 − qz2

1 − z
exp

(
(1 − q)2zpt

(1 − z)(1 − qz)

) (
1 − z

1 − qz

)x ̺

̺ + (1 − ̺)z
. (2.26)

We denote by C the positively oriented circle of radius 1/
√

q around 0. Using these definitions, we
are now able to define a function vn(t; ~x) as

vn(t; ~x) :=
∑

λ⊢n

(−1)n−ℓ(λ)

m1!m2! . . .

∑

I∈S(λ)

∮

C

dziµ1

2iπ

∮

C

dzjµ2

2iπ
. . . Res

I
{φ~x(~z)} , (2.27)

where m1, m2, . . . denotes the respective multiplicities of 1, 2, . . . in the partition λ.

Theorem 2.17. Assume (2.4), let ̺ = α/p and assume that ̺ ∈
(

1
1+

√
q , 1

]
. For any n ∈ Z>1, t > 0

and x ∈ W
n
>1,

E [Qx1(η(t)) . . . Qxn(η(t))] = vn(t; ~x), (2.28)

where vn is defined by (2.27). In particular, for any x > 1,

E[qNx(t)] =

∮

C

dz

2iπ

Fx(z)

z
, (2.29)
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and for any 1 6 x1 < x2,

E[qNx1(t)+Nx2 (t)] =

∮

C

dz1

2iπ

∮

C

dz2

2iπ
φ~x(z1, z2)+

(1 − q)

∮

C

dz

2iπ

1 − q2z2

1 − qz2

Fx1(z)Fx2(qz)

qz
+ (1 − q)

∮

C

dz

2iπ

1 − z2

1 − qz2

Fx1(z)Fx2(1/z)

z
. (2.30)

The condition ̺ ∈
(

1
1+

√
q , 1

]
is a technical restriction. It is equivalent to ̺

1−̺ > 1√
q , which ensures

that the only singularity of the function Fx(~z), defined in (2.26), inside the contour C is at z = 1.
We expect that for values of ̺ that do not satisfy this restriction, vn(t; ~x) should be given by the
analytic continuation in ̺ of (2.27), but it would be quite cumbersome to write it explicitly, so we
do not pursue this.

Remark 2.18. The specific form of the function φ~x(~z) is inspired from several recent works on
integrable half-space probabilistic systems, namely half-line ASEP with closed boundary [TW13b]
and the stochastic six-vertex model in a half-quadrant [BBC20, section 5] (see also [BBC16] and
[BR23] for integral formulas with a similar structure).

2.6. Proof of Theorem 2.17. To prove Theorem 2.17, we will check below that the function
vn(t; ~x) defined in (2.27) satisfies the conditions from Proposition 2.12.

2.6.1. Condition (1). We have

∆p,q
(

1 − z

1 − qz

)x

=
(1 − q)2zp

(1 − z)(1 − qz)

(
1 − z

1 − qz

)x

,

where ∆p,q was defined in (2.22) and acts on functions of the variable x. Hence, we have that
d
dtφ~x(~z) = ∆p,qφ~x(~z), and by linearity of the integral and residues, we conclude that

d

dt
vn(t; ~x) = ∆p,qvn(t; ~x).

2.6.2. Condition (2). When xi + 1 = xi+1,

pvn(t; ~x−
i+1) + qvn(t; ~x+

i ) − (p + q)vn(t; ~x)

has the same expression as vn(t; ~x−
i+1) in (2.27), with an extra factor

p + q

(
1 − zi

1 − qzi

) (
1 − zi+1

1 − qzi+1

)
− (p + q)

(
1 − zi+1

1 − qzi+1

)
=

(p − q)(qzi − zi+1)

(1 − qzi)(1 − qzi+1)

in the function φ~x. This extra factor brings poles at zi = 1/q and zi+1 = 1/q located outside the
contour C, and it brings a factor (qzi −zi+1) which cancel the one present in the denominator. More
precisely, we write

pvn(t; ~x−
i+1) + qvn(t; ~x+

i ) − (p + q)vn(t; ~x) =
∑

λ⊢n

(−1)n−ℓ(λ)

m1!m2! . . .

∑

I∈S(λ)

∮

C

dziµ1

2iπ

∮

C

dzjµ2

2iπ
. . . Res

I

{
φ̃(~z)

}
,

(2.31)
where

φ̃(~z) =
(p − q)(qzi − zi+1)

(1 − qzi)(1 − qzi+1)
φ~x−

i+1
(~z). (2.32)

Our goal is to show that (2.31) equals 0. We will show that for each λ, the term indexed by λ in
(2.31) vanishes. For each λ, we will show that for some diagrams I ∈ S(λ), the term indexed by
I in (2.31) equals 0, while for other diagrams, we will show that their contribution exactly cancels
that of another diagram. More precisely, we will use several times the following argument. For a
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certain subset of diagrams I ⊂ S(λ), we will introduce an involution σ : I → I on diagrams such
that ∮

C

dziµ1

2iπ

∮

C

dzjµ2

2iπ
. . . Res

I

{
φ̃(~z)

}
= −

∮

C

dziµ1

2iπ

∮

C

dzjµ2

2iπ
. . . Res

σ(I)

{
φ̃(~z)

}
. (2.33)

Since an involution is in particular a bijection, we may write that

∑

I∈I

∮

C

dziµ1

2iπ

∮

C

dzjµ2

2iπ
. . . Res

I

{
φ̃(~z)

}
=

∑

I∈I

∮

C

dziµ1

2iπ

∮

C

dzjµ2

2iπ
. . . Res

σ(I)

{
φ̃(~z)

}
,

so that using (2.33),

∑

I∈I

∮

C

dziµ1

2iπ

∮

C

dzjµ2

2iπ
. . . Res

I

{
φ̃(~z)

}
= −

∑

I∈I

∮

C

dziµ1

2iπ

∮

C

dzjµ2

2iπ
. . . Res

I

{
φ̃(~z)

}
= 0. (2.34)

Another way to interpret (2.33) is that in the sum (2.34), the terms corresponding to a diagram I and
its image σ(I) exactly cancel each other, and when I = σ(I), (2.33) shows that the corresponding
term is the opposite of itself, hence equal to zero.

Fix some partition λ ⊢ n. It is convenient to partition the set of diagrams S(λ) into the following
four cases:

(1) The number i and i + 1 occur in the diagram I in neighbouring positions on the same line,

separated by an arrow bearing a plus sign, that is, the diagram I contains i + 1
+−→ i or

i
+←− i + 1.

(2) The number i and i + 1 occur in the diagram I in neighbouring positions on the same line,

separated by an arrow bearing a minus sign, that is, the diagram I contains i
−←− i + 1.

(3) The numbers i and i + 1 occur in the diagram I in the same line but not in neighbouring
positions, in which case they are necessarily separated by an arrow bearing a minus sign.

(4) The numbers i and i + 1 belong to two different lines in the diagram I.

We treat these four cases separately below.

Case (1): By (2.32), the function φ̃ has no singularity when zi+1 = qzi, so that for any diagram

I containing i + 1
+−→ i or i

+←− i + 1, then Res
I

{
φ̃(~z)

}
= 0.

Case (2): Any diagram I in that case contains i
−←− i + 1. For such a diagram I, the line in the

diagram I containing the arrow i
−←− i + 1 takes the form

A
+−→ i

−←− i + 1
+←− B, (2.35)

where A and B are (possibly empty) sequences of numbers separated by arrows that we call snippets.
To this diagram I, we associate the diagram σ(I) obtained from I by changing the line (2.35) to

B′ +−→ i
−←− i + 1

+←− A′,

where A′ (resp B′) is obtained from A (resp. B) by reversing the direction of arrows and reordering
the numbers between them.

Example 2.19. Assume that i = 1 and consider the diagram

I = 8
+−→ 6

+−→ 1
−←− 2

+←− 3
+←− 7

5
+−→ 4.

In this case, the snippets A and B in (2.35) are A = 8
+−→ 6 and B = 3

+←− 7, so that A′ = 6
+←− 8,

B′ = 7
+−→ 3 and

σ(I) = 7
+−→ 3

+−→ 1
−←− 2

+←− 6
+←− 8

5
+−→ 4.
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It is clear that σ is an involution of the set of diagrams belonging to case (2). Consider then the

expression Res
I

{
φ̃(~z)

}
, as a function of the variable zi. Due to the form of the function φ̃ in (2.44),

we see that by the change of variables zi → 1/zi,
∮

C

dzi

2iπ
Res

I

{
φ̃(~z)

}
= −

∮

C′

dzi

2iπ
Res
σ(I)

{
φ̃(~z)

}
, (2.36)

where the contour C′ is a positively oriented circle of radius
√

q, and recall that in the right-hand-

side, Res
σ(I)

{
φ̃(~z)

}
is as a function of the variable zi. We will now show that we can deform the

contour C′ to C, so that
∮

C

dzi

2iπ
Res

I

{
φ̃(~z)

}
= −

∮

C

dzi

2iπ
Res
σ(I)

{
φ̃(~z)

}
. (2.37)

Before proving that this deformation of contours is valid, let us illustrate how (2.36) works through
the following example.

Example 2.20. Let us consider the minimal example of the case n = 2, λ = (2), and I = 1
−←− 2.

In this case, σ(I) = I. We have, letting x = x1 = x2 − 1,

φ̃(z1, z2) = q
(p − q)(qz1 − z2)

(1 − qz1)(1 − qz2)

z1 − z2

qz1 − z2

1 − qz1z2

1 − z1z2

Fx(z1)

z1

Fx(z2)

z2
, (2.38)

so that

Res
z2→1/z1

{φ̃(~z)} =
−q(p − q)(1 − q)(z1 − 1/z1)

(1 − qz1)(1 − q/z1)

Fx(z1)Fx(1/z1)

z1
.

Due to the factor (z1 − 1/z1), we see that under the change of variables z1 → 1/z1,
∮

C

dz1

2iπ
Res

z2→1/z1

{φ̃(~z)} = −
∮

C′

dz1

2iπ
Res

z2→1/z1

{φ̃(~z)}, (2.39)

which is a special case of (2.36). Furthermore, we notice that

Fx(z)Fx(1/z) =

1 − qz2

1 − z

1 − q/z2

1 − 1/z
exp

(
(1 − q)2pt(1 + q)z

(1 − qz)(q − z)

) (
1 − z

1 − qz

)x (
1 − 1/z

1 − q/z

)x ̺

̺ + (1 − ̺)z

̺

̺ + (1 − ̺)/z
.

(2.40)

While both Fx(z) and Fx(1/z) have an essential singularity at z = 1, in (2.40), the exponential
term in the product no longer has a singularity at z = 1. Moreover, the denominators (1 − z) and

(1 − 1/z) in (2.40) are canceled by the factors
(

1−z
1−qz

)x (
1−1/z
1−q/z

)x
since x > 1. Thus, (2.20) has no

singularity at z = 1, so that one may deform the contour C′ to C in (2.39), and conclude that
∮

C

dz1

2iπ
Res

z2→1/z1

{φ̃(~z)} = −
∮

C

dz1

2iπ
Res

z2→1/z1

{φ̃(~z)} = 0.

Going back to the general case, since the function Fx(z) has singularities at z = 1, z = 1/q and
z = −̺/(1 − ̺), (2.40) implies that for any nonnegative integers r, s, the function

Fx(qrz) . . . Fx(qz)Fx(z)Fx(1/z)Fx(q/z) . . . Fx(qs/z) (2.41)

has no singularities at z = 1. Letting ω = −̺/(1 − ̺), we see that (2.41) has singularities only at
the points

qs+1, qs, . . . , q2, q, q−1, q−2 . . . , q−r−1 and ωq−r, . . . , ω, 1/ω, . . . , qs/ω.

In particular, since |ω| > 1/
√

q by hypothesis, (2.41) has no singularities in the annulus formed
by complex numbers with radius in [

√
q, 1/

√
q]. This implies that in (2.36), the contour C′ can be
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deformed to become C without encountering any singularities, so that (2.37) holds. Using (2.34),
we have proven that the sum of terms in (2.31) over all diagrams I corresponding to case (2) is zero.

Case (3): For any diagram I belonging to that case, there exist a number k < i such that the
diagram I contains the snippet

i
+−→ A

+−→ k
−←− B

+←− i + 1, (2.42)

or
i + 1

+−→ A
+−→ k

−←− B
+←− i, (2.43)

where A and B are (possibly empty) sequences of numbers separated by arrows. Here we do not
mean that one line of I has the form of (2.42) or (2.43), but rather that one line of the diagram I
contains one of those snippets. There may be more arows on the left/right of the numbers i and

i + 1. Since the function φ̃ can be written as

φ̃(~z) = (zi − zi+1)
1 − qzizi+1

1 − zizi+1
f (zi; {zj}j 6=i,i+1) f (zi+1; {zj}j 6=i,i+1) , (2.44)

for some function f , the contribution of a diagram I containing (2.42) exactly cancels the contri-
bution of the diagram σ(I) where σ(I) is exactly the same as I up to the replacement of (2.42)
by (2.43) and vice-versa. Again, it is clear that σ defined an involution. Due to the prefactor

(zi − zi+1) in (2.44), we find that Res
I

{
φ̃(~z)

}
= −Res

σ(I)

{
φ̃(~z)

}
, so that we may apply (2.34) to the

set of diagrams in case (3).
Case (4): Now we consider the case when the diagram I contains snippets of the form

A ←→ i ←→ B (2.45)

C ←→ i + 1 ←→ D,

where the arrows ←→ may be any type of arrow among
+−→,

+←− and
−←−. Consider the diagram

σ(I) obtained from I by replacing the snippet (2.45) by

A ←→ i + 1 ←→ B (2.46)

C ←→ i ←→ D,

assuming that the arrows in (2.45) and the corresponding ones in (2.46) are of the same type. Let
us call a the minimal number in the first line of (2.45) and b the minimal number in the second line
of (2.45), and let us call a′, b′ the minimal numbers in the lines of (2.46) ((a, b) and (a′, b′) are not
necessarily the same). By the change of variables (za, zb) → (zb′ , za′), we have that by (2.44),

∮

C

dza

2iπ

∮

C

dzb

2iπ
Res

I

{
φ̃(~z)

}
= −

∮

C

dza

2iπ

∮

C

dzb

2iπ
Res
σ(I)

{
φ̃(~z)

}
. (2.47)

The minus term comes from the factor za − zb in φ̃(~z). Again, we may apply (2.34) to the set of
diagrams in case (4).

Example 2.21. To illustrate how (2.47) works, let us consider the minimal example of the case
n = 2, λ = (1, 1), in which case the only possible diagram is a diagram without any arrows. The

function φ̃ already calculated in (2.38) simplifies to

φ̃(z1, z2) =
q(p − q)(z1 − z2)

(1 − qz1)(1 − qz2)

1 − qz1z2

1 − z1z2

Fx(z1)

z1

Fx(z2)

z2
,

so that it satisfies φ̃(z1, z2) = −φ̃(z2, z1). Since variables are integrated along the same contour, the
change of variables (z1, z2) → (z1, z2) yields

∮

C

dz1

2iπ

∮

C

dz2

2iπ
φ̃(z1, z2) = −

∮

C

dz1

2iπ

∮

C

dz2

2iπ
φ̃(z1, z2),
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so that the integral must equal 0. This is a special case of (2.47) where the diagram I has no arrows.

Finally, having treated the four cases above, we have shown that when xi+1 = xi + 1, the sum
over all the terms in (2.31) vanishes, so that Condition (2) is satisfied.

2.6.3. Condition (3). We need to check that

(̺ − ̺q − 1)vn(t; 1, x2, . . . ) + vn(t; 0, x2, . . . ) = 0. (2.48)

The left-hand-side of (2.48) can be written as

∑

λ⊢n

(−1)n−ℓ(λ)

m1!m2! . . .

∑

I∈S(λ)

∮

C

dziµ1

2iπ

∮

C

dzjµ2

2iπ
. . . Res

I

{
φ̂(~z)

}
, (2.49)

where the function φ̂ is now defined by

φ̂(~z) =
(1 − q)(̺ + (1 − ̺)z1)

1 − qz1
φ0,x2,...,xn(~z). (2.50)

Since 1 is the minimum of the set {1, . . . , n}, any diagram I in the sum (2.49) must contain a line
of the form

A
+−→ 1

−←− B, (2.51)

where A and B are possibly empty snippets. Let us also consider the diagram σ(I) obtained from
I by changing the line (2.51) to

B′ +−→ 1
−←− A′,

where A′, B′ are obtained from A, B by reversing the direction of arrows. Again, σ is an involution
on the set of all diagrams appearing in (2.49). Using the explicit expression for φ̂ in (2.50), we
notice that

φ̂(z1, z2, . . . , zn)dz1 = φ̂
(
1/(qz1), z2, . . . , zn

)
d(1/(qz1)).

Hence, by the change of variables z1 → 1/(qz1) (the contour C remains unchanged under this change
of variables, up to the orientation of the contour), we have that

∮

C

dz1

2iπ
Res

I

{
φ̂(~z)

}
= −

∮

C

dz1

2iπ
Res
σ(I)

{
φ̂(~z)

}
.

Again, using (2.34), this shows that (2.49) equals zero.

2.6.4. Condition (4). The modulus of the integral is smaller than the integral of the modulus. Thus,
inspecting the dependence in x1 in the integral formula (2.27), and since we are integrating over a
finite contour C, we may find constants c, C > 0 such that

|vk(t; ~x)| 6 Cec|x1||vk−1(t; x2, . . . , xn)|.
By recurrence, it implies that Condition (4) is satisfied.

2.6.5. Condition (5). When t = 0, the function φ~x(~z) defined in (2.25) has no singularity at zi = 1
anymore, for all 1 6 i 6 n. We will show that in that case, we can evaluate the integrals in (2.27)
by residues. It will turn out that almost all residues will cancel each other, except for the residue
at zn = 0, zn−1 = 0, . . . , z1 = 0, arising only for the diagram I without any arrow, in which case the
residue equals 1. To formalize this idea, we will proceed by recurrence. We will show that for all
n > 2,

vn(0; ~x) = vn−1(0; x1, . . . , xn−1). (2.52)

Hence, by recurrence, it suffices to compute

v1(0; x) =

∮

C

dz1

2iπ

1 − qz2
1

1 − z1

(
1 − z1

1 − qz1

)x1 ̺

̺ + (1 − ̺)z1

1

z1
.
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The pole at z1 = −̺
1−̺ is outside the contours, there is no residue at z1 = 1 since x1 > 1, and the

residue at z1 = 0 is readily evaluated to be 1. This shows that for all n > 1 and for all ~x ∈ W
n
>1,

vn(0; ~x) = 1, (2.53)

so that Condition (5) is satisfied for the empty initial condition. In order to prove (2.52), let us
consider (2.27) and perform the integrations over the variable zn. The variable zn only arises in
terms corresponding to diagrams I where the number n belongs to a line without arrow. This
occurs only for partitions λ such that λℓ(λ) = 1. In that case, the function φ~x(~z) has simple poles
at zn = 0, zn = qzi for i < n, and zn = 1/zi for i < n.

Let us denote by Λn the set of partitions of n. We may decompose

Λn = Λ
(1)
n ⊔ Λ

(>1)
n ,

where Λ
(1)
n = {λ ⊢ n : λℓ(λ) = 1} and Λ

(>1)
n = {λ ⊢ n : λℓ(λ) > 1}. There is a natural bijection

between the set Λ
(1)
n and the set Λn−1 (this bijection consists in removing the last part of the

partition λ ∈ Λ
(1)
n ).

For a partition λ ∈ Λn, let us decompose S(λ) as

S(λ) = Slinked(λ) ⊔ Sfree(λ)

where Sfree(λ) is the set of diagrams I ∈ S(λ) such that the number n belongs to a line without

arrows. This set is nonempty only when λ ∈ Λ
(1)
n .

Let us first consider the sum

∑

λ∈Λ
(1)
n

(−1)n−ℓ(λ)

m1!m2! . . .

∑

I∈Sfree(λ)

∮

C

dziµ1

2iπ

∮

C

dzjµ2

2iπ
. . . Res

I

{∮

C

dzn

2iπ
φ~x(~z)

}
. (2.54)

Evaluating the integral over zn by residues, we have

(2.54) =
∑

λ∈Λ
(1)
n

(−1)n−ℓ(λ)

m1!m2! . . .

∑

I∈Sfree(λ)

∮

C

dziµ1

2iπ

∮

C

dzjµ2

2iπ
. . . Res

I

{
Res
zn=0

φ~x(~z)

}

︸ ︷︷ ︸
:=R0

+
n−1∑

i=1

∑

λ∈Λ
(1)
n

(−1)n−ℓ(λ)

m1!m2! . . .

∑

I∈Sfree(λ)

∮

C

dziµ1

2iπ

∮

C

dzjµ2

2iπ
. . . Res

I

{
Res

zn=qzi
φ~x(~z)

}

︸ ︷︷ ︸
:=Ri

+
n−1∑

i=1

∑

λ∈Λ
(1)
n

(−1)n−ℓ(λ)

m1!m2! . . .

∑

I∈Sfree(λ)

∮

C

dziµ1

2iπ

∮

C

dzjµ2

2iπ
. . . Res

I

{
Res

zn=1/zi

φ~x(~z)

}

︸ ︷︷ ︸
:=R−i

. (2.55)

We have that

Res
zn=0

{φ~x(~z)} = φx1,...,xn−1(z1, . . . , zn−1).

Using the bijection between Λ
(1)
n and Λn, and taking into account that there are m1(λ) ways to

place the letter n in a line of length 1 in I ∈ Sfree(λ), the term R0 in (2.54) can be rewritten as

R0 =
∑

λ̃∈Λn−1

(−1)n−1−ℓ(λ̃)

m1(λ̃)!m2(λ̃)! . . .

∑

I∈S(λ̃)

∮

C

dziµ1

2iπ

∮

C

dzjµ2

2iπ
. . . Res

σ(I)

{
φx1,...,xn−1(z1, . . . , zn−1)

}
, (2.56)
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where the partition λ̃ in (2.56) correspond to the partition λ in (2.54) with the last part removed (so
that ℓ(λ̃) = ℓ(λ) − 1), and the diagram σ(I) is obtained from the diagram I by removing the letter
n. There are m1(λ) diagrams I corresponding to a diagram σ(I), all giving the same contribution,
and this is consistent with the fact that m1(λ) = m1(λ̃) + 1 so that m1(λ)! = m1(λ) × m1(λ̃)!.
Hence, we have shown that

R0 = vn−1(0; x1, . . . , xn−1).

Now we need to explain why all other residues will cancel out. Recall that the quantity that we have
to compute, vn(0; ~x), is not exactly given by (2.54) but contains additional terms corresponding to

partitions λ ∈ Λ
(>1)
n or λ ∈ Λ

1)
n and I ∈ Slinked(λ). When λ ∈ Λ

(>1)
n , Sfree(λ) = ∅, so that we may

write that

vn(0; ~x) − (2.54) =
∑

λ∈Λn

(−1)n−ℓ(λ)

m1!m2! . . .

∑

I∈Slinked(λ)

∮

C

dziµ1

2iπ

∮

C

dzjµ2

2iπ
. . . Res

I

{∮

C

dzn

2iπ
φ~x(~z)

}
. (2.57)

We will show that all terms in the right-hand-side of (2.57) are exactly cancelled by terms in the
sum

∑n
i=1 Ri + R−i. In order to prove that, we will match all non trivial terms in

∑n
i=1 Ri + R−i

indexed by λ ∈ Λ
(1)
n and I ∈ Sfree(λ) to some term indexed by λ̃ ∈ Λn, Ĩ ∈ Slinked(λ) in (2.57). The

matching is quite natural but will require some notation to be formalized. Let us first explain the
idea. In the terms Ri and R−i in (2.55), we are summing over diagrams I where the number n is
alone on its line, i.e. no residue is taken in the variable zn, and we take extra residues at zn = qzi

or zn = 1/zi. All those residues should match with residues associated to the diagrams in (2.57)
where now the number n is not alone, i.e. a residue is taken at zn = qzi or zn = 1/zi for some i. To
prove this, we need to argue that terms in (2.55) and terms in (2.57) can be matched bijectively.

It will be convenient to write the terms Ri and R−i in (2.55) as

Ri =
∑

λ∈Λ
(1)
n

∑

I∈Sfree(λ)

Ri(λ, I), R−i =
∑

λ∈Λ
(1)
n

∑

I∈Sfree(λ)

R−i(λ, I)

and to write (2.57) as

(2.57) =
∑

λ∈Λn

∑

I∈Slinked(λ)

T (λ, I).

Let us first fix some i, λ ∈ Λ
(1)
n and I ∈ Sfree(λ), and consider the term Ri(λ, I), that is the term

indexed by λ and I in the sum of residues defining Ri in (2.55). If there is an arrow bearing a plus

sign leading to i in the diagram I, that is, if the diagram I contains a snippet of the form j
+−→ i or

i
+←− j for some j, then Ri(λ, I) = 0, because it involves the residue at zn = qzi and zj = qzi, which

vanishes due to the factor zj − zn in φ~x(~z). Thus, the term Ri(λ, I) vanishes, unless the number i
appears in I at the beginning or the end of a line. We will denote Bi the set of diagrams such that
i appears at the beginning of a line and Ei the set of diagrams such that i appears at the end of a
line. We have just shown that

∑

λ∈Λ
(1)
n

∑

I∈Sfree(λ),I 6∈Bi,I 6∈Ei

Ri(λ, I) = 0. (2.58)

Consider now λ ∈ Λ
(1)
n , and I ∈ Sfree(λ) ∩ (Bi ∪ Ei), that is a diagram I such that the number i

appears at the beginning or the end of a line. We may associate to such (λ, I) a new diagram Ĩ
(see Example 2.22 below) obtained from I by removing the line containing the number n (recall
that I ∈ Slinked(λ), so that there is a line containing the number n and no arrow) and adding the

snippet n
+−→ i or i

+←− n to the line containing i. We define λ̃ as the partition of n corresponding
to the shape of the diagram Ĩ.
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Example 2.22. Consider the partition λ = (3, 2, 1), and the diagram

5
+−→ 1

−←− 3

I = 2
−←− 4

6.

If i = 2, the diagram Ĩ is obtained by removing the third line and adding the snippet 6
+−→ 2 to

the beginning of the second line, that is

Ĩ = 5
+−→ 1

−←− 3

6
+−→ 2

−←− 4.

so that λ̃ = (3, 3).

Notice that in general, ℓ(λ) = ℓ(λ̃) + 1, so that comparing (2.57) and (2.55), we have

Ri(λ, I) = −T (λ̃, Ĩ). (2.59)

Let us now consider the term R−i(λ, I), that is the term indexed by λ and I in the sum of residues
defining R−i in (2.55). If the number i in I is already connected to an arrow bearing a minus sign,

that is, if I contains i
−←− j for some j, the associated residue will vanish for the same reason as

above. Furthermore, if the line containing i includes a snippet of the form j
+←− i or i

+−→ j, the
associated residue will vanish due to the factor (1 − qznzi) in φ~x(~z). Otherwise, the line containing

i must be of the form A
+−→ i for some possibly empty snippet A, that is i must occur at the end of

a line and is connected to an arrow bearing a plus sign. We denote by E+
i the set of such diagrams.

We have just shown that ∑

λ∈Λ
(1)
n

∑

I∈Sfree(λ),I 6∈E+
i

R−i(λ, I) = 0. (2.60)

Assuming λ and I are such that i occurs at the end of a line and is connected to an arrow bearing
a plus sign, we associate to (λ, I) new partitions and diagrams (λ̃, Ĩ) where the new diagram Ĩ
is obtained from I by removing the line containing the number n alone, and adding the snippet

i
−←− n to the line containing i. The partition λ̃ is the shape of Ĩ as above. Again, ℓ(λ) = ℓ(λ̃) + 1,

so that comparing (2.57) and (2.55), we have

R−i(λ, I) = −T (λ̃, Ĩ). (2.61)

From (2.59) and (2.61), we deduce

n−1∑

i=1




∑

λ∈Λ
(1)
n

∑

I∈Sfree(λ)∩(Bi∪Ei)

Ri(λ, I) +
∑

λ∈Λ
(1)
n

∑

I∈Sfree(λ)∩E+
i

R−i(λ, I)


 = −

∑

λ̃∈Λn

∑

Ĩ∈Slinked(λ̃)

T (λ̃, Ĩ).

(2.62)
In (2.62), we have use implicitly that the map (λ, I) → (λ̃, Ĩ) that matches terms on both sides
is a bijection. To check this, it is enough to exhibit the inverse map. For λ̃ ∈ Λn and a diagram
Ĩ ∈ Slinked(λ̃), one needs to look at which number i < n the number n is connected by an arrow.
Such a number i must exist because Ĩ ∈ Slinked(λ). If i and n are connected in Ĩ by an arrow
bearing a plus sign, the term T (λ̃, Ĩ) is matched with −Ri(λ, I), where the diagram I is obtained

from Ĩ by removing the arrow n
+−→ i or i

+←− n and placing n on an extra line alone (it is easy to
check that I ∈ Bi ∪ Ei, i.e. i occurs in the beginning or end of a line in I). If i and n are connected
in Ĩ by an arrow bearing a minus sign, the term T (λ̃, Ĩ) is matched with −R−i(λ, I), where the

diagram I is obtained from I by removing the arrow i
−←− n and adding the number n to an extra
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line with no arrow (again, it can be easily checked that I ∈ E+
i , i.e. the number i occurs in I at

the end of a line and is connected to an arrow bearing a plus sign).
Thus, combining (2.58), (2.60) and (2.62), we have shown that

−
n−1∑

i=1

(Ri + R−i) =
∑

λ̃∈Λn

∑

Ĩ∈Slinked(λ̃)

T (λ̃, Ĩ) = (2.57),

so that

vn(0; ~x) = (2.54) + (2.57) = R0 = vn−1(0; x1, . . . , xn−1).

Hence, we have proved (2.52) and this concludes the proof of Condition (5).

2.6.6. Conclusion. We have shown that the function vn(t; ~x) defined in (2.27) satisfies all the con-
ditions in Proposition 2.12. By Proposition 2.12, we conclude that (2.28) holds for any ~x ∈ W

n
>1.

When n = 1, the formula reduces to (2.29), and when n = 2, the formula reduces to

E

[
qNx1 (t)+Nx2 (t)

]
=

∮

C

dz1

2iπ

∮

C

dz2

2iπ
φ~x(z1, z2) −

∮

C

dz1

2iπ
Res

z2=qz1
{φ~x(z1, z2)} −

∮

C

dz1

2iπ
Res

z2=1/z1

{φ~x(z1, z2)} .

Explicitly evaluating the residues yields (2.30). This concludes the proof of Theorem 2.17.

3. Duality for open ASEP on a segment

The arguments in Section 2.2 and 2.4 can be adapted to the case of open ASEP on a segment with
two boundaries. Although we cannot solve explicitly the system of ODEs in this case, we explain
in this section how to obtain a closed system of ODEs for observables of the integrated current in
open ASEP.

Definition 3.1. Let Ja, bK denote the set of integers from a to b included. We define the open ASEP

on a segment as a Markov process on the state-space {0, 1}J1,ℓ−1K ×Z>0 describing the dynamics of
particles between two reservoirs, according to the jump rates depicted in Figure 2. Configurations
are described by occupation variables η = (η1, . . . , ηℓ−1) ∈ {0, 1}J1,ℓ−1K together with the number
N = Nℓ ∈ Z of particles that have gone through the system (see below for details). For any
x ∈ J1, ℓ − 1K, a particle jumps from site x to x + 1 or from site x + 1 to x at the same rates p and
q as in half-line ASEP (or full-line ASEP). As on the half-line, a particle is created or annihilated
at the site 1 at exponential rates

α (1 − η1) and γ η1.

Further, a particle is created or annihilated at the site ℓ − 1 at exponential rates

δ (1 − η1) and β η1.

All these events are independent. We define the integrated current at site x by

Nx(η, Nℓ) =
ℓ−1∑

i=x

ηi + Nℓ,

where Nℓ(t) denotes the number of particles that have been annihilated at site ℓ − 1, minus the
number of particles that have been created at site ℓ − 1 (this corresponds to the total number of
particles that have traveled through the system). We denote by L J1,ℓ−1K the generator associated
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Figure 2. Jump rates of Open ASEP on ℓ − 1 sites.

to this Markov process, that is the operator acting on functions f : {0, 1}J1,ℓ−1K × Z → R by

L
J1,ℓ−1Kf(η, N) = α(1 − η1)

(
f(η+

1 , N) − f(η, N)
)

+ γη1

(
f(η−

1 , N) − f(η, N)
)

+ δ(1 − ηℓ−1)
(
f(η+

ℓ−1, N − 1) − f(η, N)
)

+ βηℓ−1

(
f(η−

ℓ−1, N + 1) − f(η, N)
)

+
ℓ−2∑

x=1

(pηx(1 − ηx+1) + qηx+1(1 − ηx))
(
f(ηx,x+1, N) − f(η, N)

)
, (3.1)

where for i = 1 or i = ℓ − 1, η+
i (resp. η−

i ) is obtained from η by setting ηi = 1 (resp. ηi = 0).

We now assume that the boundary parameters α,γ,β, δ satisfy Liggett’s condition (2.4) on both
sides, that is we assume that

α

p
+

γ

q
= 1,

β

p
+

δ

q
= 1, (3.2)

and set ̺0 = α/p and ̺ℓ = δ/q. We will use the notation

W
n
Ja,bK := {~x ∈ Z

n : a 6 x1 < · · · < xn 6 b} .

In order to state a duality, let us define the operator D (n,̺0,̺ℓ) acting on functions f : Wn
J1,ℓK → R

by

D
(n,̺0,̺ℓ)f(~x) =

∑

26i6n
xi−xi−1>1

p
(
f(~x−

i ) − f(~x)
)

+
∑

16i6n−1
xi+1−xi>1

q
(
f(~x+

i ) − f(~x)
)

+ 1x1>1p
(
f(~x−

1 ) − f(~x)
)

− 1x1=1(p − q)̺0f(~x)

+ 1xn<ℓq
(
f(~x+

n ) − f(~x)
)

+ 1xn=ℓ(p − q)̺ℓf(~x). (3.3)

This operator characterizes the time evolution of transition probabilities for a system of n particles
on W

n
J1,ℓK

performing continuous time simple random walks with jump rates p and q, under the

exclusion constraint, with boundary conditions at x1 = 1 and xn = ℓ of Robin type (the term
“Robin” comes from the form of the boundary condition (2.23) in Proposition 2.12 below, which
is a discrete analogue of the Robin type boundary condition in PDE theory). The same boundary
conditions occur in transition probabilities for continuous time random walks with elastic reflections
at the boundaries [CS18, Sec. 4.1]. Hence we will call D (n,̺0,̺ℓ) the generator of the mixed Robin
boundary n-particle ASEP on a segment, even though it is not the generator of a Markov process.

Theorem 3.2. Fix n > 1 and assume that (3.2) holds. The generator (3.1) of open ASEP on a

segment with right and left jump rates p and q and the operator D (n,̺0,̺ℓ), generator of the mixed
Robin boundary n-particle ASEP on a segment with right and left jump rates q and p, are dual with
respect to

H(η, Nℓ; ~x) :=
n∏

i=1

Qxi(η, Nℓ) where Qx(η, Nℓ) = qNx(η,Nℓ). (3.4)
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Equivalently, for any (η, Nℓ) ∈ {0, 1}J1,ℓ−1K × Z and ~x ∈ W
n
J1,ℓK,

L
J1,ℓ−1KH(η, Nℓ; ~x) = D

(n,̺0,̺ℓ)H(η, Nℓ; ~x),

where we recall that L J1,ℓ−1K acts on functions of (η, Nℓ) and D (n,̺0,̺ℓ) acts on functions of ~x.

Remark 3.3. In the case of the symmetric simple exclusion process on a segment, a similar Markov
duality was proved in [GKRV09, Th. 4.5] (see also [Spo83, Section 5] and [SS94]) with respect
to another duality functional. Markov duality for the symmetric simple exclusion process with
arbitrary open boundaries is also discussed in [Ohk17].

More generally, for different models, Markov dualities between open particle systems with sym-
metric jump rates and systems with absorbing sites have been previously obtained in the literature
[GKRV09, GKR07, CGGR13, FRS22].

In the case of open ASEP, a self-duality is proved in [Kua21a] for open ASEP with parameters
α, γ such that α/γ = p/q and β = δ = 0. The duality functional is written in algebraic terms and
is different from that of Theorem 3.2 (in particular, it depends on boundary parameters through
the ratio α/γ). Another self-duality for open ASEP is also proved in [Kua22] for generic α, γ but
β = γ = 0 and yet another duality functional. Finally, a reverse Markov duality is proved in [Sch23]
between the open ASEP on a segment, for parameters α, β, γ, δ belonging to a certain manifold, and
a closed boundary ASEP on a segment with particle-dependent jump rates. This allows to obtain
information on the precise structure of stationary measures with shocks that arise on this specific
manifold of parameters.

Proof. As in Section 2.2, Liggett’s condition (3.2) allows to rewrite the generator L J1,ℓ−1K as the
expectation of a simpler generator on ℓ + 1 sites. More precisely, let us first define the operator

L
◦◦f(η, N) =

ℓ−2∑

x=0

(pηx(1 − ηx+1) + qηx+1(1 − ηx))
(
f(ηx,x+1, N) − f(η, N)

)
,

+ pηℓ−1(1 − ηℓ)
(
f(ηℓ−1,ℓ, N + 1) − f(η, N)

)
+ qηℓ(1 − ηℓ−1)

(
f(ηℓ−1,ℓ, N − 1) − f(η, N)

)
, (3.5)

acting on functions f : {0, 1}J0,ℓK × Z>0 → R, that is the generator of half-line ASEP on J0, ℓK with
no injection nor ejection of particles (i.e. with reflecting boundaries), where the integer N keeps
track of the number of particles that have traveled between sites ℓ − 1 and ℓ. Then, consider a
function f : {0, 1}J1,ℓ−1K × Z>0 → R defined on ℓ − 1 occupation variables. It can be also viewed
as a function {0, 1}J0,ℓK × Z>0 → R which does not depend on the variables η0 and ηℓ, so that we

can apply the operator L ◦◦. Hence, the operator L ◦◦ maps functions {0, 1}J1,ℓ−1K × Z>0 → R to

functions {0, 1}J0,ℓK × Z>0 → R. We claim that for f : {0, 1}J1,ℓ−1K × Z>0 → R,

L
J1,ℓ−1Kf(η, N) = E [L ◦◦f(η, N)] , (3.6)

where E denotes the expectation with respect to η0 and ηℓ, where η0 = 1 with probability ̺0, and
ηℓ = 1 with probability ̺ℓ. As in the proof of Theorem 2.4, this is due to the fact that under (3.2),
E[pη0] = α, E[q(1 − η0)] = γ, E[p(1 − ηℓ)] = β and E[qηℓ] = δ.

As we have already noted, the function H(η, ~x) was originally defined for η ∈ {0, 1}Z in (2.9),

but when ~x ∈ W
n
J1,ℓK, it depends only on (η1, . . . , ηℓ−1, Nℓ) ∈ {0, 1}J1,ℓ−1K × Z>0. Indeed, the value

of H(η, ~x) does not depend on the ηi for i 6 0 and it depends only on the ηi for i > ℓ through Nℓ.
Moreover, for ~x ∈ W

n
J1,ℓK, when computing L ZH(η, ~x), the summation over all x ∈ Z in (2.7)

can be restricted to a summation over x ∈ J0, ℓ − 1K. This implies that for any ~x ∈ Wn
J1,ℓK

and

(η, N) ∈ {0, 1}J1,ℓ−1K × Z>0, we have

L
ZH(η̃, ~x) = L

◦◦H(η, N ; ~x) (3.7)
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where on the right-hand-side, we recall that L ◦◦H(η, N ; ~x) is a function {0, 1}J0,ℓK ×Z>0 → R, and
on the left-hand-side, η̃ is any configuration on {0, 1}Z which projects to (η, N) ∈ {0, 1}J0,ℓK ×Z>0 in
the sense that η̃x = ηx for all 0 6 x 6 ℓ and the variables η̃y for y > ℓ are such that N = η̃ℓ+Nℓ+1(η̃).

Thus, combining (3.6) and (3.7), for all ~x ∈ W
n
J1,ℓK and (η, N) ∈ {0, 1}J1,ℓ−1K × Z>0,

L
J1,ℓ−1KH(η, N ; ~x) = E [L ◦◦H(η, N ; ~x)] = E

[
L

ZH(η̃; ~x)
]

, (3.8)

where, again, η̃ ∈ {0, 1}Z is any configuration that projects to (η, N) ∈ {0, 1}J0,ℓK × Z>0, and the
expectation E simply means that we average over the Bernoulli variables η0, ηℓ in the middle, and
we average over η̃0, η̃ℓ in the right-hand-side. Now, using Proposition 2.2,

L
J1,ℓ−1KH(η, N ; ~x) = E

[
D

(n)H(η̃; ~x)
]

. (3.9)

As in the proof of Theorem 2.4, D (n)H(η̃, ~x) is a polynomial in the Q0(η̃), Q1(η̃), . . . , Qℓ+1(η̃) which

is linear in Q0(η̃) and Qℓ+1(η̃). Since Q0(η̃) = qη̃0Q1(η̃) and Qℓ+1(η̃) = qNℓ+1(η̃) = qN−η̃ℓ the
expectation E has the effect of replacing Q0 by (̺0q + 1 − ̺0)Q1 and replacing Qℓ+1 by (̺ℓ/q + 1 −
̺ℓ)Qℓ. Since

p
(
(̺0q + 1 − ̺0) − 1

)
= ̺0(q − p), q

(
(̺ℓ/q + 1 − ̺ℓ) − 1

)
= ̺ℓ(p − q),

we obtain that E
[
D (n)H(η̃; ~x)

]
= D (n,̺0,̺ℓ)H(η̃; ~x), and since η̃ projects to (η, N), the function

D (n,̺0,̺ℓ)H(η̃; ~x) can be written as D (n,̺0,̺ℓ)H(η, N ; ~x) when ~x ∈ W
n
J1,ℓK

. To summarize, we have

obtained that for any (η, N) ∈ {0, 1}J1,ℓ−1K × Z and ~x ∈ W
n
J1,ℓK

,

L
J1,ℓ−1KH(η, N ; ~x) = D

(n,̺0,̺ℓ)H(η, N ; ~x),

which concludes the proof. �

As in Section 2.2, the duality from Theorem 3.2 yields a closed system of ODEs characterizing
the function (t, ~x) 7→ E[

∏n
i=1 Qxi(η(t), Nℓ(t))].

Proposition 3.4. Assume that (3.2) holds and fix some initial state (η, N) ∈ {0, 1}J1,ℓ−1K × Z>0.
There exists a unique function u : R+ × W

n
J1,ℓK

→ R which satisfies

(1) For all ~x ∈ W
n
J1,ℓK and t ∈ R+,

d

dt
u(t; ~x) = D

(n,̺0,̺ℓ)u(t; ~x);

(2) For any ~x ∈ W
n
J1,ℓK

, u(0; ~x) = H(η, N ; ~x).

The solution is such that for all ~x ∈ W
k
J1,ℓK and t ∈ R+, u(t, ~x) = E

η,N [H(η(t), Nℓ(t); ~x))].

Proof. This is a direct consequence of the duality from Theorem 3.2, as in the proof of Proposition
2.9. Here, the uniqueness of the system of equations is simply due to the fact that the system of
ODEs above is finite-dimensional, hence there is no need to impose a condition such as (2.19). �

Again, the duality of operators from Theorem 3.2 can be reformulated as an equality of expecta-
tions.

Corollary 3.5. Assume that (3.2) holds and fix ~x ∈ W
n
J1,ℓK and some initial state (η, N) ∈

{0, 1}J1,ℓ−1K × Z>0. Then,

E
η,N [H(η(t), Nℓ(t); ~x)] = E~x

[
H(η, N ; ~x(t)) e−(p−q)̺0

∫ t

0
1x1(s)=1ds+(p−q)̺ℓ

∫ t

0
1xn(s)=ℓds

]
, (3.10)
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where E
η,N denotes the expectation with respect to open ASEP on the segment with initial condition

η, N , and E~x denotes the expectation with respect to the Markov process ~x(t) on W
n
J1,ℓK with generator

D (n,0,0), that is the generator of ASEP on J1, ℓK with closed boundary conditions and jump rates p

to the left and q to the right.

Proof. Observe that D (n,̺0,̺ℓ) = D (n,0,0) + V (̺0,̺ℓ) where

V (̺0,̺ℓ)(~x) = −(p − q)̺01x1=1 + (p − q)̺ℓ1xn=ℓ.

Since V (̺0,̺ℓ) is a bounded function, the proof of Corollary 3.5 is the same as in Corollary 2.10. �

Remark 3.6. Unlike Section 2.3, the identity (3.10) cannot be interpreted as an equality of ex-
pectations between open ASEP on the segment and some killed process. The exponential factor

e−(p−q)̺0

∫ t

0
1x1(s)=1ds in (3.10) could still be interpreted as a killing at rate ̺(p−q) when a particle is

present at site 1, but the exponential factor e(p−q)̺ℓ

∫ t

0
1xn(s)=ℓds cannot. The probabilistic interpre-

tation of such exponential term being less appealing, we have not attempted to rephrase Theorem
3.2 as a Markov duality.

As in Section 2.4, Condition (1) of Proposition 3.4 can be rewritten as Conditions (1) and (2) in
Proposition 2.12 with some boundary conditions when x1 = 1 or xn = ℓ. We obtain the following
characterization.

Proposition 3.7. Assume that (3.2) holds and fix some initial state (η, N) ∈ {0, 1}J1,ℓ−1K × Z>0.
If the function u : R+ × J0, ℓ + 1Kn → R solves

(1) For all ~x ∈ J1, ℓKn and t ∈ R+,

d

dt
u(t; ~x) = ∆p,qu(t; ~x);

(2) For all ~x ∈ J1, ℓ − 1Kn such that for some i ∈ {1, . . . , n − 1}, xi+1 = xi + 1, we have

pu(t; ~x−
i+1) + qu(t; ~x+

i ) = (p + q)u(t; ~x);

(3) For all t ∈ R+ and (x2, . . . , xn) ∈ W
n−1
J2,ℓK

,

u(t; 0, x2, . . . ) = (̺0q + 1 − ̺0)u(t; 1, x2, . . . ); (3.11)

(4) For all t ∈ R+ and (x1, . . . , xn−1) ∈ W
n−1
J1,ℓ−1K

,

u(t; x1, . . . , xn−1, ℓ + 1) = (̺ℓ/q + 1 − ̺ℓ)u(t; x1, . . . , xn−1, ℓ); (3.12)

(5) For any ~x ∈ W
n
J1,ℓK, u(0; ~x) = H(η, N ; ~x);

then for all ~x ∈ W
n
J1,ℓK and t ∈ R+, u(t, ~x) = E

η,N [H(η(t), Nℓ(t); ~x))].

Proof. As in the proof of Proposition 2.12, the conditions (1) (2) (3) and (4) imply Condition (1)
of Proposition 3.4, so that it suffices to apply Proposition 3.4. �

Remark 3.8. The system of ODEs from Proposition 3.7 is a priori amenable for Bethe ansatz,
though the hypothetical Bethe ansatz solution would involve the roots of some Bethe equations
(needed to enforce the boundary condition at x = ℓ). It is not presently clear whether there exist
simple contour integral formulas for E

η,N [H(η(t), Nℓ(t); ~x))] and we leave this for future considera-
tion.

Remark 3.9. In principle, there should be another approach to solving the systems in Proposition
3.7 of Proposition 3.4: directly diagonalize the generator L J1,ℓ−1K using Bethe ansatz. For ASEP
on a ring, Bethe ansatz solutions involve Bethe roots and it is possible to write down some explicit
integral formulas [LSW20]. On a segment, eigenfunctions have been studied for instance in [DGE05,
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Sim09, CRS10] and their structure is more complicated. Completeness of the eigenbasis has not
been mathematically proven, and due to the complexity of the structure, which increases with ℓ, it
is not clear how to use them to calculate observables such as E

η,N [H(η(t), Nℓ(t); ~x))] or transition
probabilities.

Remark 3.10. The open ASEP on a segment has been extensively studied using the Matrix Product
Ansatz, a method introduced in [DEHP93] to express the stationary distribution of occupation
variables (η1, . . . , ηℓ−1). This method allows to compute the expected value of the integrated current
for a system starting from stationary initial condition. The method has been refined in a number
of directions and some physics references also obtain information on the large deviations of the
current (see for instance the thesis [Laz13] and references therein). Nevertheless, it does not seem
possible yet to compute the exact distribution of (η(t), Nℓ(t)) using Matrix Product Ansatz, nor
the observables E

η,N [H(η(t), Nℓ(t); ~x))].

4. KPZ equation limit

In this Section, we provide an application of the formula from Theorem 2.17, using the convergence
of the half-line ASEP to the KPZ equation in the weakly asymmetric scaling. The KPZ equation,
introduced in [KPZ86], is the nonlinear stochastic PDE

∂th(t, x) =
1

2
∂xxh(t, x) +

1

2
(∂xh(t, x))2 + ξ(t, x), (4.1)

where ξ is a space-time white noise. For the equation on R, we say that h(t, x), is a solution if for all
t > 0, x ∈ R , h(t, x) = log Z(t, x) where Z(t, x) is a solution of the multiplicative noise stochastic
heat equation (SHE)

∂tZ(t, x) =
1

2
∂xxZ(t, x) + Z(t, x)ξ(t, x), (4.2)

for which solutions can be defined using stochastic calculus [BC95]. Using Proposition 2.2 for n = 1,

letting Z(t, x) = qNx(t), one can show that Z(t, x) satisfies some discrete approximation of (4.2).
This was originally observed in [Gär87], and then used in [BG97] to prove that, after appropriate
scaling (see Section 4.1), Z(t, x) weakly converges to a solution of (4.2) as a function of space and
time.

4.1. Convergence of half-line ASEP to the KPZ equation on R>0. In this section, we are
mostly interested in the KPZ equation on R>0. To ensure uniqueness of solutions, one needs to
impose a Neumann type boundary condition at x = 0. As for the KPZ equation on R, we define a
solution to the KPZ equation on R>0 through the SHE on R>0.

Definition 4.1 ([CS18, Par19]). We say that h(t, x) ∈ C(R>0 × C(R>0)) solves the KPZ equation
on R>0 with boundary parameter A ∈ R and narrow wedge initial data if for all (t, x) ∈ R

2
>0,

h(t, x) = log Z(t, x) where Z(t, x) solves the SHE on R>0 with Robin boundary parameter A and
delta initial data, that is





∂tZ(t, x) = 1
2∂xxZ(t, x) + Z(t, x)ξ(t, x),

∂xZ(t, x)|x=0 = AZ(t, 0) for all t > 0,

limt→0 Z(t, x) = δ0(x),

(4.3)

where δ0 is a Dirac mass at zero. This equation can be made sense of in terms of the heat kernel
on R>0 that satisfies the same boundary condition at x = 0, we refer to [CS18, Definition 2.5] and
[Par19, Proposition 4.3] for details.
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The convergence of ASEP to the KPZ equation from [BG97] was extended to half-line ASEP and
open ASEP on a segment in [CS18]. The result was restricted there to a certain class of initial data
and A > 0, but the convergence result was extended in [Par19] to the narrow wedge initial data
and arbitrary A ∈ R.

Consider half-line ASEP from Definition 2.1 with empty initial data and, following [CS18], let us
scale

p =
1

2
e

√
ε, q =

1

2
e−√

ε, ̺ =
1

2
+

√
ε

(
1

4
+

A

2

)
. (4.4)

We further define the functions

Zt(x) = qNx+1(t)−x/2e(p+q−1)t, Zε(t, x) = ε−1/2Zε−2t(ε
−1x). (4.5)

Then, [Par19, Theorem 1.4] (see also [CS18, Theorem 2.17] for another type of initial data) proved
that, as ε → 0, Zε weakly converges as a space-time process to the unique mild solution to the SHE
on R>0 with boundary parameter A and delta initial data (Definition 4.1).

Remark 4.2. The boundary condition (2.23), when n = 1, can be rewritten as a discrete Robin

type boundary condition ̺u(t; 1) = u(t;1)−u(t;0)
1−q . One may check that formally plugging the scalings

(4.4), we obtain the boundary condition ∂xE [Z(t, x)] |x=0 = A E[Z(t, 0)].

4.2. Moment formulas. In this section, we use Theorem 2.17 and the convergence recalled in
Section 4.1 to prove a formula for the moments of the SHE on R>0.

Theorem 4.3. Fix A > 0, n > 1, and let Z(t, x) denote the solution of the SHE on R>0 with Robin
boundary parameter A and delta initial data (Definition 4.1). For any 0 6 x1 6 . . . 6 xn,

E

[
n∏

i=1

Z(t, xi)

]
= 2n

∫

r1+iR

dw1

2iπ
· · ·

∫

rn+iR

dww

2iπ

∏

i<j

wi − wj

wi − wj + 1

wi + wj

wi + wj − 1

n∏

i=1

e
tw2

i
2

−xiwi
wi

A + wi

(4.6)
where 0 = r1 < r2 − 1 < · · · < rn − n + 1.

Remark 4.4. The formula (4.6) has been anticipated in [BBC16] using the replica method, although
it is not clear that the arguments presented in [BBC16] can be turned into a fully rigorous proof.
However, one can approximate the SHE by the partition function of directed polymer models in
a half-space. The convergence of directed polymer partition functions to the SHE with Robin
boundary was studied in [Wu20, Par22, BC23]. Exact moment formulas for the log-gamma polymer
in a half-quadrant are established in [BBC20], see in particular [BBC20, Proposition 7.1]. Taking a
scaling limit of that formula should yield another proof of Theorem 4.3.

Remark 4.5. Although the moments of Z(t, x) grow too fast to determine its distribution, the exact
probability distribution of Z(t, 0) was (non-rigorously) computed from the moments in [BBC16] for
A = 0 and in [KLD20] for arbitrary A, using conjectural combinatorial simplifications or not fully
rigorous methods. In the special case A = −1/2 however, the distribution was rigorously computed
in [BBCW18], through the stochastic six-vertex model and using a symmetric functions identity
that reduces the problem to the asymptotic analysis of Pfaffian Schur measures [BR05], in the spirit
of [BO17]. More recently, in the general case, i.e. for arbitrary A ∈ R, a Fredholm Pfaffian formula
(equivalent to [KLD20]) was finally established in [IMS22] through the log-gamma polymer and
q-Whittaker measures, using a symmetric functions identity from [IMS23] that reduces the problem
to the asymptotic analysis of free boundary Schur measures [BBNV18].

Before proving Theorem 4.3, we establish the following proposition, which is exactly the limit as
ε → 0 of the formula from Theorem 2.17, under the scalings (4.4) and (4.5).
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Proposition 4.6. For any A > 0 and 0 < x1 < · · · < xk, under the scalings (4.4), we have

lim
ε→0

E

[
n∏

i=1

Zε(t, xi)

]
= 2n

∑

λ⊢n

1

m1!m2! . . .

∑

I∈S(λ)

∫

iR

dwiµ1

2iπ

∫

iR

dwjµ2

2iπ
. . .

Res
I





∏

i<j

wi − wj

wi − wj + 1

wi + wj

wi + wj − 1

n∏

i=1

e
tw2

i
2

−xiwi
wi

A + wi



 , (4.7)

where the vertical line iR is oriented from bottom to top and Res
I

now means that we take residues

at wj = wi + 1 whenever the arrows i
+←− j or j

+−→ i are present in the diagram I, and we take a

residue at wj = −wi + 1 whenever the arrow i
−←− j is present in the diagram I.

Furthermore, for any fixed integer n, there exist ε0 > 0 and a constant C = C(n, t) such that for
any ε ∈ (0, ε0), ∣∣∣∣∣E

[
n∏

i=1

Zε(t, xi)

]∣∣∣∣∣ 6 C. (4.8)

Proof. Using the definition of Zε(t, x) in (4.5) and the formula from Theorem 2.17, we obtain that
for 0 < x1 < · · · < xk,

E

[
n∏

i=1

Zε(t, xi)

]
= ε−k/2

(
q

p

) n(n−1)
2

∑

λ⊢n

(−1)n−ℓ(λ)

m1!m2! . . .

∑

I∈S(λ)

∮

C

dziµ1

2iπ

∮

C

dzjµ2

2iπ
. . . Res

I





∏

i<j

zi − zj

qzi − zj

q−1 − zizj

1 − zizj

n∏

j=1

Gxj (zj)

zj



 , (4.9)

where

Gx(z) =
p − qz2

p − pz
exp

(
(
√

p − √
q)2(

√
p +

√
qz)2ε−2t

(1 − z)(p − qz)

) (√
pq(1 − z)

p − qz

)ε−1x+1
̺

̺ + (1 − ̺)z
.

The residues appearing in (4.9) all corresponds to simple poles and are easy to compute, so that the
formula is explicit. Indeed, for a meromorphic function f of zi and zj with a simple pole of order 1 at
zj = qzi, Res

zj→qzi
f(zi, zj) can be simply computed by replacing zj by qzi in (zj −qzi)f(zi, zj). Residues

of the form Res
zi→1/zj

are similarly easily computed. Under the change of variables z = −1/
√

qqw (recall

that −1/
√

qqw = −
√

p/q(q/p)w = −e
√

ε(1−2w)),

Gx(z)dz

z
= e

tw2

2
−xw wdw

A + w
+ O(

√
ε).

Further, under the change of variables zi = −1/
√

qqwi ,

zi − zj

qzi − zj

q−1 − zizj

1 − zizj
−−−→
ε→0

wi − wj

wi − wj + 1

wi + wj

wi + wj − 1
. (4.10)

In order to ensure that the condition ̺ > 1
1+

√
q in Theorem 2.17 is satisfied for ε in a neighborhood

of 0 under the scalings (4.4), it is necessary and sufficient to impose A > 0. Under the change

of variables, the contour C become the vertical segment i[−π
2 ε−1/2, π

2 ε−1/2]. Taking into account
the Jacobian of the change of variables and the orientation of contours, this shows that taking the
pointwise limit of integrands in (4.9) leads to (4.7). In order to prove that the limit holds, we will
apply the dominated convergence theorem. Let us estimate each of the factors appearing in (4.9)
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under the change of variables z = −1/
√

qqw considered above. We observe that when z varies over

a circle around 0 with radius less than (1 + q−1)/2, the function z 7→
∣∣∣

√
pq(1−z)
p−qz

∣∣∣ is maximized when

z has minimal real part. In particular, if z varies over a circle of radius less than 1/
√

q,
∣∣∣∣∣∣

(√
pq(1 − z)

p − qz

)ε−1x+1
∣∣∣∣∣∣
6 1. (4.11)

The rational factors (4.10) are also easily bounded by a constant so that
∣∣∣∣∣∣
Res

I





∏

i<j

zi − zj

qzi − zj

q−1 − zizj

1 − zizj





∣∣∣∣∣∣
< C. (4.12)

Then, to estimate the exponential factor, we need to control the real part of the function

(
√

p +
√

qz)2ε−1

(1 − z)(p − qz)
=

(1 − e−2ε1/2w)2ε−1

(1 + e−ε1/2(2w−1))(1 + e−ε1/2(2w+1))
=: H(w). (4.13)

Under the change of variables that we are considering, the contour C for z becomes i[−π
2 ε−1/2, π

2 ε−1/2]
for w. However, since we are taking residues in (4.9) we not only need to estimate Re[H(w)] along
the contour, but also expressions of the form Re[H(w1)] + · · · + Re[H(wk)], where ~w is of the form
(w + k − 1, w + k − 2, . . . , w) or of the form (w + k − 1, . . . , w, 1 − w, 2 − w, . . . , ℓ − w) for some
integers k, ℓ > 0 such that k + ℓ 6 n, and w ∈ iR. This is the purpose of the following lemma.

Lemma 4.7. Fix positive integers k, ℓ 6 n such that k + ℓ 6 n. There exist a constant C so that
uniformly for ε in a neighborhood of 0, for all y ∈ [−π

2 ε−1/2, π
2 ε−1/2],

k−1∑

i=0

Re[H(iy + i)] 6 C(C − y2) (4.14)

and for a sequence (w1, . . . , wk+ℓ) of the form (w +k −1, . . . , w, 1−w, 2−w, . . . , ℓ−w) with w = iy,

k+ℓ∑

i=1

Re[H(wi)] 6 C(C − y2). (4.15)

Proof. Let us consider first the case k = 1 for simplicity. The real part of H[iy] can be computed
explicitly as

Re[H(iy)] =
−2 sin(ε1/2y)2ε−1

cos(2
√

εy) + cosh(
√

ε)
,

so that, using sin(x) > x/2 for x ∈ [0, π/2] and the fact that the denominator can be bounded by
a constant, we obtain that Re[H(iy)] 6 −y2/2.

To prove the more general estimates (4.14) and (4.15), it is useful to observe that, letting h(z) =
(1+

√
qz)2

(1−z)(1−qz) , we have

h(z) − 1 =
(1 +

√
q)2

1 − q

(
1

1 − z
− 1

1 − qz

)
. (4.16)

Hence, we have the following telescopic sum simplification:

k−1∑

i=0

h(qiz) − 1 =
(1 +

√
q)2

1 − q

(
1

1 − z
− 1

1 − qkz

)
.
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Using the change of variables z = −1/
√

qqiy, q = e−2
√

ε, we obtain that (4.14) can be explicitly
computed as

k−1∑

i=0

Re[H(Iy + i)] = kε−1 + Re

[
ε−1 (1 + e−√

ε)2

1 − e−2
√

ε

−(1 − e−2
√

εk)e
√

ε(1−2iy)

(1 + e
√

ε(1−2iy))(1 + e
√

ε(1−2k−2iy))

]
.

Using Mathematica, we find that the real part can be computed as

kε−1 − ε−1 cosh(
√

ε/2) sinh(
√

εk)(cosh(
√

εk) + cosh(
√

ε(k − 1) cos(2
√

εy))

sinh(
√

ε/2)(cos(2
√

εy) + cosh(ε))(cos(2
√

εy) + cosh(ε(1 − 2k)))
.

This quantity behaves at first order when ε → 0 as k
(

(k−1)(2k−1)
6 − y2

)
, which is consistent with the

right-hand-side of (4.14). To obtain an estimate uniformly in ε, we use the bounds ex 6 1 + x + x2,
sinh(x) 6 x+x3 and 1+x2/2 6 cosh(x) 6 1+x2 valid on some interval (0, c) for some fixed constant
c > 0, and the bounds 1−x2 6 cos(x) 6 1−x2/2+x4, valid for all x ∈ (−π, π). After simplifications,
we obtain that there exists a constant C so that (4.14) is satisfied for all y ∈ [−π

2 ε−1/2, π
2 ε−1/2], as

long as ε is small enough so that 2ε1/2k 6 c (the condition 2ε1/2k 6 c is necessary to apply the
bounds above). This concludes the proof of (4.14).

Now, for a vector (z1, . . . , zk+ℓ) of the form (qk−1z, . . . , qz, z, 1/z, q/z, . . . , qℓ−1z), we have

k+ℓ∑

i=1

h(zi) − 1 =
(1 +

√
q)2

1 − q

(
1 − 1

1 − qℓ/z
− 1

1 − qkz

)
.

Using the change of variables z = −1/
√

qqiy, q = e−2
√

ε, we obtain that (4.15) can be explicitly
computed as

k+ℓ∑

i=0

Re[H(wi)] = (k + ℓ)ε−1 − Re

[
ε−1 (1 + e−√

ε)2

1 − e−2
√

ε

×
(1 − e−2ε1/2(k+ℓ))

(
1 + e2ε1/2(k+ℓ) +

(
e(2k−1)ε1/2

+ e(2ℓ+1)ε1/2
)

cos(2ε1/2y)
)

4(cos(2ε1/2y) + cosh(ε1/2(2k − 1)))(cos(2ε1/2y) + cosh(ε1/2(2ℓ + 1)))


 . (4.17)

Again, using the same bounds as above on the functions cos(x) and cosh(x) and ex, we obtain that
there exists a constant C so that (4.15) is satisfied for all y ∈ [−π

2 ε−1/2, π
2 ε−1/2]. This concludes the

proof of the Lemma 4.7. �

At this point, using Lemma 4.7 and the bounds (4.11) and (4.12) above, the integrand of each

term in the sum (4.9) can be dominated by a function of the form CetC(C−y2). Hence, by the
dominated convergence theorem, we conclude that (4.7) holds. The same bound leads to (4.8),
which concludes the proof of Proposition 4.6. �

Now we can prove Theorem 4.3.

Proof of Theorem 4.3. The structure of the sum over residues appearing in the formula (4.7) in
Proposition 4.6 is exactly the same as [BBC16, Section 7.3], up to the slight difference of conventions
explained in Remark 2.16. In particular, using [BBC16, Eq. (45)] with p = 0, we obtain that (4.7)
can be rewritten as

lim
ε→0

E

[
n∏

i=1

Zε(t, xi)

]
= 2n

∫

r1+iR

dw1

2iπ
· · ·

∫

rn+iR

dww

2iπ

∏

i<j

wi − wj

wi − wj + 1

wi + wj

wi + wj − 1

n∏

i=1

e
tw2

i
2

−xiwi
wi

A + wi

(4.18)
where 0 = r1 < r2 −1 < · · · < rn −n+1, as in the statement of the Theorem. We will not recall here
the arguments from [BBC16] that lead to the equality between (4.7) and (4.18). The details can be
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found in [BBC16, Section 7.3, Step 1]. Let us simply point out that the purpose of [BBC16, Section
7.3, Step 1] was to show that after moving all contours in (4.18) to iR, one obtains a complicated
sums over residues, and that the non-trivial residues are exactly those in the right-hand-side of
(4.7). Let us also stress that the step 2 in [BBC16, Section 7.3] relies on some unproven conjectural
claim, but the arguments in step 1, that we are using here, are complete and do not rely on any
unproven claim.

To finish the proof, we need to relax the strict monotonicity condition on the xi and prove that
the right-hand-side of (4.18) indeed corresponds to the mixed moments of the SHE. We observe
that by definition, |Zt(x)/Zt(x + 1)| 6 q/p so that for any 0 6 x1 6 . . . 6 xn

lim
ε→0

E

[
n∏

i=1

Zε(t, xi)

]
= lim

ε→0
E

[
n∏

i=1

Zε(t, xi + εi)

]
,

which is also given by the expression in the right-hand-side of (4.18). Hence, we now have a formula
for the limit of all mixed moments of Zε(t, x). Furthermore, the bound (4.8) from Proposition 4.6
shows that the sequence of random variables

∏n
i=1 Zε(t, xi) is uniformly integrable, and since it

converges weakly to
∏n

i=1 Z(t, xi) by [Par19, Theorem 1.4], we deduce that

lim
ε→0

E

[
n∏

i=1

Zε(t, xi)

]
= E

[
n∏

i=1

Z(t, xi)

]
= (4.6).

We refer to [Gho18] for a very similar argument related to the moments of the full-space SHE. This
concludes the proof of Theorem 4.3. �

4.3. KPZ equation on R>0 with Dirichlet initial data. Another case of interest is when ̺
is not scaled close to 1/2 but fixed, for instance ̺ = 1. This corresponds to sending A → +∞,
so it is natural to expect that one obtains a SHE with Dirichlet boundary condition in the limit.
Such boundary condition was considered in [Par22] in the context of directed polymer models, for
Brownian initial data. However, when the half-line ASEP is started from the empty initial condition,
it is not entirely clear a priori what should be the initial condition for the KPZ equation in the
limit. In the paper [BBS22], to appear, it will be shown that when ̺ = 1, the correct scaling to
consider is

Zε
Dir(t, x) = ε−1Zε−2t(ε

−1x), (4.19)

where Zt(x) is still defined as in (4.5). In order to rigorously identify the initial data, a sharp
estimate on the second moment of Zε

Dir(t, x) as ε → 0 is needed. It turns out that usual techniques,
based on the fact that Zt(x) satisfies a discrete variant of the SHE, does not seem to adapt easily to
this case where the initial condition is very singular. Theorem 2.17 however, allows to prove such
an estimate. In particular, we obtain the following result which is used in [BBS22] to obtain second
moment bounds.

Proposition 4.8. Scaling p = 1
2e

√
ε and q = 1

2e−√
ε and letting ̺ = 1, we have for any 0 6 x1 6

. . . 6 xn,

lim
ε→0

E

[
n∏

i=1

Zε
Dir(t, xi)

]
= 4n

∫

r1+iR

dw1

2iπ
· · ·

∫

rn+iR

dww

2iπ

∏

i<j

wi − wj

wi − wj + 1

wi + wj

wi + wj − 1

n∏

i=1

wie
tw2

i
2

−xiwi ,

(4.20)
where 0 = r1 < r2 − 1 < · · · < rn − n + 1.

Proof. The proof is the same as the proof of Theorem 4.3, except that in the proof of Theorem 4.3,

when scaling ̺ = 1/2 +
√

ε(1/4 + A/2), we had that under the change of variables z = −eε1/2(1−2w),

̺dz

̺ + (1 − ̺)z
=

dw

A + w
+ O(ε1/2),
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while for ̺ = 1, we have

̺dz

̺ + (1 − ̺)z
= 2ε1/2 + O(ε).

This explains the prefactor ε−1 in (4.19) instead of ε−1/2 and the prefactor 4n instead of 2n in front
of the integrals in (4.20). �

Remark 4.9. Moment formulas for the SHE on R>0 with Dirichlet boundary condition, were
obtained in [GLD12] using the Bethe ansatz. Although the derivation in [GLD12] is not mathemat-
ically rigorous, it seems that the formula [GLD12, Eq. (11)] matches with (4.20) modulo the use
of [BBC16, Conjecture 5.2]. The existence and uniqueness of solutions to the SHE with Dirichlet
initial data was shown for Brownian type initial data in [Par22] and the result is extended in the
upcoming paper [BBS22] to cover the limit of the empty initial data, that is the initial condition
considered in [GLD12].
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