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CONVECTIVE-WAVE SOLUTIONS OF THE RICHARD-GAVRILYUK
MODEL FOR INCLINED SHALLOW WATER FLOW

L. MIGUEL RODRIGUES, ZHAO YANG, AND KEVIN ZUMBRUN

ABSTRACT. We study for the Richard-Gavrilyuk model of inclined shallow water flow, an
extension of the classical Saint Venant equations incorporating vorticity, the new feature
of convective-wave solutions analogous to contact discontinuitis in inviscid conservation
laws. These are traveling waves for which fluid velocity is constant and equal to the speed
of propagation of the wave, but fluid height and/or enstrophy (thus vorticity) varies.
Together with hydraulic shocks, they play an important role in the structure of Riemann
solutions.
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1. INTRODUCTION

In this note we study new traveling-wave solutions, that we call convective waves, of the
recently-introduced Richard-Gavrilyuk model (RG) of inclined (incompressible) shallow-
water flow [Ric13, RG12, RG13], of a type not present in the classical Saint-Venant equations
(SV) from which (RG) descends.

The Saint-Venant equations are the industry standard in hydroengineering applications
such as dam or spillway design [BM04, JNR*19], having been used — apparently success-
fully — unchanged for nearly a century [Jef25]. However, the phenomena they model are
sufficiently complicated that the limits of their applicability are difficult to determine. See,
for example, the discussion of roll wave stability for (2.1) in [JNR'19], showing the delicacy
of that question. And, in the case of roll waves at least, it has been known since the experi-
mental work of Brock [Bro69, Bro70] that the (explicit) roll wave solutions of (2.1) deviate
in shape from experimentally observed profiles, exhibiting an “overshoot” phenomenon near
shock discontinuities. This inconsistency has recently been resolved by Richard and Gavri-
lyuk [Ric13, RG12, RG13] by incorporating small-scale vorticity in the modeling, converting
the Saint-Venant equations (SV) to the extended Richard-Gavrilyuk model (RG)- the first
such advance in nearly 100 years. See Fig. 1 showing experimental inaccuracy of Saint-
Venant waves near breaking, pointed out in [Bro69, Bro70] as compared to near-exact fit of
(RG) roll waves.

The introduction of the (RG) model raises a number of interesting new questions: how
does the existence theory for traveling waves differ between (SV) and (RG); can the rigorous
stability theories developed in [JNR*19, YZ20] for (SV) be adapted to the more complicated
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FIGURE 1. Numerics vs. Left panel: Saint-Venant. Right

panel: Richard-Gavrilyuk.

experiment.

(RV)? and, most important, does (RV) predict new physical phenomena not captured by
(SV)? These questions are addressed for hydraulic shocks and roll waves in [RYZssa] and
[RYZssb]. Here, we point out a new type of traveling wave occurring in (RG) but not (SV),
of convective-wave solutions propagating with constant speed equal to the (everywhere
constant) fluid velocity, but with fluid height and small-scale vorticity varying.

These may be understood as relaxation profiles for contact discontinuities of an associated
equilibrium system, in the same way that hydraulic shock solutions are relaxation profiles
for equilibrium shocks [Bre00, Whi74, Liu87, YZ20, RYZssa, SYZ20]. Different from usual
contact profiles, these are seen to be of degenerate type appearing in an infinite-dimensional
family of possible nearby shapes. Evidently, this corresponds at linearized level to an infinite
family of zero-eigenvalue modes, implying neutral stability at best, or orbital stability within
this encompassing infinite-dimensional family. However, remarkably, we are able to factor
out this degeneracy at the spectral level. Furthermore, for the subclass of such waves that
are both asymptotically constant at infinity and piecewise smooth with a finite number! of
discontinuitites, we establish by a generalized Sturm-Liouville argument (similar to [SYZ20,
SZ20]) that their spectral stability is completely determined by the spectral stability of their
limiting endstates, hence reduced to an explicit stability condition.

Numerical time-evolution experiments confirm this conclusion, showing that Riemann
data is resolved into an asymptotic pattern consisting of a hydraulic shock plus a convective
contact wave, as predicted by the associated equilibrium system. They also show that small
initial perturbations of a given convective wave leads in large-time to another significantly
different convective wave, in agreement with the above-mentioned infinite-dimensional deg-
neracy. Proving this observed nonlinear stability remains an interesting open question; see
discussion in Section 8.

The content of the present contribution is organized as follows. In Section 3 we intro-
duce the (RG) model. Besides its main basic properties, we provide there some educated
guesses about expected nonlinear dynamics, based on intuitive analogies with more stan-
dard relaxation systems. Section 3 mixes elementary observations with formal and heuristic
arguments. For comparison, it is preceded in Section 2 by a similar discussion for the (SV)
model. Rigorous mathematical analysis is contained in Sections 4, 5 and 6, where we in-
vestigate the structure of convective waves and their spectral stability. They contain our
main theorems, Theorem 5.5 that elucidates spectral stability of convective waves with

1Possibly Z€ro.
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smooth profiles, Theorem 5.7 that studies convective stabilization by spatial weights, and
Theorem 6.1 that extends the analysis to discontinuous profiles. In Section 7 we provide
various numerical experiments, validating some of the proved facts, confirming some of our
intuitions but also trailblazing in the wild. We conclude with a few perspectives in Section 8.

Acknowledgment: The authors would like to warmly thank Sergey Gavrilyuk and Pascal
Noble for enlightening discussions about the (RG) model. L.M.R. and Y.Z. also express
their gratitude to Indiana University for its hospitality during part of the preparation of
the present contribution. L.M.R. would like to thank the Isaac Newton Institute for Mathe-
matical Sciences, Cambridge, for support and hospitality during the programme Dispersive
hydrodynamics.

2. THE SAINT VENANT EQUATIONS

The Saint-Venant equations take the form of a 2 x 2 hyperbolic relaxation system
hy + (hU), = 0,

(2.1) 5 X
(hU)¢ + (hU* + p(h))z = gh — C¢|U|U,

where h and u denote fluid height and (vertically averaged) velocity at distance = along an
inclined ramp,

2
(2.2) p(h) =o'

and ¢’ = gcosf, g = gsinf, where g is the gravitational constant, # is the angle from hori-
zontal of the ramp, and Cy is a coefficient of turbulent bottom friction, modeled according
to Chézy’s law as proportional to velocity squared. See, e.g., [Jef25, Dre49, BM04, Ricl3,
RG12, RG13].

The lefthand (first-order) side of (2.1)—(2.2) may be recognized as the equations of isen-
tropic compressible gas dynamics with vy-law pressure, where h plays the role of density and
~v = 2, from which we may deduce hyperbolicity [Daf12, Bre00], with characteristics

(2.3) ap =U —a, as =U +a,
where a is sound speed, given by

(2.4) a=+/pn = /9 Ho.

The formal equilibrium system obtained by setting the righthand (zero-order) side to
zero is the scalar, Burgers-type equation

gh?
(2.5) ht +q(h)z =0, where ¢(h) := ol
f

with characteristic speed

(2'6) Qy = q/(h) =
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where u(h) =, /g—}; is determined by the equilibrium condition. In situations of hydrody-

namic stability, or stability of constant-height equilibrium flow (h,u) = (Ho,Up), gHo =
C’fUOZ, (2.5) is expected to approximately govern near-equilibrium behavior, in particular
exhibiting “hydraulic shock”, or “bore” type solutions [Jef25, Whi74, Liu87, YZ20, SYZ20].
In situations of hydrodynamic instability, one observes, rather, pattern-formation and ap-
pearance of periodic “roll wave” solutions; see, e.g., [Cod61, Dre49, Bro69, Bro70, BM04,
JNR*19].
As derived by Jeffreys [Jef25, Whi74], the condition for hydrodynamic stability is
Uo

2. F.=20c09
(2.7) - <2

where F' is the Froude number, a dimensionless constant relating fluid velocity to sound
speed. Condition (2.7) corresponds to the subcharacteristic (or “interlacing”) condition

(2.8) a1 < ay < ag

of Whitham [Whi74, Liu87], a standard necessary condition for hydrodynamic stability of

relaxation systems. For, writing q(Hy) as ¢ = Hou(Hp), where u(h) = —QACHfO, we have
(2.9) ——dq =Up+ W = H, '(H)——lU
. Qy = = Qs here a, = Hou = .
TH, 0 0 0 50

Comparing to (2.3), we find that (2.8) is equivalent to a. < a, yielding (2.7), independent
of the choice of pressure function p in (2.1). For the choice (2.2) arising in the Saint Venant
model (SV), F is independent of height Hy (or, equivalently, of Uy = u(Hy)), reducing to

Uy tan 6
2.10 F = = .
(2.10) i o

3. THE RICHARD-GAVRILYUK EQUATIONS

The Richard-Gavrilyuk equations are a 4 x 4 relaxation system [Ric13, pp 383-384]
h + (hU)x =0,

3.1) (AU)¢ + (hU® + p)s = gh — C|U|U,
(hE)t + (hUE +Up). = (gh — CyU|U|)U,
(he)e + (heU)g = 0,
with
(3.2) p= %g’h2+(<1>—|—<,0)h3, E = %UQ—I—e, e= %(g’h+(<1>+<p)h2),

where h and U are fluid height and velocity; ® and ¢ are large- and small-scale enstrophies
associated with vorticity; ¢’, g, Ct, Cy are physical parameters; and

o

@
3.3 c=C C
(3.3) f<1>_|_(’0+ t
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For reference, we recall here the physical meaning of variables ® and ¢, as given in
[RG12, RG13]. These are so-called enstrophies, consisting of squared vorticity. They com-
prise a splitting of total enstrophy/vorticity, with ¢ corresponding to small-scale vorticity
near the bottom, and ® to large-scale vorticity near shocks. For both roll waves and hy-
draulic shocks, ¢ is necessarily constant along profiles. For smooth hydraulic shock profiles,
® is constant as well, in agreement with the physical derivation of ® [RYZssal; for roll
waves® and discontinuous hydraulic shock profiles, ® builds up near the component sub-
shock discontinuity [RYZssa, RYZssb| again in agreement with the derivation.

Let us point out that there are actually two slightly different Richard-Gavrilyuk models.
We choose to work with the original one, from [RG12]. The second version, from [RG13],
is obtained from (3.1) by interchanging the roles of C' and C and is presented in [RG13]
as leading to qualitatively and quantitatively similar numerical results, with a structure
seemingly closer to the one of (SV).

3.1. Reduced 3 x 3 equations. When setting ¢ = constant in (3.1), we may eliminate
the fourth equation, obtaining the reduced 3 x 3 Richard-Gavrilyuk (RG3) model

h: + (hU)x =0,
(3.4) (hU); + (hU? + p), = gh — C|U|U,
(hE) + (RUE + Up), = (gh — CyU|U|)U,

with ¢ = constant considered as an additional model parameter.

This gives a large subclass of interesting solutions, including in particular all traveling
waves (h,U,®,0)(t,z) = (h,U,®,5)(z — ct) with® U # ¢ — notably, roll waves, and
hydraulic shocks [Ric13, RG12, RG13, RYZssa, RYZssb|. For, combining (3.1)(i) and (iv),

we obtain for smooth solutions the convection equation
(3.5) ot +up; =0

in place of (3.1)(iv). Thus, for smooth portions of a traveling-wave solution, (U —¢)@, = 0,
giving ¢ = constant so long as U # c. Similarly, the first and fourth Rankine-Hugoniot
conditions for (3.1) at a discontinuity of speed ¢ are c[h] = [hU] and c[hy| = [hU ], where
[[] denotes jump across the discontinuity. Combining these and using h > 0 yields [p] = 0
so long as U is not equal to ¢ on both sides of the discontinuity. It follows that ¢ remains
constant also across discontinuities with speed ¢ not equal to fluid velocity U.

Relation to gas dynamics. Just as the lefthand (first-order derivative) part of the Saint-
Venant equations (SV) correspond to isentropic gas dynamics with pressure function of a
polytropic gas law with v = 2, the lefthand (first-order derivative) part of the reduced
(RG3) model (3.4) corresponds to full gas dynamics with pressure law

(3.6) p(h,e) = 2he — %g/h2,

2We choose to restrain the term roll waves to periodic waves similar to the ones of (SV), in particular
discontinuous, despite the fact that there are periodic traveling waves of convective type, including but not
restricted to discontinuous ones.

30r more generally with U taking the value ¢ on a discrete subset of the domain of smoothness of wave
profiles.
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obtained by using (3.2)(iii) to eliminate total enstrophy ® + ¢ in (3.2)(i): similar to but
not exactly the nonisentropic polytropic gas law with v = 2 ppoy(h, €) = 2he.

By this observation, we may read off the characteristics of the first-order (homogeneous)
part of (3.4) using standard gas-dynamical formulae [Dafl2, Bre00, BFZ15] as
(3.7) ar=U—a, o =U, as=U+a,

where a is sound speed, given by

(3.8) a=/pn+ -5 = V6e —2¢'h = \/g'h + 3(® + p)h2.

We note in passing that total enstrophy S(h,e) := ® + ¢ = 26;29% serves as a specific

entropy for the first-order, gas-dynamical part of the equations [Ricl3, RG12, RG13], sat-

isfying for temperature T = S% = %2 the thermodynamic law de = —pdr +T'dS, 7 = 1/h,

or

(3.9)  de= % dh +TdS, that is Sy = —

p
ﬁSe, orep =55
This gives as a consequence, again by standard gas-dynamical facts [Dafl2, BFZ15] that
the first-order part of the equation for S = (® + ¢) is the simple convection equation

(3.10) Si+US, =0

Remark 3.1. Written in terms of convectional derivatives § := (0 + Udy)g, the gas-
dynamics equations become

(3.11) h = —hU,, U= —pz/h, ¢ = —(p/h)Us,

whence S = Sph + S.é = 0 if and only if Sph + Sep/h =0, or (3.9). Thus, any convected
function S(h,e) that is monotone in e may serve as a specific entropy for gas dynamics; we
may easily verify the role of (P+p) a posteriori by direct computation (0y+U0d,)(P+p) = 0.

Remark 3.2. Alternatively, as in [Ricl3, RG12, RG13], expressing p = p(h,S) = #4—5}13
using (3.2)(i) and rewriting (3.11) in standard fashion as h = —hU,, U = —py/h, S =0,
we obtain a decoupled S-equation and isentropic gas dynamics with pressure p(-,S), yielding
convective characteristics 0, +a, with a = v/pn, hence (by (3.9) (iii)) more directly recovering
(3.8). Note that the sound speed @ = /py, for (RG) agrees with the sound speed a = \/p, for
(SV) only in the zero-entropic, or zero-vorticity case S = 0 in which (SV) was originally
derived.

Equilibrium system. The formal equilibrium system obtained by setting zero order deriva-
tive terms to zero is the same Burgers type equation (2.5) as for (SV), with

(3.12) (u(h), ®(h)) = ( 9% ).

Cy
and the same characteristic speed o, = ¢'(Ho) = 3 % given in (2.9). As noted in

[Ric13, RG12, RG13], (strong) hydrodynamic stability, or (strong) spectral stability of
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constant equilibrium flows for (3.4) holds provided

.
(3.13) F=22c2
)
a generalization to (RG) of condition (2.7) of Jeffreys [Jef25], and
(3.14) Cr > Ch.

See Appendix A for detailed computations.

Here, condition (3.13) corresponds, by the same argument that was used for (SV), to the
subcharacteristic condition &3 < s < &g of Whitham [Whi74], while (3.14) corresponds
to dissipativity of the zero-order derivative forcing terms on the righthand side of (3.4) in
the convective, entropy mode S. Specifically, writing the complete reduced, inhomogeneous
equations (3.4) in convective derivative form, we obtain

§-ClUU o ¢, e\ (G- CpUP
o s=l) T

and thus, where ® # 0 and U # 0, S < 0 if and only if C; < Cy, with strict inequality
unless Cy = CY.

(3.15) h4+hU, =0, U+py/h=

3.2. Full 4 x 4 system. Augmenting (3.4) with the simplified ¢ equation (3.5), we find for
smooth solutions that the full (RG) equations, written in convective derivative form, are
the reduced equations (3.15) together with ¢ = 0, hence hyperbolic with characteristics

a:=U—a, 0, 0, U +a,

where sound speed a is again as in (3.8). Moreover, the decoupled convective ¢ mode is
always neutrally stable, hence hydrodynamic stability is again equivalent to the conditions
(3.13)—(3.14) for the reduced system (3.4), but is now at best nonstrict in the sense that the
dispersion relations for the linearization about a constant equilibrium state (hg, Uy, ®o, o)
include the neutral, ¢ mode A\ (k) = —iUpk, k € R.

Equilibrium system. Likewise, setting the righthand side (zero-order derivative part) of (3.1)
to zero gives the same equilibrium relations (3.12) as for the reduced model (3.4). However,
with the addition of (3.1)(iv), the formal equilibrium model becomes now a 2 x 2 system

he + Q(h):c07
(ho)t + (hu(h)p)s = 0,

or, for smooth solutions, iy + g(h), = 0, ¢; +u(h)p, = 0, with characteristics a1 = Su(h)
and ag, = u(h) in characteristic modes h and ¢. And, since a2 = u(h) is linearly
degenerate (independent of the associated mode ), system (3.16), besides Burgers shock
and rarefaction waves in mode h, admits the new feature of contact discontinuities [Bre00,
Dafl2] in the mode ¢, traveling with characteristic speed ¢ = a,2 = Up equal to fluid
velocity.

Indeed, one readily finds that solutions of a Riemann problem for (3.16), joining arbitrary
left and right states (hr,¢r) and (hg, pr) consist of a contact discontinuity given by a jump
in ¢ from ¢, to pr with h = hy, held fixed, and propagating at speed ¢ = u(hr) = h};ﬂ,
followed by a scalar shock or rarefaction wave in h with ¢ = g held fixed, and propagating

(3.16)
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with speed > au(hr) > u(hr) in the rarefaction case hy < hg and ¢ = (q(hg)—q(hr))/(hgr—
hr) > (q(hy) — q(0))/hr = u(hr) in the shock case hy > hp.

Thus, following the formalism of [Whi74, Liu87], in situations of hydrodynamic stability,
one might expect, at least for near-equilibrium (small data) flow, that long-time asymptotic
behavior of (RG) should be governed by a regularized version of that of (3.16), that is, a
superposition of relaxation profiles for a Burgers-type shock (or rarefaction) in the genuinely
nonlinear h-mode and a contact discontinuity in the linearly degenerate ¢ mode, arranged
in order of increasing speed so as to form a noninteracting pattern of waves connecting
equilibrium states. See for example, the corresponding analyses for the 2n x 2n Jin-Xin
model in [HPWO08, Zhel5] under the assumption of strict hydrodynamic stability. We
note that, unlike shock profiles, the contact profiles as constructed in [HPWO08, Zhel5| are
not traveling waves, but approximately self-similar solutions with diffusive, error-function
scaling.

In the present, degenerate case of neutral hydrodynamic stability, the conclusion is less
clear. It is straightforward to see that the Riemann problem [Bre00, Daf12] for (3.16) has
a unique solution consisting of a contact discontinuity in ¢, with A held fixed, followed
by a shock or rarefaction in h, with ¢ held fixed. And, for the shock case relevant to
hydrodynamic engineering, that height h is decreasing from left to right, there is a unique
relaxation profile, as shown in [RYZssa], connecting equilibrium states with a common value
of .

However, as we show below, there is a large class of traveling convective-wave solutions
with U = c that are candidates for relaxation profiles of a contact discontinuity. Moreover,
as the ¢ equation is decoupled from the rest of the system, it lacks the “effective diffusion”
present in [HPWO08, Zhel5], so that one cannot expect the type of diffusive contact profiles
studied there. There is also the interesting question what occurs in the case of hydrodynamic
instability F, > 2 in terms of the linearly degenerate ¢ field. We investigate these questions
in the remainder of the paper.

4. CONVECTIVE TRAVELING WAVES

The above discussion in Section 3.2 motivates the study of constant-speed solutions of
(3.1) with U = ¢ = constant, in particular those connecting equilibrium states at © = +oo.

Let us start by considering general solutions with U = ¢, without regard to asymptotic
states at infinity. Under this assumption, system (3.1) reduces for smooth solutions to
(h, @)t + c(h,p)r = 0, together with

h2
Oy <g/7 + (4 cp)h3> = gh — C|c|c,

2
% B3 (9,® + c0,®) + O, (g'% + (¢ + go)h3> = (gh — C¢|c|c) ¢,

From the latter one readily deduces the following lemma.
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Lemma 4.1. If C; # Cy and ¢ > 0, solutions with U constant that are global and bounded
(forward in time) satisfy
lim [9(t, )z~ = 0.

Furthermore if Cy > Cy such solutions satisfy ® =0 and are unstable.

This motivates to restrict further to (U, ®) = (¢,0). This amounts to

(4.1) (h, U, ®,9) = (h,U,®,p)(x — ct), with (U, ®) = (c,0),
and
(4.2) ’EJF*B?’ ,—AB—C

: g5 +eh’) =3 flele.

That is, (i) any such smooth solution is a traveling wave, and (ii) every solution of (4.2)
yields a corresponding smooth traveling-wave solution of (3.1), convected with fluid velocity.
We denote these as convective-wave solutions.

4.1. Piecewise smooth solutions. We now generalize the discussion to (piecewise smooth)
discontinuous solutions with (U, ®) = (¢,0). The foregoing arguments extend directly to
smooth parts of the solutions. In turn at a discontinuity traveling with speed s, we find
that the associated Rankine-Hugoniot conditions reduce to

(4.3) (s —c)[h] =0, (s —c)hg] =0,
together with

2
(4.4 o= [+l =0

That is, we find that s = ¢, i.e., discontinuities are likewise convected with fluid velocity, so
that solutions are again traveling waves, and that (4.2) again holds, now in distributional
sense. Thus, convective-wave solutions, whether smooth or piecewise smooth, are completely
described by (4.2).

4.2. Asymptotically constant solutions. We now specialize the discussion to convective-
waves with asymptotic limits (hy, ¢4 ) at £o0o0. Note that from (4.2) stems

2
hy = ho = I
g
Setting § := h — hg, we obtain finally
ho + 8)? b
(4.5) (g'% + @(ho + 6)3> = §é.

For § integrable but otherwise arbitrary® (smooth or not), this has nontrivial asymptotically-
constant solutions, given by
< /(hO + 5)2

g—w(how)s) @=r+i [ s

(4.6) 5

hwe deliberately omit to specify positivity constraints.
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k an arbitrary constant. The convective-wave solutions so constructed have limiting asymp-

totic states (hg, ¢, 0,p_) and (hg, ¢, 0, ¢4 ), with (¢, ¢4 ) arbitrarily tunable by adjusting s
+oo

and [ 0(x) d.

Remark 4.2. For the Saint-Venant equations (2.1), solutions with U = ¢ = constant must
likewise be traveling waves moving with speed ¢, but now satisfying (p(h)) = gh— Cf02 with

’ 2
p(h) = ¢g'h?/2, or b = (% — (’;’f; ), an ODE with no nontrivial bounded solutions other than
2
the single unstable equlibrium hg = Cfgc . Thus, no such asymptotically constant U = ¢
waves exist (except for the constant equilibrium). Likewise, for the reduced model (3.4),
with ¢ constant, we obtain (U, ®) = (¢,0) and (p(h)) = gh — Cyc?, p(h) = ¢'h?/2 + ©h?,
) [ gh—Cyc?
leading to h' = (W)
nontrivial asymptotically constant waves.

: again an ODE with a single unstable equilibrium, hence no

Remark 4.3. Traveling waves with U not constant, have @ constant. Therefore the role
of convective waves in a possible large-time traveling-wave resolution is precisely to convey
p-variations. Consistently the present analysis shows that one may indeed find an infinite-
dimensional family of convective-wave fronts connecting any equilibria differing only by their
p-component.

Remark 4.4. When motivating the restriction to solutions with ® = 0, we have excluded
the case Cy = Cy as somehow exceptional. Indeed, it is straightforward to check that in this
special case, the freedom in convective-wave profiles is even larger. For instance, one may
pick hy, 6 and Kk as above, but also pick ® arbitrarily and obtain a convective-wave profile
by solving in @

(o2

L e @)+ 07 (@) =n+a [ st

4.3. Periodic solutions and beyond. Evidently, in the same way, we may construct
spatially periodic solutions analogous to roll waves by integrating (4.5) with § periodic, and
Zero mean.

Note that this includes cases when such periodic waves are smooth. In contrast, the
arguments in Remark 4.2 show that there are no such convective periodic traveling waves
for (2.1) or (3.4).

One may generalize the present construction so as to unify it with the asymptotically-
constant case by noticing that we only need ¢ and an anti-derivative of § to be bounded so
as to obtain a bounded convective-wave.

Remark 4.5. The freedom in the construction includes the possibility to prescribe any
discrete set as the set of discontinuous points for h, discontinuities in @ being included in
those. See the related discussion in [JNRT19, DRar|. However we stress that in principle it
could well be that among this tremendously huge number of convective-wave solutions only
a few types are stable. To exemplify this possibility, we point out that it follows from the
analysis in [DR20, DRar| that such a dramatic reduction does occur for scalar balance laws.
A consequence of our spectral analysis is that for (RG) such a reduction does not occur, at
least for asymptotically constant waves with a finite number of discontinuities.
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5. SPECTRAL STABILITY OF SMOOTH SOLUTIONS

We now investigate spectral stability of convective waves, starting with smooth asymp-
totically constant solutions.

Remark 5.1. Note that unlike what happens in more standard traveling-wave analyses
smoothness and localization of wave profiles is not determined by profile equations but could
be tuned arbitrarily by the prescription of & = h — hg. Since we believe that the only
important disctinction from the point of view of applications is whether ¢ is continuous or
not, in the present section, devoted to the smooth case, we assume that § € C* and, in
the asymptotically constant case, that 0 and all its derivatives are exponentially localized.
The reader interested in relaxing this assumption may adapt arguments in [PW92] to the
situation at hand.

5.1. Eigenvalue equations. To begin with we investigate the eigenvalue problem.
Linearizing about a convective-wave solution

(h,U, ¢, ®@)(t,z) = (h,U,p,®)(x — ct), (U, ®) = (c,0),
we obtain a linear evolution whose eigenvalue equations are
(5.1) MW + (AW = EW,
where W = (h,U, ®, p),
1 0 0 O
A0 c h 0 0
= 2 3h2 - - 73 73
S+ % +4dh ch % h?
% 0 0 h
c h 0 0
. 2 +3¢h®> +g'h 2ch h3  h3
A= c(c2+9ph%+4g'h)  h(3c+3@h%+29'h)  3.h3  3cR3
2 2 2 2
cP ho 0 ch
(5.2)
0 0 0 0
. 2 (Cr—Cy)
F = i _—2Cfc 3 0
cg Gh—3Csc? 0 0
0 0 0 0
0 h 0 0
R + 30 ch BOR
A:AI—CAOZ ,( — ) — 2 3_B2 — —
(g +3h9) h(5+25°+gh) ohd o
0 h@ 0 0

and A has a kernel of dimension 2. Taking the inner product with the left kernel of A thus
gives two algebraic relations between the variables, by which we may reduce the eigenvalue
problem to a 2 x 2 ODE.
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Specifically, subtracting ¢ times the first equation from the fourth equation in (5.1) yields

Ap+ @, U =0,
which gives one of the algebraic relations. From this we may solve for ¢ in terms of U:
(5.3) 0 =-\"1g,U.

This corresponds to left zero-eigenvector ¢; = (—@,0,0,1) of A. Likewise, for {5 equal to
the other left zero-eigenvector of A, we obtain a relation

lo(NA° + A — E)w = 0.
Taking fo = (02 — 3¢h? —2¢'h, —2¢, 2, O) and using (5.3), this equation yields
2¢ (Crc* — gh + h*@y + 3h*hy @ + g'hhy) v

5.4 o= i
(5-4) Q(Cf — Cr)c® + h3)\p
or
25 (Cfc2 — gh+ (WPp+ %g’ﬁz)/)
(5.5) o=

2(Cy — C7)c + W3\
By (4.2), (5.5) implies
(5.6) d = 0.
The full eigenvalue equations (5.1) thus reduce to the 2 x 2 ODE

(57 ([h(g'fgw) ch—zh%x} [Hy:(ff?d —QCfg—“HH’

Y —hy h
o [ G — g'hy — 6@hhy — 302G, — cA —2Csc — ch, + %71271959510 + %l_lggbm — h\ ] [ U } '
Finally, to adapt Sturm-Liouville type arguments from [SYZ20], we observe that equation
(5.8) may for any A # 0 be reduced to second-order scalar form

(hU)
. h =
(5.9) —
(5.10) U" + AU + (foX® + fad+ 1)U =0,
where
45, h2+12h, @h — G+ 3¢ hy 1
fi= d = ,90779 g ;o= 75— <0,
h(g'+3hp) h(g"+3ho)
(5.11) T
fo= o 2Cc g g OB g han bt g B~ ghe
PTOR (g she) ' W (g +3h0)

where f; = 0 is obtained from differentiating (4.6) twice.
System (5.10) with (5.3), (5.6) and (5.9) is, evidently, equivalent to (5.1) for all X\ # 0.
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5.2. Removal of degenerate modes. We now show how the computations of the former
subsection may be put in an a more functional-analytic framework so as to yield corre-
sponding reductions at the spectral level, that is, for resolvent problems, as required by
abstract semigroup theory.

The linearized dynamics obeys

(5.12) AgOW + 0,(AW) = EW
with Ag, A and E as above. By applying the invertible
1 0 00
—c_h_1 h__1 0 0
h_?’f_g — h_lfl
h_lfl
one shows that (5.12) is equivalently written as
h h
U U
o | = L o
¥ 4
where
h —AyeqO h +E h + ’ 2(Cp—C
. U B redVz U red U —71_1893(133@4—90))—6( ;B— f)(I)
| _2ACi=On)é* g
o "o
—@. U
with

A 0 h (. 0 ) —ha
red = \g +3hg 0)° red = \h 7t (G- 9, (h (¢ +3hp))) —2Cpch™) "
The formal operator L may be turned into a densely-defined closed operator on a Banach
space X, with domain D, for various pairs (X, D) of the form X = Xy x X7, D = X; x X7,
including those arising from X = (W*P(R))? and X; = (W*+LP(R))? for any (k,p) €
Nx[1,00), or from Xo = (BUC¥(R))? and X; = (BUC**+(R))? for any k € N (where BUC*
denotes functions whose derivatives up to order ¢ are bounded and uniformly continuous).
By definition, A does not belong to the spectrum of L if and only if for any F' € X there

exists a unique W € D such that (A — L)W = F', and the corresponding solution operator
(A — L)~ ! is bounded on X.

Definition 5.2. An asymptotically-constant smooth convective-wave will be called spectrally
stable (on the functional space X ) provided that the spectrum of the corresponding L is
included in { X\; R(\) < 0}. It is called strongly spectrally stable provided that the foregoing
spectrum is included in { X; R(A) <0} U {0}.

The definition of strong spectral stability is motivated by the fact that in any case 0
belongs to the spectrum.
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For the above-mentioned functional framework, one checks readily that A does not belong
to the spectrum of L, if and only if A\ # 0,

Q(Cf - CT)63
h3@

and for any G € X, there exists a unique V' € X; such that L,.q(A\)V = G with a solution

operator (Ly¢q(A\))~! bounded on X, where

IWaAA)<5> ;:Aﬂﬂar<5> +—<é g)(A——E%m)<Aal ?) <5> T—<_B—1ax?53—mcﬂ>

B 1 0z (h-) T

- <8x (¢ +3hp) ) —h™' (§—ha (¢ +3hp)) N+ X2Cch™t —h™1 0, (kP @, )> <U> '
This achieves the reduction from the original spectrum problem to the invertibility of

a reduced operator L,.q()), whose kernel equation is precisely (5.8) for (7,U) = (Ah,U).

Note that, as the original A\ — L, L,.q(\) is a closed densely defined operator depending

analytically on A.

A few remarks are in order to highlight what is the nature of the gain when going from
A— L to Lyeg(N).

(5.13) A — (R)

Remark 5.3. The original operator L combines purely algebraic parts, that is, parts given
as multiplication operators, with differential parts. The key point is that multiplication
operators are Fredholm of index 0 only when they are invertible so that the spectrum of a
multiplication operator is reduced to its essential spectrum. Moreover the latter is determined
by all the values of the function by which we multiply®, instead of being read on asymptotic
limits at +o0o. This is this kind of degeneracy that is responsible for the fact that there is
an uncountable family of zero eigenmodes of (5.1), obtained through (U, ®) = (0,0) and
(h(g' +3h@)h +h’p) = gh,

the linear equivalent of the nonlinear solutions determined by (U, ®) = (¢,0) and (4.6). By
factoring out the algebraic part, we effectively remove this kind of degeneracy. However, it
must be remembered that the full system does possess these degenerate modes, a fact with
implications for nonlinear stability and asymptotic behavior ; see Section 8 for further dis-
cussion. The reduced operators Lyeq(\) are one-dimensional non-characteristic differential
operators with asymptotic limits at oo (reached sufficiently fast) so that, as we detail below,
in a large region of the spectral plane — purely determined by asymptotic limits —, these
operators are Fredholm of index 0, thus their invertibility is equivalent to their one-to-one
character, hence to (5.10) possessing no non trivial solution. Incidentally we point out that
the failure of the non-characteristic requirement would bring other kinds of degeneracies;
see the detailed discussion in [DRar].

Remark 5.4. The crucial part of the reduction is the elimination of the algebraic parts. But
we also had to perform a suitable scaling, including h — \h =: T, so as to preserve reqularity
near X\ = 0. This scaling shares similarities with classical “fluz-type” transformations,

5See for instance (5.13).
6This is crucial since first-order operators possess elliptic properties only in dimension 1.
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considered for instance in [PZ04], and that may be thought as spectral counterparts to the
widely-used anti-derivative trick — dating back at least to [MN85, Goo89] — introduced to
remove the (non-degenerate) eigenvalue 0. For more advanced, multi-dimensional, versions
of the “fluz-type” transformations we refer the reader to [HLZ17, BHLZ18]. More generally,
the need for such types of scaling also arise when connecting at spectral level Fulerian and
mass-Lagrangian formulations or quantum systems and their hydrodynamic formulations ;
see [BGMR16, Section 5.2] on the former and [AR22, Section 3.2] on the latter.

5.3. Standard spectral stability. We now investigate invertibility properties of Ly¢q(\).
The goal is in a relevant region of the spectral plane to reduce it to invertibility properties
of its spatial asymptotic limits
Li (/\) T . 1 hoam T
red U) "~ \(g +3hops)0: —hg'g N+ A2Cschyt ) \U)

Our strategy uses classical arguments to show that this reduction holds when (5.10)
possesses no non trivial solution, and then adapts arguments from [SYZ20] to show that
the latter does hold in the spectral region of interest. On the former classical arguments
we give little detail and rather refer the reader to the already classical [ZH98, ZumO1,
MZ02, San02, KP13] for detailed comprehensive exposition and to the recent [BR22] for a
self-contained worked-out case that could hopefully be used as a gentle entering gate.

As a preliminary we point out that the invertibility of L= (\) for any A such that R(\) > 0

red

(respectively for any A # 0 such that R(A) > 0) is equivalent to

g
Fy = <2, resp. L <2).
+ \/Cf(g’+3ho<,0i) > (resp. Fi )
The foregoing claim follows from the computations involved in the stability analysis for
constant states, already worked out in [Ric13, RG12, RG13], and provided in Appendix A.

Theorem 5.5. Consider an asymptotically-constant smooth profile with limiting values
(ho,c,0,0_) and (hg,c,0,¢4), ¢ > 0, reached exponentially fast. This wave is spectrally
stable if and only if

Cp > G, F. <2, F_ <2.
and it is strongly spectrally stable if and only if
(5.14) Cp > G, F, <2, F_<2.

Proof. The role of the condition on (Cf, C}) has been elucidated in the foregoing subsection.
The necessity of the conditions on F; and F_ stems directly from the classical fact that
invertibility of both L?fe 4(A) is necessary to invertibility of L,.q(\). The foregoing claim is
relatively easy to prove by building quasi-modes ; see Lemma 2 in the Appendix to [Hen81,
Chapter 5], or Proposition 2.1 in [DRar, Section 2.1]. Knowing that L ,()\) are invertible
when R(A) > 0, A # 0, it is classical to deduce that for such A, L,.q()) is invertible if and
only if it is one-to-one. However the proof of the latter is longer and more involved and we
simply refer to the already quoted literature. Let us only mention that the classical proof
builds an inverse from Green functions, and that those are obtained by gluing together

solutions to the differential equation encoding the kernel equation for L,.q()), considered
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on half-lines. Hence the strong connection between the structure of the kernel equation and
invertibility.

We also observe that the sufficiency of the condition for spectral stability may be derived
from the sufficiency of the condition for strong spectral stability through a limiting argument
that we omit.

Thus, the remaining, and only non classical, task is to prove that when Cy > Cy, Fy < 2,
and F_ < 2, and R(\) > 0, A # 0, the kernel of L,.4()) is reduced to the null function,
or, in other words, that (5.10) possesses no non trivial solution (in the relevant functional
space). To prove this, we modify the strategy from [SYZ20].

The argument is closed by homotopy. For e € [0,1], consider the convective-wave
(he, Ue, @, @e) built from (4.6) with the same (c, ho, x) but & replaced with €d. At e = 0,
the wave is constant with h = hg, @ = ¢_. The situation is favorable at ¢ = 0 thanks to
F_ < 2, and Froude conditions are seen to hold for any e € [0, 1] by monotonicity in ¢ of
the criterion. Our task is to show that there is no transition from stability to instability as
we vary €. It follows from general theory that transitions may occur only in two ways:

(1) At some ¢ there is a A € iR, A # 0, such that the eg-version of (5.10) possesses a
non trivial solution (in the relevant functional space).

(2) For some ¢, for any € > ¢ sufficiently close to €, there exists A converging to 0
when € goes to ¢y such that R(A.) > 0 and the corresponding e-version of (5.10)
possesses a non trivial solution (in the relevant functional space).

We begin by excluding the first kind of transition. For the sake of readability, we omit
to mark the ¢y dependence. The first observation is that under the present assumptions,
exponential dichotomy holds: when R(\) > 0, A # 0, solutions to the differential equation
(5.10) that do not blow exponentially decay exponentially, with rates matching decaying
rates near +oo of asymptotic equations

" g ’ 1 2 C f C >
-2 U -\ + U=0.
h(g' + 3 ho p) <h0(9’+3h0 p£) B (9 +3hops)
This implies that any such solution provides via the Liouville-type transformation

(5.15) w(z) = e2 o Wy (),

an element w of the kernel of the operator £()\) acting on L? with domain H? through
1 1

(5.16) L) ="+ (A" + fsk+ fa— 3 f1 = S,

To conclude this part, as in [SYZ20, Lemma 3.1], we derive from f3 < 0 that when \ € iR,
A # 0, the kernel of £()) is trivial. Namely, taking the L? inner product of iw against
equation £(\)(w) =0 for A =i, o € R*, we obtain 0 = (w, fsw), hence w = 0.

It only remains to exclude the second kind of transition. Here we depart from [SYZ20].
Our first observation is that similarly classical arguments, building on limits of spatial decay
rates, show that this transition may only occur if at €g, the e-version of (5.10) possesses at
A = 0 a non zero solution U, bounded near +o0o and decaying exponentially near —oo. We
now exclude this possibility, and again omit to mark any dependence on ¢y when doing so.
Since f1(+00) > 0, the only bounded solutions to (5.10) with A = 0, that is, to

(5.17) U+ U =0,
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are solutions with U/ = 0, and those do not decay to 0 at —oo if they are not constantly
zero. Hence the conclusion of this part and of the proof. O

Remark 5.6. For comparison, we mention that in [SYZ20] the argument blocking the emer-
gence of eigenvalues through A = 0 builds on the fact that there is a non trivial element in the
kernel but that its sign combined with Sturm-Liouville theory ensures that the multiplicity
of A =0 is fized (equal to 1), hence no crossing is possible.

5.4. Convective spectral stability. Let us observe that in the foregoing subsection we
have not specified which of the functional spaces introduced in (5.2) we were picking. The
reason is that this choice is immaterial to conclusions of Theorem 5.5. The conclusion would
be dramatically different if we were allowing to introduce spatial weights among possible
Sobolev norms.

With this in mind, we revisit briefly and at a deeper level the hydrodynamic stability
conditions Fy < 2, F_ < 2, and its role in spectral stability. Though this condition is
clearly necessary in standard Sobolev norms, it is also well-known that stability properties
may sometimes be changed by working in exponentially weighted norms, taking account of
the fact that instabilities may be convected into a traveling wave and stabilized by near-field
dynamics. The upshot is that a wave may be stable with respect to sufficiently exponentially
localized perturbations even when it is unstable with respect to perturbations in standard
norms, a phenomenon known as convective stability or convective stabilization. On this
topic, we refer to [Sat76] for pioneering work, to [KP13, Chapter 3| for a comprehensive
discussion at spectral level and to [GRss, FRYZss, Bloss] for convective analogs to [DR20,
DRar, YZ20, SYZ20, BR22].

In order to state a convective analog to Theorem 5.5, we extend Definition 5.2, to con-
vective spectral stability when spectral stability is obtained in a weighted topology with a
smooth weight lower-bounded away from zero, and to extended convective spectral stability
when it is met for some smooth positive weight.

The weight e3 o 1) 4y already used in (5.15), ensures invertibility properties for L;—Le 4N
for any A\ # 0 such that ®(\) > 0 independently of the position of Fy with respect to 2.
Once this is done the rest of the proof of Theorem 5.5 applies almost without change. Note
that the above weight goes to zero as © — oo and an inspection of spatial decay at +oo
shows that this cannot be fixed by any other lower-bounded weight ; see Appendix A for
some details. However e2Jo X(¥) 1) dy with x smooth, equal to 1 in a neighborhood of
—oo and to 0 in a neighborhood of +o00, provides a lower-bounded weight that restores
invertibility of L __,()) in the zone of interest.

The foregoing discussion leads to the following theorem.

Theorem 5.7. Consider an asymptotically-constant smooth profile with limiting values
(ho,¢,0,0_) and (ho,c,0,¢4), ¢ > 0, reached exponentially fast.
(1) Its extended convective spectral stability requires Cy > Cy, and this is sufficient to
obtain strong extended convective spectral stability.
(2) Its convective spectral stability is equivalent to Cy > Cy and Fy < 2, and its strong
convective spectral stability is equivalent to Cy > Cy and Fy < 2.

Remark 5.8. The outcome of the analysis is consistent with the classical rule of thumb
that only instabilities traveling towards the wave may be stabilized with a classical weight.
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To carry out this consistent check, we first recall [MZ02] that transition to hydrodynamic
instability is closely related to the Chapman-Enskogg expansion (3.16), with instabilities
occurring in neutral modes corresponding to the characteristic modes of (3.16). As the
o mode decouples to all orders, it remains always neutral, hence strict, or exponential,
instability should it arise occurs in the h-mode, convected with characteristic speed o2 strictly
greater than the speed o = U of the ¢ mode. Thus, for a hydrodynamically unstable
state to the left of an asymptotically-constant convective wave solution, instabilities are
convected inward toward the wave, at speed greater than the speed ¢ = U of the wave. Such
instabilities are thus subject to convective stabilization, recovering stability with respect to
sufficiently localized perturbations. For a hydrodynamically unstable state to the right of
an asymptotically-constant convective wave solution, on the other hand, instabilities are
convected outward from the wave, and cannot be so stabilized (in a classical way).

There is some hope to directly use convective stability at the nonlinear level, since involved
topologies behaves nicely with respect to nonlinear estimates. Nonlinear results mentioned
above fit in this frame.

In turn, our motivation to also investigate extended convective stabilization and our ex-
pectations concerning its role in the nonlinear dynamics is somewhat subtle. Generally
speaking, we expect that a wave that could be stabilized in an extended convective sense
could enter as a block in a stable multi-wave pattern. For the present case, we are partic-
ularly interested in 2-wave patterns, with the second (rightmost) wave (corresponding to
the h mode of (3.16)) being a Lax shock. In particular, then, characteristics are propagated
into the shock from either side. This observation will be important in Section 7 below, in
interpreting the results of our numerical time-evolution experiments.

Let us stress however that all our present discussion about nonlinear dynamics is some-
what speculative. Indeed, due to the presence of an infinitely degenerate neutrally stable
mode, even in the smooth stable case, the present problem does not fit under the application
of any result that we know of converting spectral stability into nonlinear stability.

5.5. Stability of periodic solutions. Among the wide variety of smooth convective
waves, besides the asymptotically-constant ones, those with a periodic profile also fit in a rea-
sonably developed spectral stability framework. The latter is much more recent though. See
for instance [Gar93, OZ03, JNRZ14, Rod18] for a few significant contributions to periodic-
wave nonlinear and spectral analyses, and [Rod13, Rod15] for some detailed accounts. We
restrain from tackling such a stability analysis, but we would like to point out why the
asymptotically-constant analysis is not readily adaptable to the periodic problem.

A significant part of the asymptotically-constant study is deduced from an energy es-
timate carried out for the self-adjoint operator in (5.16) obtained through the Liouville

transformation w = e2 Jo 1@ WY of (5.15). Yet, in the periodic case, such a transforma-

tion is not available, unless f; is mean-free over a period, since otherwise 3 Jo L)W 5 not
periodic and grows without bound near one infinity, decays to zero near the other infinity.

We point out that, for discontinuous periodic waves, the stability framework of [JNR*19,
DRar] could also be adapted to the present context. Yet we shall not carry out this analysis
either.
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Thus, in the periodic case, we do not obtain analytic results either for smooth or discon-
tinuous profiles.

6. STABILITY OF DISCONTINUOUS SOLUTIONS

We now consider briefly the case of piecewise-smooth convective waves, with a finite
number of discontinuities, that are asymptotically constant. We prove that these waves are
also spectrally stable when the limiting endstates are so. Our proof proceeds by a limiting
argument from the stability of asymptotically-constant smooth waves. By taking a limit we
lose the strong stability part of Theorem 5.5.

The choice of such an argument also reflects that we have not been able to extend directly
the arguments of the smooth analysis to the discontinuous case. To provide some insights
on how these fail, let us give some details on what we are able to obtain in this way. The
reduction to a nice eigenvalue problem and the proof of the impossibility that transitions to
instability occur through the emergence of eigenvalues from A = 0 may indeed be adapted
with little changes. The important part that we are not able to extend is the exclusion of
transitions to instability through nonzero purely imaginary eigenvalues. In the smooth case,
this eventually relies on an energy’ estimate and discontinuities introduce, in the estimate,
jump contributions that we have not been able to manage. Thus, by using real symmetry,
the extension of the smooth-case proof only yields that transition to instability may only
occur through the passage of pairs of nonzero complex conjugates eigenvalues. We are also
able to extend the argument used to show the impossibility of a passage through 0 so as
to compute explicitly an instability index, counting modulo 2 the number of eigenvalues
on (0,00); see [GZ98, PW92, BJRZ11, BGMR16, JNR*19] for similar computations. The
upshot of the latter — consistent with the rest of the present arguments — is that this
number is always even®.

The rest of the section is devoted to the proof of the claimed spectral stability formalized
in the following theorem.

Theorem 6.1. Consider an asymptotically-constant piecewise-smooth profile with limiting
values at infinities (ho,c,0,¢0_) and (hg,c,0,¢4), ¢ > 0, reached exponentially fast, and
exhibiting a finite number of discontinuities. This wave is spectrally stable if and only if

Cy > Gy, F <2, F_<2.

Some details on the notion of spectral stability used in the foregoing statement are given
in the following subsection.

6.1. The discontinuous eigenvalue problem. For the sake of simplicity, we prove The-
orem 6.1 only for profiles with a single discontinuity, which without loss of generality we fix
at 0. We stress however that the adaptation to the general case is mostly notational.

Following [JNR'19, DRar], we linearize in (h,U, ¢, ®,v) the system obtained from in-
serting the solution ansatz

(t,z) — (b, U, @, ®)(x — ct — (t)) + (h,U, 0, ®)(t,x — ct — (1))

"There is some freedom in the energy estimate used but we have failed to adapt any of those.
8We recall that we show by different arguments that this number is always 0.
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in (3.1), with (h,U, @, ®) and (h,U, ¢, ®) smooth on R*. This yields interior equations, on
R*,
APOW + 0, (AW) = EW,

for W = (h, U, ®, ) — 1 (hy, Uy, e, @), where A, A and E are as in (5.1), supplemented
with linearized Rankine-Hugoniot conditions. Concerning the latter we first observe that
the linearized jump conditions associated with the first and fourth equations of (3.1) reduce
to

[U]:O7 w/:U(WO)a

provided that ¢ does jump, which we will assume from now on. Once those are enforced
the two remaining jump conditions reduce to a single equation

[(g'h + 3@R2) h + 1P (® + )] = 0.

Incidentally, we point out that the foregoing reductions of Rankine-Hugoniot conditions
also occur at the nonlinear level.

We have left aside the case when ¢ is actually continuous. This may indeed indeed
happen but the required changes in the argument are relatively straightforward. Indeed,
the comparison to smooth problems turns out to be even slightly simpler in this case since
the discontinuity of ¢ is the main obstacle to directly extend to weak solutions on R the
algebraic manipulations carried out in the smooth case.

Now, performing algebraic manipulations as in Subsection 5.2 on the corresponding spec-
tral problems, including the introduction of

7:=A(h—vYhg)

(as a function on R*) and the elimination of 1, reduces the question of the spectral stability
of the wave under consideration to Cy > C; and for any A with (\) > 0, the problem

T *
Lred(A) <U> =G on R™,
I - o
[(g'h+3¢h%) 7 + (3h — h*@,) U] ’
is boundedly invertible.

Classical arguments, that may be thought as variations on the one used in Section 5, show
that spectral stability (respectively strong spectral stability) is then equivalent to C'y > C,
Fy < 2 and the non existence, for A such that ®(\) > 0 of a nonzero U (in the relevant
functional space) solving

U+ AU + (222 + fsA+ f)U =0 on R*,
[—h(gd'h+3ph*) U’ =0, [U]=0.

In the foregoing, fi, f2, f3 and fy are as in (5.10), in particular f; = 0.
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6.2. Limit of continuous waves. Let § := h — hg. Consider a mollified sequence 6¢,
arising from convolution with a rescaling of a smooth compactly supported kernel, and the
corresponding profiles (h.,c, @.,0) with the same limiting height hg. In particular, h. is
bounded uniformly in € and h. — hg converges to h — hg in LP(R) for any 1 < p < oo, and
in L>®(R\ [—z0, zo]) for any xz¢ > 0. It follows from (4.6) that similar conclusions also hold
for @.. Moreover the foregoing convergences also hold in exponentially weighted topologies
(with weights adapted to the convergence rate of §).

At this stage, we would like to reformulate eigenvalue problems for both smooth (h., ¢, ., 0)
and discontinuous (h, ¢, 3, 0) so as to reach a form for which continuity with respect to e
stem from the above convergences and standard arguments. Once this is done, it follows
that if for some Ay with R()\g) > 0 the discontinuous Ag-eigenvector system possesses a
non trivial solution, this is also true when € > 0 is sufficiently small for the smooth .-
eigenvector system associated with some A, converging to Ay when € goes to zero. Hence
the conclusion.

Such a convenient formulation is obtained by setting (for instance)

wy =U, woy = }_Le(g/ﬁ€+3gb€l_z§) U/—C’f|c|cU.
Indeed, the A-eigenvalue problem then takes the form
Cylelc 1
'w/:_ — — W1 + = = = W9 OHR*,
U he(g'he +30:h2) T he(g'he + 3:h2)
wh = (N2he + X2C c)wy on R*,
[wl]:O, [’wg]:O.

7. NUMERICAL TIME-EVOLUTION EXPERIMENTS

We conclude our study with a series of numerical time-evolution experiments carried out
with the use of the numerical package CLAWPACK [MABT16, Clal7].

Many of the numerical experiments are chosen according to the principle that convective
waves are mostly forced by ¢-variations, with h-variations being slaved to those through
(4.6), while (U, ®) are held constant, ® being identically zero. The main reason supporting
the discrepancy in our perception of respective roles of A and ¢ is that among the traveling
waves we have identified only convective waves may carry out variations in .

Let us also point out that for other kinds of waves we expect, from both modeling consid-
erations and analysis in [RYZssa, RYZssb], ® to remain very small everywhere except near
discontinuities. Consistently, in many of our simulations ¢ remains very small throughout
the whole time evolution. When this is the case, we omit the panels for variable ®.

7.1. Experiments.

Figures 2 and 3. We begin with a time evolution starting from a Riemann type data, joining
two stable equilibria, with initial variations purely in the p-variable.

Explicitly, in Figure 2, we show the result of the simulation of (3.1)-(3.3) for ¢’
10cos(15), g = 10sin({5), Cr = 0.9, and Cy = 1 and with initial data h = hg =

U=c=+/hg/Cs;, ® =0and ¢ = ¢rly<s0 + prlso<y where ¢ = 0.2 and pr = 0.

9
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From left to right, we show the solutions at t = 0, 1, 10, and 95, respectively, with panels
for variable ® omitted.
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FIGURE 2. Contact discontinuity (stable constant state). The simulation
shows emergence of a traveling convective wave.

Up to numerical smoothing effects, Figure 2 exhibits the emergence of a convective wave
profile traveling at speed ¢, with ¢ keeping its initial step-like shape, and h constant equal to
ho at the right of the discontinuity. The variable U undergoes significant variations before
spreading out back to constant c.

To confirm the observation, in Figure 3, we compare the solution at time ¢ = 95 with
the only convective wave profile such that ¢ = ¢r1;<217 + ¢rl217<, and 1_1(117) = hg when
x > 217. We compute a numerical approximation of the latter by first solving the reduced
Rankine-Hugoniot condition (4.4) so as to determine hr, the left-value at the jump of
the height component, and then solving backwards from the jump the ODE (4.6). More
explicitly, Ay, is obtained by solving the cubic equation ¢h3 + ¢'h? /2 = prh%, + ¢ h% /2,
with hr = hg, giving hy = 1.0292..., whereas the non-constant part of h is then deduced
by solving

g(h — ho)

7.1 =
(7.1) g'h+ 3prh?

on (—o0,217], h(217) = hy .
Up to numerical smoothing near the discontinuity, the matching is very convincing.
Figure 4. In Figure 4, we also provide a time evolution starting from a Riemann type data,

joining two equilibria, with initial variations purely in the ¢-variable, but this time the
endstates are unstable.
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FiGURE 3. Left: Blow up of 2 at t = 95. Right: comparison of analytically
computed convective profile (black curve) and simulated convective profile
(dotted curve).

Explicitly, in Figure 4, we simulate with ¢ = 10cos(§), g = 10sin(%), Cy = 0.04, and
Cy = 0.05 and with initial data h = hg = 1, U = ¢ = /hog/Cf, ® = 0 and ¢ =
wrlz<s0 + ¢r1l50<; Where ¢ = 0.3 and pr = 0.1.

In simulations associated with Figures 2 and 3, the limiting constant states have been
chosen to satisfy the hydrodynamical stability condition (A.1). When the condition is
not satisfied, shocks can form in front of the convective wave. That is, consistent with
the discussion of Section 3.2, in the absence of hydrodynamic stability, the simple time-
asymptotic structure predicted by the formal equilibrium system breaks down, and more
complicated patterns are expected to emerge. This is what we observe on Figure 4.

Note that, as expected, variations of ® are located near discontinuities that are not
conveyed by convective waves.

Figures 5 and 6. In Figures 5 and 6, we directly test nonlinear stability of smooth convective
waves. Our goal is two-fold. On one hand we want to provide an example on which a
relatively small perturbation is resolved in large time into another convective wave with
very significantly different shape compared to the initial unperturbed profile. On the other
hand, we want to exemplify that perturbations in ¢ have a much stronger impact than
those in h.

In both figures, parameters are chosen as g’ = 10cos({g), § = 10sin(f;), C; = 0.8, and
C¢ = 1, and the reference convective wave is obtained by solving (4.6) in ¢ with hg = 1,

U=c=\/hog/Ct, ® =0, h = hg+ & where

_ 1
6 =0.02 x 1‘%—3‘<16 1—(x—3)2 s

and ¢(—o0) =4, k = g'h3/2 + 4h3.
In figure 5, we display the result of a simulation of (3.1)-(3.3) with the same parameters
but initial data (h + hperturbationa U,®, (15) where

1
T 1 (z-6)2
hperturbation = —0.01 x 1\x—6\<1e 1—(z—6)< |
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FIGURE 4. Contact discontinuity (unstable constant states). The simulation
shows emergence of a traveling convective wave together with shocks in front.

From left to right, we show the solution at ¢ = 0, 0.2, 1, and 6, respectively, panels for
variable ® being omitted. The simulation shows convergence to a traveling convective wave
profile having mild difference in all variables when compared with a suitable translate of
the unperturbed initial profile (h,U, ®, ).

In figure 6, the computation is completely similar but with initial data (h,U,®, o +
(Pperturbation) where

1
T 1 (2—5)2
Pperturbation = 0.1 x ]]-|:c—5|<1e 1=(e=5)% |
The numerical outcome shows convergence to another convective wave, whose profile seems
to have ¢-component equal to @ + Yperturbation -

Figures 7 and 8. Next, we provide experiments of more direct practical interest, where
we investigate interactions of hydraulic jumps arising from a dam break with downward
bottom enstrophy. The dam-break experiment is a common test-case for (SV) codes. The
(h,U) part of the initial data is chosen to mimic the instantaneous removal of a dam wall
separating two fluids at equilibrium with higher height upward. In our numerical tests we
add some bottom vorticity ahead of the dam-break location.
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Fi1GURE 5. Convective wave with perturbation on h. The simulation shows
convergence to the unperturbed traveling convective wave.
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FI1GURE 6. Convective wave with perturbation on . The simulation shows
convergence to another convective wave profile whose ¢ component shows
mild differences with the perturbed initial .
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We run these numerical experiments with unstable equilibria, but, moreover, we tune pa-
rameters to observe first a convectively stable hydraulic jump and then one that is unstable
even in the convective sense. When doing so, we use analytic insights from [RYZssal, where
we completely determine conditions for convective stability.

Numerical simulations in Figure 7 have been carried out with ¢’ = 5v/3, § = 5, C; = 0.04,
and Cy = 0.05 and initial data given by ® =0,

h=hply<s+hgrlyss, U =Urly<s +Url,>s,
¢ =0.31,<10 + 0.1110<z<20 + 0.5120<z<30 + 0.2130<z<40 + 0.6140<z ,

where hy, = 1, hg = 0.2, U, = \/ghr/Cy = 10 and Ug = \/ghr/Cf = 2v/5. From left to
right, we show the solution at ¢ = 0, 5, 10, and 15, respectively.

Figure 7 exhibits at the end the superposition of a convective wave which carries variations
in ¢ and travels at speed Uy, = 10 and a (newly discovered) non-monotone hydraulic shock
travels at speed (25—+/5)/2 (hence moving faster than the convective wave). Both the non-
monotone hydraulic shock and the convective wave look very stable. The convective wave
profile has the same structure (up to numerical smoothing) than the initial ¢ component
but a different shape, variations occurring over a shorter spatial interval. Incidentally
we point out that this is the experiment reported in Figure 7 that has motivated our
investigation of convective stability in the present paper and in its companion [RYZssal, and
the corresponding revisitation in [FRYZss] of the Saint-Venant analysis of [YZ20, SYZ20].

Figure 8 report simulation of (3.1)-(3.3) with the same choice of parameters and initial
data except that hr = 0.5 and, accordingly, Ur = /ghr/Cy = 5v/2. The final outcome
is however significantly different. As is apparent at ¢ = 10, on intermediate times we
do observe similar phenomena, but afterwards the hydraulic shock starts to be subject to
instability and gradually develops a second shock as visible at ¢ = 25.

Figures 9 and 10. We conclude our numerical investigations with spatially periodic data, a
case for which we have very few a priori analytic knowledge. Though we are mostly inter-
ested in localized (hence non-periodic) perturbations of periodic backgrounds, for numerical
reasons we provide numerical simulations with periodic boundary conditions. Our goal is to
observe whether a pure ¢ periodic perturbation on top of a constant equilibria is resolved
into a stable periodic convective wave.

This is exactly what is happening in the experiment reported in Figure 9. The latter has
been carried out for ¢' = 10cos({5), § = 10sin({5), Cy = 0.9, and Cy = 1, with initial data
h=ho=1, p =2+sin(rz), U =c = +/hog/Cs, ® =0, and periodic boundary conditions
over [0,10]. From left to right, we show the solutions at t = 0, 0.5, 2, and 5, respectively, ®
panels being omitted.

Figure 10 shows the result of the simulation of (3.1)-(3.3) for g’ = 10cos(§), § = 10sin(F),
C; = 0.04, and Cy = 0.05, with initial data h = ho = 1, ¢ = 2+sin(nz), U = ¢ = \/hog/Cy,
® = 0, and periodic boundary conditions on [0, 10]. From left to right, we show the solutions
at t =0, 5, 10, and 40, respectively.
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FIGURE 7. Dam-break data in (h,U) with multiple jumps in ¢. The sim-
ulation shows asymptotically a non-monotone hydraulic shock to the right
with a convection wave trailing behind.

The corresponding final outcome seems well described as a time-quasiperiodic solution
resulting from the superposition of two waves traveling at different speeds?, namely one
smooth periodic convective wave and one roll wave. In the end, variations of U and &
are conveyed by the roll-wave part whereas ¢ variations are supported by the convective
part. On the h part one does see the quasiperiodic superposition, with the position of the
roll-wave part being noticeable on discontinuities.

7.2. Numerical conclusions. As noted in Section 3.2, it is readily seen that equilibrium
system (3.16) admits a unique solution of the Riemann problem between two equilibrium
states, consisting of a shock followed by a contact discontinuity. The result of our exper-
iments suggest that in the hydrodynamically stable case that (A.1) is satisfied both for
the initial equilibrium states and the states predicted by the equilibrium Riemann solu-
tion, Riemann data for the full system (3.1) yields time-asymptotic behavior conforming to
this prediction, but with relaxation profiles substituted for (equilibrium) shock and contact

9The question of whether the quasiperiodic object is actually a periodic one depends on whether or not
the two speeds are rationally related, a question undecidable from numerical observations.
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FIGURE 8. Dam-break data in h/U with multiple jumps in ¢. The sim-
ulation shows first show emergence of a non-monotone hydraulic shock to
the right with a convection wave trailing behind. The hydraulic shock is
convectively unstable and a second shock emerges after ¢ = 15.00. See the
plot at ¢ = 25.

discontinuities. However, in the hydrodynamically unstable case that (A.1) fails, either at
endstates or intermediate states in the Riemann solution for the equilibrium system, more
complicated but still coherent time-asymptotic patterns can emerge, involving nonmono-
tone shock profiles and various kinds of composite waves involving combinations of shock
and roll waves.

Though we did not investigate it systematically, our brief study of the periodic case
suggests that still more complicated possibilities may occur, with approximate superposition
of periodic waves moving with different speeds. We conjecture that this may indeed result
in both time-periodic and quasiperiodic solutions that are not traveling waves. The rigorous
study of their existence would be an extremely interesting direction for further study.
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FI1GURE 9. Periodic initial data in . The simulation shows convergence to
a periodic traveling convective wave.

8. DISCUSSION AND OPEN PROBLEMS

We have shown the appearance in the Richard-Gavrilyuk model (RG) of a new type of
convective waves not present in the standard Saint-Venant model (SV), and characterized
them as linearly degenerate waves analogous to those occurring in the entropy field for gas
dynamics. Indeed, they correspond to one of the two enstrophy fields introduced in (RG),
namely bottom vorticity .

Together with hydraulic shocks, these waves play an important role in time-asymptotic
behavior from asymptotically constant initial data, corresponding to relaxation profiles of
contact discontinuities in the associated equlibrium system (3.16) in the same way that
hydraulic shocks both in (SV) and in (RG) correspond to relaxation profiles of Lax-type
equilibrium shocks [YZ20, RYZssa]. However, different from contact relaxation profiles
studied in [HPWO08, Zhel5] under Kawashima-type dissipativity conditions, these do not
spread diffusively into a universal Gaussian-like profile, but appear to persist unchanged for
all time; accordingly, there appear to be an infinitude of different ultimate time-asymptotic
profiles.

Our numerical time evolution experiments indicate that both components — hydraulic
shocks and asymptotically constant convective waves — are stable when their endstates are,
with arbitrary data resolving eventually into a noninteracting convective wave/hydraulic
shock pattern. Under the hydrodynamic stability conditions (5.14) on endstates, we have
shown analytically, by Sturm-Liouville considerations, that asymptotically-constant convec-
tive waves are spectrally stable. The related problem of existence and spectral stability of
hydraulic shocks is studied in [RYZssal.
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FIGURE 10. Periodic initial data in ¢. The simulation shows superposition
of a traveling convective wave and a discontinuous roll wave.

Interestingly, stability appear also to hold sometimes even for contact-shock components
arising from asymptotically-constant data with endstates violating the hydrodynamic sta-
bility conditions (5.14). This can be understood as an example of convective stability,
whereupon instabilities arising at the end state are convected into the wave and unltimately
stabilized. Indeed, one may verify that instabilities arising through violation of (5.14) at
the left endstate correspond to the genuinely nonlinear h-field, which travels transverse
to contact waves, and ultimately into the leading Lax shock, thus stabilizing. This phe-
nomenon may be captured by working in a weighted norm, amounting to precisely the
Sturm-Liouville transformation studied earlier. Thus, convective spectral stability of con-
vective (in different sense) wave solutions follows for asymptotically-constant profiles by the
same Sturm-Liouville argument as in the hydrodynamically stable case.

For both hydraulic shocks and convective-wave solutions, nonlinear stability remains a
very interesting open question. For, independent of Froude number F and strict hydro-
dynamic stability in the h equilibrium mode, the fact that the convective ¢ mode is a
characteristic mode of both relaxation system (RG) and equilibrium system (3.16) means
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that Kawashima’s genuine coupling condition is violated for this model, leading, indepen-
dent of F, to neutral instability in the ¢ equilibrium mode, corresponding with the infinite-
dimensional kernel of the linearized operator about the wave, as seen in Section 5. Thus,
nonlinear asymptotic stability, if valid, is in the weak sense of stability of the infinite-
dimensional family of convective waves in its entirety and not of individual waves, or of
some of their finite-dimensional orbits under the action of symmetry group. It may also
be that waves are merely metastable, with slowly growing instabilities occurring through
resonance with this nondecaying infinite-dimensional kernel.

The resolution of this issue of nonlinear stability is an extremely interesting direction for
future study. Every example we know of among the relatively few analytical results analyz-
ing the large-time dynamics near an infinite-dimensional family of (relative) equilibria —
including amazingly impressive analyses near homogeneous distributions of Vlasov-Poisson
systems [MV11, BMM16] and shear flows of incompressible Euler systems [BM15] — re-
quires an extremely fine understanding of the nonlinear structure of the system at hand.
Indeed, it appears to be a challenging problem even for the simplest case of stability of
constant, equilibrium solutions, similar to the study [LZ99] of compressible Navier-Stokes
equations with zero heat conductivity, or, even closer, to the analysis of a class of degenerate
hyperbolic systems with relaxation in [MN10]. For comparison with the latter, we point
out that considering convective stabilization by spatial weights of discontinuous waves could
also help preventing the formation of new singularities (hence relaxing the linear degeneracy
assumption of [MN10] for the marginally stable mode), as exemplified in [BWss].

For periodic convective waves, even spectral stability appears to be more complicated.
Another very interesting direction for further investigation is the numerical study of the
latter. In particular, considering the example of (acoustic, or genuinely nonlinear) periodic
roll waves for (SV), which arise if and only if the Froude number F is > 2, violating
hydrodynamic stability, one may ask what is the role of the Froude number in stability of
periodic convective waves. Though it does not affect existence of periodic convective waves
as in the case of periodic acoustic waves, it might yet potentially affect stability. Whether
or not this is the case is a natural question that would be interesting to resolve. The related
problem of existence and spectral stability of roll waves is studied in [RYZssb].

Even more generally, our numerical experiments of spatially periodic solutions suggest
that the (RG) model also supports time-quasiperiodic solutions, seemingly obtained by
superposing convective waves and roll waves, whose study is widely open from any point of
view.

APPENDIX A. HYDRODYNAMIC STABILITY AND EXTENDED CONSISTENT SPLITTING
We detail here a few computations related to the near-constant stability analysis.

A.1l. Hydrodynamic stability. We first recover (3.13)—(3.14) as criteria for the stability
of a constant equilibrium. The reduction process of Subsection 5.2 applies equally well to

the constant-coefficient analysis so that we may focus on the invertibility of L%’ (\) defined
by

L2 () T\ _ 1 X hoO, X T
red U)- (¢ + 3howo) Oy —hg' g A2+ A2Cschy uj)-
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By either Fourier or Green-function arguments, one readily checks that L%°,()) is invert-
ible (on a reasonable weightless Sobolev space) if and only if there is no non-zero trigono-
metric monomial (7,U) such that L (A\)(7,U)? = 0. This is equivalent to the fact that
the matrix

-1
0 ho ~1 0
®o —
MP () = ((g’+3hocpo) o> (hglg —A2—A2Cfch51>

B 1 ( g —hoA? — A2Cfc>
ho (g’ + 3h0(,00) - (g’ + 3h0(,0()) 0
has no purely-imaginary eigenvalue. These eigenvalues are readily computed to be

. g+ \/§2 +4 (g’+3h0<,00) (QCfC/\—l-h(])\z)
2ho (¢’ +3ho o) ’
o)) = 09—/ +4 (g +3hopo) (2CFcA+ ho)2)
72 2ho (¢ +3ho o) '
Note that we have implicitly excluded cases when §2 4+ 4 (¢’ + 3 ho o) (2 CreX+ho /\2) €
(—00,0) so as to pick a determination of 1/-, but this is irrelevant for the stability analysis,
since a direct computation shows that 2CfcA + hg A? € (—00,0) implies R(A) < 0.
By taking it account the sign of the real parts of these spatial eigenvalues when R(\) > 1,

one deduces that L¥°,()) is invertible for any A # 0 such that ®()\) > 0 if and only if for
any such A,

(M)

R(O(N) > 0> R(13°(N)).
More directly this is equivalent to for any £ € R, if i€ is an eigenvalue of M®¥°()), then
R(N) <0or A=0.
In turn, the condition that i€ is an eigenvalue of M*¥°()) is equivalent to

20
€ ho (¢ +3howo) +i€§+ thH A2 = 0
0

which is solved as

Cre _ .
A= ——hfo /O3 hy? —i€5—€2ho (¢ +3ho o).
Note that one of the solutions is zero if and only if £ = 0 and in this case the other one is
real negative. Setting m(§) := ?62 h0_2 —i&G— € hy (¢ +3hogo), one derives that for
£ # 0, both solutions have negative real parts if and only if #(y/m) < Cychy L that is, if
and only if

1
\/5 (jm| +R(m)) < Crehyt, ie.  /R(m)2+I(m)? < 2C’]2c ? hy? — R(m),
hence, if and only if
S(m)? < 4CFPhy® (CiPhg? =R(m)) , ie. §° < 4CFhgho (¢ +3ho o) -

Since ¢ = g ho/ Cy, the latter condition is indeed, as announced,

62

Al < 4.
(A1) ho (9" + 3 ho @o)
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A.2. Extended consistent splitting. We now discuss consequences of the foregoing com-
putations for the stability of smooth convective waves connecting (hg,c,0,p_) at —oo to
(ho,c,0,p4) at +0o. In unweighted topologies, computations are directly applicable.

We would like to stress the consequence of using a weight that behaves as e~ % near —oo
and as e+ near +o0o. In the corresponding weighted topology, one needs that for any
A # 0 such that R®(\) > 0, LY ()\) is invertible in spaces weighted with /-2, and L7} (\)
is invertible in spaces weighted with e+ ?. This is equivalent to for any such A

R(YVTN) > =01 > R(g T (N), RO~ (V) > —0- > R(ys~ (V).
Taking the limit A — 0 shows that necessarily ;. < 0 and 8_ < 0. Moreover choices

g
2ho (9’ + 3 ho )
fit the requirement independently of any constraint on Froude numbers. This justifies the
claims in Subsection 5.4.

by — _ % F1(400)

REFERENCES

[AR22] C. Audiard and L. M. Rodrigues. About plane periodic waves of the nonlinear Schrédinger
equations. Bull. Soc. Math. France, 150(1):111-207, 2022.

[BMO04] N. J. Balmforth and S. Mandre. Dynamics of roll waves. J. Fluid Mech., 514:1-33, 2004.

[BFZ15] B. Barker, H. Freistiihler, and K. Zumbrun. Convex entropy, Hopf bifurcation, and viscous and
inviscid shock stability. Arch. Ration. Mech. Anal., 217(1):309-372, 2015.

[BHLZ18] B. Barker, J. Humpherys, G. Lyng, and K. Zumbrun. Balanced flux formulations for multidi-
mensional Evans-function computations for viscous shocks. Quart. Appl. Math., 76(3):531-545,
2018.

[BJRZ11] B. Barker, M. A. Johnson, L. M. Rodrigues, and K. Zumbrun. Metastability of solitary roll wave
solutions of the St. Venant equations with viscosity. Phys. D, 240(16):1289-1310, 2011.

[BM15] J. Bedrossian and N. Masmoudi. Inviscid damping and the asymptotic stability of planar shear
flows in the 2D Euler equations. Publ. Math. Inst. Hautes Etudes Sci., 122:195-300, 2015.

[BMM16] J. Bedrossian, N. Masmoudi, and C. Mouhot. Landau damping: paraproducts and Gevrey reg-
ularity. Ann. PDE, 2(1):Art. 4, 71, 2016.

[BGMR16] S. Benzoni-Gavage, C. Mietka, and L. M. Rodrigues. Co-periodic stability of periodic waves in
some Hamiltonian PDEs. Nonlinearity, 29(11):3241-3308, 2016.

[Bloss] P. Blochas. Uniform convective stability for advection-reaction-diffusion equations in the inviscid
limit. Work in progress.
[BR22] P. Blochas and L. M. Rodrigues. Uniform asymptotic stability for convection-reaction-diffusion

equations in the inviscid limit towards Riemann shocks. arXiv preprint arXiv:2201.13436, 2022.

[BWss] P. Blochas and A. Wheeler. Majda and ZND models for detonation: nonlinear stability vs.
formation of singularities. Work in progress.

[Bre00] A. Bressan. Hyperbolic systems of conservation laws, volume 20 of Ozxford Lecture Series in
Mathematics and its Applications. Oxford University Press, Oxford, 2000. The one-dimensional
Cauchy problem.

[Bro69] R. R. Brock. Development of roll-wave trains in open channels. J. Hydraul. Div., 95(4):1401-1428,
1969.

[Bro70] R. R. Brock. Periodic permanent roll waves. J. Hydraul. Div., 96(12):2565-2580, 1970.

[Clal7] Clawpack Development Team. Clawpack version 5.4.0, 2017.

[Cod61] E. A. Coddington. An introduction to ordinary differential equations. Prentice-Hall Mathematics
Series. Prentice-Hall, Inc., Englewood Cliffs, N.J., 1961.

[Daf12] C. M. Dafermos. N-waves in hyperbolic balance laws. J. Hyperbolic Differ. Equ., 9(2):339-354,
2012.



34

[Dre49)
[DR20]
[DRar]
[FRYZss]
[Gar93]
[GZ98]

[GRss]
[Goo89]

[Hen8!1]
[HPWOS]
[HLZ17]
[Jef25]
[JNR*19)

[INRZ14]

[KP13]

[Liug7]
[LZ99)

[MAB*16]

[MN10]
[MZ02]
[MN85]

[MV11]
[0Z03]

[PW92]

[PZ04]

L. MIGUEL RODRIGUES, ZHAO YANG, AND KEVIN ZUMBRUN

R. F. Dressler. Mathematical solution of the problem of roll-waves in inclined open channels.
Comm. Pure Appl. Math., 2:149-194, 1949.

V. Duchéne and L. M. Rodrigues. Large-time asymptotic stability of Riemann shocks of scalar
balance laws. SIAM J. Math. Anal., 52(1):792-820, 2020.

V. Duchéne and L. M. Rodrigues. Stability and instability in scalar balance laws: fronts and
periodic waves. Anal. PDE, to appear.

G. Faye, L. M. Rodrigues, Z. Yang, and K. Zumbrun. Existence and stability of nonmonotone
hydraulic shocks for the Saint-Venant equations of inclined thin-film flow. Work in progress.

R. A. Gardner. On the structure of the spectra of periodic travelling waves. J. Math. Pures Appl.
(9), 72(5):415-439, 1993.

R. A. Gardner and K. Zumbrun. The gap lemma and geometric criteria for instability of viscous
shock profiles. Comm. Pure Appl. Math., 51(7):797-855, 1998.

L. Garénaux and L. M. Rodrigues. Convective stability in scalar balance laws. Work in progress.
J. Goodman. Stability of viscous scalar shock fronts in several dimensions. Trans. Amer. Math.
Soc., 311(2):683-695, 1989.

D. Henry. Geometric theory of semilinear parabolic equations, volume 840 of Lecture Notes in
Mathematics. Springer-Verlag, Berlin-New York, 1981.

F. Huang, R. Pan, and Y. Wang. Stability of contact discontinuity for Jin-Xin relaxation system.
J. Differential Equations, 244(5):1114-1140, 2008.

J. Humpherys, G. Lyng, and K. Zumbrun. Multidimensional stability of large-amplitude Navier-
Stokes shocks. Arch. Ration. Mech. Anal., 226(3):923-973, 2017.

H. Jeffreys. The flow of water in an inclined channel of rectangular section. Phil. Mayg.,
49(293):793-807, 1925.

M. A. Johnson, P. Noble, L. M. Rodrigues, Z. Yang, and K. Zumbrun. Spectral stability of
inviscid roll waves. Comm. Math. Phys., 367(1):265-316, 2019.

M. A. Johnson, P. Noble, L. M. Rodrigues, and K. Zumbrun. Behavior of periodic solutions
of viscous conservation laws under localized and nonlocalized perturbations. Invent. Math.,
197(1):115-213, 2014.

T. Kapitula and K. Promislow. Spectral and dynamical stability of nonlinear waves, volume 185
of Applied Mathematical Sciences. Springer, New York, 2013. With a foreword by Christopher
K. R. T. Jones.

T.-P. Liu. Hyperbolic conservation laws with relaxation. Comm. Math. Phys., 108(1):153-175,
1987.

T.-P. Liu and Y. Zeng. Compressible Navier-Stokes equations with zero heat conductivity. J.
Differential Equations, 153(2):225-291, 1999.

K. Mandli, A. Ahmadia, M. Berger, D. Calhoun, D. George, Y. Hadjimichael, D. Ketcheson,
G. Lemoine, and R. LeVeque. Clawpack: building an open source ecosystem for solving hyperbolic
pdes. PeerJ Computer Science, 2:€68, 2016.

C. Mascia and R. Natalini. On relaxation hyperbolic systems violating the Shizuta-Kawashima
condition. Arch. Ration. Mech. Anal., 195(3):729-762, 2010.

C. Mascia and K. Zumbrun. Pointwise Green’s function bounds and stability of relaxation shocks.
Indiana Univ. Math. J., 51(4):773-904, 2002.

A. Matsumura and K. Nishihara. On the stability of travelling wave solutions of a one-dimensional
model system for compressible viscous gas. Japan J. Appl. Math., 2(1):17-25, 1985.

C. Mouhot and C. Villani. On Landau damping. Acta Math., 207(1):29-201, 2011.

M. Oh and K. Zumbrun. Stability of periodic solutions of conservation laws with viscosity:
analysis of the Evans function. Arch. Ration. Mech. Anal., 166(2):99-166, 2003.

R. L. Pego and M. I. Weinstein. Eigenvalues, and instabilities of solitary waves. Philos. Trans.
Roy. Soc. London Ser. A, 340(1656):47-94, 1992.

R. Plaza and K. Zumbrun. An Evans function approach to spectral stability of small-amplitude
shock profiles. Discrete Contin. Dyn. Syst., 10(4):885-924, 2004.



[Ric13]
[RG12]
[RG13]
[Rod13]
[Rod15]
[Rod18]
[RY Zssal
[RYZssb]
[San02]
[Sat76]
[SYZ20]
[5Z20]
[Whi74]
[YZ20]
[Zhe15]

[Zum01]

[ZHO8]

CONVECTIVE-WAVE SOLUTIONS OF THE RICHARD-GAVRILYUK MODEL 35

G. L. Richard. Elaboration d’un modéle d’écoulements turbulents en faible profondeur: application
au ressaut hydraulique et aux trains de rouleaux. PhD thesis, Aix-Marseille, 2013.

G. L. Richard and S. L. Gavrilyuk. A new model of roll waves: comparison with brock’s experi-
ments. J. Fluid Mech., 698:374-405, 2012.

G. L. Richard and S. L. Gavrilyuk. The classical hydraulic jump in a model of shear shallow-water
flows. J. Fluid Mech., 725:492-521, 2013.

L. M. Rodrigues. Asymptotic stability and modulation of periodic wavetrains. General theory &
applications to thin film flows. Habilitation a diriger des recherches, Université Lyon 1, 2013.

L. M. Rodrigues. Space-modulated stability and averaged dynamics. Journées E‘quations aux
dérivées partielles, pages 1-15, 6 2015.

L. M. Rodrigues. Linear asymptotic stability and modulation behavior near periodic waves of
the Korteweg—de Vries equation. J. Funct. Anal., 274(9):2553-2605, 2018.

L. M. Rodrigues, Z. Yang, and K. Zumbrun. Existence and stability of hydraulic shock profiles
for the Richard-Gavrilyuk model. Work in progress.

L. M. Rodrigues, Z. Yang, and K. Zumbrun. Spectral stability of Richard-Gavrilyuk roll waves.
Work in progress.

B. Sandstede. Stability of travelling waves. In Handbook of dynamical systems, Vol. 2, pages
983-1055. North-Holland, Amsterdam, 2002.

D. H. Sattinger. On the stability of waves of nonlinear parabolic systems. Advances in Math.,
22(3):312-355, 1976.

A. Sukhtayev, Z. Yang, and K. Zumbrun. Spectral stability of hydraulic shock profiles. Phys. D,
405:132360, 9, 2020.

A. Sukhtayev and K. Zumbrun. A Sturm-Liouville theorem for quadratic operator pencils. J.
Differential Equations, 268(7):3848-3879, 2020.

G. B. Whitham. Linear and nonlinear waves. Wiley-Interscience [John Wiley & Sons], New
York-London-Sydney, 1974. Pure and Applied Mathematics.

Z. Yang and K. Zumbrun. Stability of Hydraulic Shock Profiles. Arch. Ration. Mech. Anal.,
235(1):195-285, 2020.

H. Zheng. Stability of a superposition of shock waves with contact discontinuities for the Jin-Xin
relaxation system. Kinet. Relat. Models, 8(3):559-585, 2015.

K. Zumbrun. Multidimensional stability of planar viscous shock waves. In Advances in the theory
of shock waves, volume 47 of Progr. Nonlinear Differential Equations Appl., pages 307-516.
Birkhauser Boston, Boston, MA, 2001.

K. Zumbrun and P. Howard. Pointwise semigroup methods and stability of viscous shock waves.
Indiana Univ. Math. J., 47(3):741-871, 1998.

UNiv RENNES & IUF, CNRS, IRMAR - UMR 6625, F-35000 RENNES, FRANCE

Email address: luis-miguel.rodrigues@univ-rennesl.fr

ACADEMY OF MATHEMATICS AND SYSTEMS SCIENCE, CHINESE ACADEMY OF SCIENCES, BEIJING 100190

CHINA.

Email address: yangzhao@amss.ac.cn

INDIANA UNIVERSITY, BLOOMINGTON, IN 47405
Email address: kzumbrun@indiana.edu



	1. Introduction
	2. The Saint Venant equations
	3. The Richard-Gavrilyuk equations
	3.1. Reduced 33 equations
	3.2. Full 44 system

	4. Convective traveling waves
	4.1. Piecewise smooth solutions
	4.2. Asymptotically constant solutions
	4.3. Periodic solutions and beyond

	5. Spectral stability of smooth solutions
	5.1. Eigenvalue equations
	5.2. Removal of degenerate modes
	5.3. Standard spectral stability
	5.4. Convective spectral stability
	5.5. Stability of periodic solutions

	6. Stability of discontinuous solutions
	6.1. The discontinuous eigenvalue problem
	6.2. Limit of continuous waves

	7. Numerical time-evolution experiments
	7.1. Experiments
	7.2. Numerical conclusions

	8. Discussion and open problems
	Appendix A. Hydrodynamic stability and extended consistent splitting
	A.1. Hydrodynamic stability
	A.2. Extended consistent splitting

	References

