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ABSTRACT. We prove a Schauder estimate for kinetic Fokker-Planck equations
that requires only Hélder regularity in space and velocity but not in time; we
require only measurability in time. This allows us sidestep a major technical
issue for kinetic equations by decoupling the time, space, and velocity variables,
which are intertwined by the transport operator. As an application, we consider
the spatially inhomogeneous Landau equation. Leveraging the convolutional
nature of the coefficients (which yields extra v-regularity) and applying our
new estimates, we deduce a weak-strong uniqueness result of classical solutions
beginning from initial data having Holder regularity in « and only a logarithmic
modulus of continuity in v. This replaces an earlier result requiring Holder
continuity in both variables and indicates that well-posedness requires less
regularity than previously thought.

1. Introduction. This paper is concerned with the regularity of kinetic Fokker-
Planck type equations of the form

(Or +v-Vo)f =tr(@D?f)+b-V,f+¢f +g in (0,7) xR x RY (1)

and the applications of this regularity theory to the Landau equation, which, roughly,
is a fundamental model from gas dynamics for the evolution of a density of colliding
particles [51,59].

Interest in the regularity of equations of the form (1) dates back to Kolmogorov [46],
who studied it with the choices @ = Id, b = v, and ¢ = d. Kolmogorov explicitly
computed the fundamental solution, which readily yields smoothing® of f in all vari-
ables despite only being elliptic in the v-variable. We note two other computations
of the fundamental solution in more general settings by IIin [40] and Weber [63].
Eventually the observation that, in the setting of (1), regularity in v transfers to
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Tt does not seem to be explicitly stated in [46] that Kolmogorov noticed the smoothing effect.
As a result, it is not clear when this “hypoelliptic” behavior was first identified in the simple
setting Kolmogorov considered.
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regularity in x due to the transport operator d; + v - V. led to Hérmander’s devel-
opment of the theory of hypoellipticity [39].

Over the past few decades, a robust understanding of the role of the transport
operator 0; +v-V, in regularity theory has been developed in the setting of Sobolev
spaces. The literature is truly vast, so we only cite a few prominent examples [8,
26,60]; although, we encourage the reader to explore the references therein and the
work that developed as a result.

More recently, there has been interest in precise quantitative estimates of reg-
ularity of solutions to kinetic equations in analogy with the regularity theory for
parabolic equations. In particular, the interest has been in the development of es-
timates in continuity spaces, such as Holder spaces. A suitable Harnack inequality
has been proven [25,31,61,62,65], which yields the Holder regularity of solutions to
divergence form kinetic Fokker-Planck equations when the coefficients are merely
bounded and elliptic-in-v (note that (1) is in non-divergence form). A Harnack
inequality for non-divergence form kinetic operators remains elusive [56].

Additionally, Schauder estimates have been deduced and applied to various ki-
netic models [9,17,36,41,50] (see also [35,42,43] for estimates in the kinetic integro-
differential setting). These estimates yield bounds on higher Holder regularity of the
solution as long as the coefficients @, b, and ¢ are Hélder continuous in all variables.

Our interest here is to investigate the minimal assumptions on the coefficients
in (1) for proving the Schauder estimates. As we detail below, this is inspired by the
connection between this question and the conditions needed to prove uniqueness of
solutions to the Landau equation. Indeed, despite being nonlinear, the coefficients
of the highest order terms in the Landau equation enjoy better regularity in v than
f does. It is, thus, natural to hope that only regularity in v is necessary to prove
the Schauder estimates. We note that there are a number of related equations
with similar structure to which the methods developed here may be applied: e.g.,
isotropic Landau [27-30], the Imbert-Mouhot toy model [6,41], and the Vlasov-
Poisson-Landau equation [33].

For parabolic equations, minimal assumptions for the Schauder estimates similar
to those considered here were first investigated by Brandt [11], who showed that
Holder regularity in ¢ is not necessary to establish partial Schauder estimates. More
precisely, one need only have boundedness in ¢ and Holder continuity in the spatial
variables z in order to show that D2f is Holder continuous in x. Knerr [45] later
strengthened this to deduce time regularity of f under the same assumptions. These
two papers are the main inspiration for the present manuscript. Their strategies are
based on the comparison principle and are quite different from that used here, as
we detail below. There has been a large body of literature on this over the ensuing
decades, see, e.g., [18,19,47,57].

In this paper, we show that Holder regularity in the time variable ¢ is not nec-
essary to establish partial Schauder estimates for kinetic Fokker-Planck equations.
As an application of this, we deduce a weak-strong uniqueness result for classical
solutions of the Landau equation starting from initial data that is C* in = and has
a logarithmic modulus of continuity in v. This improves upon an earlier uniqueness
result in which Holder regularity was required in both variables, and it indicates
that the role of regularity in the uniqueness theory may be more technical than
fundamental (although probably not nonexistent). Below, we expand on this in
detail and formalize a conjecture on less restrictive assumptions for uniqueness to
hold.
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We now make our main results more precise.

1.1. Schauder estimates. For simplicity, we consider the slightly less general
equation

(0 +v-Va)f = tr(alt,, v)D2f) + et x,0)f + gt 2, v). (2)

We note, however, that this essentially does not lose any generality. This is discussed
after the statement of the main result of this section Theorem 1.
We assume that a is uniformly elliptic and ¢ and g are bounded: there is A > 1
such that
1
n Id <a(t,z,v) < AId and |e(t, z,v)|, |g(t, z,v)| < A. (3)
We also assume that a, ¢, and g are Hélder continuous in (z,v): a,¢, g € 05/303.
The notation for this Holder space is defined in Section 1.4.
Our first result is a general Schauder estimate that does not require the t-
regularity of the coefficients. Its proof is found in Section 2.

Theorem 1. Fiza € (0,1). Assume that (3) holds and f, D2f,a,¢,g € 03/303(Q1),
Then

2
[f]ca(s2+a>/3(Q1/2) + [D”f]cg/:scﬁ(Qlﬂ)
_ 142
S <1 + [C]C;‘/scg(@) T [a]CS%CG(Ql)) ”fHLM(QI) )

+ (1 + [‘_’]03/303@1)) Ylcerseg g
The implied constant depends only on d, o, and A.

We note that a simple consequence of Theorem 1 and (2) is that
1+2
(@ +0-Va)floerscaq, n) S (1 +ldgencaon T [a]C$/3C,g(Q1)) £l 2o (@)

+ (1 + [“]c;?/303(cz1)) Glezraca@y

Before commenting on the proof, we note that regularity in ¢ can easily be ob-
tained at this point by two different methods. The first is the hypoelliptic approach
of [41, Lemma 2.8]. The technique of the authors shows that shifts in ¢ decompose
into a shifts in v as well as shifts in transport (roughly, shifts according to the op-
erator d; + v - V). The v-regularity is provided by Theorem 1 and the transport
regularity is provided by (5). The second approach is to notice that time regularity
can easily be obtained in the course of establishing Theorem 1 with the same meth-
ods. We did not opt for this due to (i) the desire for simplicity, (ii) the fact that
time regularity does not play a role in our application (Theorem 2), and (iii) the fact
that the hypoelliptic approach of [41, Lemma 2.8] yields it in a simple manner as
a consequence of Theorem 1. Unfortunately, both approaches only provide Holder
continuity in ¢ of f and do not yield regularity of 0; f. For greater regularity in ¢, it
appears that one needs more regularity of the coefficients. We refer to [36]. If one
focuses instead on transport regularity, the optimal result was recently established
in [49].

Note that the partial Holder regularity considered above is a “time slice” of
kinetic Holder regularity. In this way, these arise from the Galilean invariance of
the equation and respect its scaling. They are, thus, the natural spaces to consider
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for our setting. In order to ease the barrier to entry for reading this work, we
opt to avoid the notation for the kinetic Holder spaces and the associated Galilean
translations. Indeed, as we are often taking time slices, these play almost no role
in our arguments besides scaling.

In fact, this is an advantage to our approach. The Galilean invariance is often
a barrier to the application of parabolic techniques in the kinetic setting. It ties
the t, x, and v regularity together, and many parabolic techniques implicitly use
the “independence” of the time and space regularity. By restricting to time slices
here and considering only shifts in z and v, we do not see this dependence, thus
sidestepping many complications.

Let us finally note that global estimates can easily be deduced from Theorem 1.
Indeed, one simply notes that the global Hélder norm is comparable to the supre-
mum over all cylinders @, (with r fixed) of the Holder norms on @,. See [21] for a
presentation of global estimates as well as a quite different approach than the one
considered here. In particular, note that Dong and Yastrzhembskiy’s approach is
kernel free. Additional LP estimates have been investigated in similar settings in,
e.g., [20,53,54]

1.1.1. Strategy of the proof. Our approach is along the lines of [36]. The proof
proceeds with the same main two steps of every proof of Schauder estimates —
direct estimates for an equation with coefficients that are constant in (z, v) and then
perturbing off of this constant-in-(x, v) coefficients equation using the regularity of
the coefficients.

The first step is slightly different from that of [36]. For us, the relevant ‘constant
coefficients’ equation is the one where a(t, z,v) = a(t). Roughly, this allows us to
perturb off of this case by using that, for (zg,vg) fixed and (z,v) =~ (zq, vo),

|a(t, z,v) — a(t, zo, vo)| < (|Jz — x0|*® + |v — Uo\a)[@]C;/SCQ < 1.

Notice that this depends only on the regularity of @ in (z,v) and not in ¢.

It is worth discussing the constant-in-(x,v) coefficients equation further. Many
proofs of the Schauder estimates for parabolic or kinetic equations (Brandt’s [11]
being a notable exception), hinge on the scaling in ¢ of moments of the fundamental
solution I'z, that is, integrals in (z,v) of I'y with polynomial weights. To obtain
the estimates here, we compute the fundamental solution I'; explicitly (see Proposi-
tion 3). In [36], where the relevant constant-in-(z, v) coefficients equation is a = Id,
it is essentially a basic calculus exercise to go from the explicit form of I'tq to the
correct moment estimates. In our setting, however, it is more difficult and requires
a somewhat involved proof based on the dynamics of some matrix valued terms (see
Lemma 6). Indeed, from Proposition 3 it is not even obvious that T'; is integrable
in (z,v).

The second step, that is, the procedure of perturbing off of the constant-in-(z, v)
coefficients equation, proceeds as usual.

1.1.2. Estimates for (1) versus (2). As we mentioned above, there is essentially no
loss in generality in considering (2) in place of (1). The reason for this is that, one
can obtain (2) from (1) by letting

g2y = b-V,f+ ga)y-

Here, to differentiate between the forcing term g in (1) and the forcing term g in (2),
we use the equation number as the subscript. In this case, after applying Theorem 1,
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one has a C;?/ng}—norm of V,f on the right hand side of (4). By interpolating,
one can “absorb” this lower order term into the left hand side of (4). While this
is complicated by the different domains on which the norms are based, with Q2
appearing on the left-hand side of (4) and Q; appearing on the right-hand side
of (4), it is generally possible to do, depending on the application. The reader will
surely have noticed that the same procedure should apply to the ¢ term as well, and
so the simplest presentation would consider only the case of (2) with ¢ = 0. This
is true; however, for the application we have in mind (Theorem 2), it streamlines

future computations to already have the explicit dependence on [¢] /3¢

1.1.3. Further comments on related time irregular Schauder estimates. As men-
tioned above, to our knowledge, the first result in this direction is due to Brandt [11],
whose approach is entirely based on the comparison principle. Indeed, in a very
simple short paper, Brandt establishes Schauder estimates with precise dependence
on the coefficients via the construction of an upper barrier for an appropriate fi-
nite difference of the solution to the parabolic equation under consideration. Later,
Knerr [45] improved on the regularity obtained by Brandt by showing that, surpris-
ingly, solutions had time regularity as well. Knerr’s strategy was also based on the
comparison principle.

Unfortunately, despite (2) enjoying a comparison principle, we were unable to
adapt Brandt’s strategy to the kinetic case. We give a heuristic description of the
obstruction. One expects 0; + v - V in the kinetic case to act analogously to d; in
the parabolic case. A major difference, however, is that shifts in ¢ (the appropriate
shifts related to 0 regularity) have a directionality: time is one dimensional and
there is a preferred direction, often called the “arrow of time.” Unfortunately, it
is not clear what the analogue to this is in the kinetic setting with the operator
Oy + v - V. Very roughly, this is the roadblock to adapting Brandt’s argument.
We note that this seems to be related to the impediment to proving a Harnack
inequality for (1) using the methods of Krylov and Safonov; see [56, Section 8.2] for
further discussion.

A few days prior to posting this manuscript to the arxiv, another very inter-
esting paper was also posted by Biagi and Bramanti 7] that investigates a similar
problem to Theorem 1. The authors consider ultraparabolic equations, a general
class of equations that includes kinetic equations as a particular example, and they
prove a Schauder estimate for time irregular coefficients. Their proof proceeds along
the same lines as ours; that is, they derive an explicit formula for the fundamental
solution and use it to deduce the Schauder estimates. Their paper is focused en-
tirely on the question of Schauder estimates of the form Theorem 1 for a general
family of ultraparabolic equations, and, as such, they do not consider applications
of their theorem, as we do in Section 1.2. Their work builds upon an earlier work
of Bramanti and Polidoro [10] in which the fundamental solution of a class of ul-
taparabolic operators was studied in depth. In particular, the authors construct it
and establish that is has the appropriate regularity and Gaussian bounds. We also
mention connections to the other very recent preprint by Lucertini, Pagliarani, and
Pascucci [48] in which the authors deduce optimal bounds on the higher regularity
of the fundamental solution. The estimates in [48] are strong enough to replace
Lemma 4 in our proof of Theorem 1. It seems likely that one could establish Theo-
rem 1 via an alternative approach to the Schauder estimates using the results of [48]
directly.
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1.2. The Landau equation. The Landau equation has the form:
(O 4+v-Vo)f =tr(@D2f) + & f in (0,7) x R? x R?, (6)

where, for any function h : R3 — R,
a(t, x,v) zav/ Id—w®w |w*T h(v — w) dw
R3 wl?

&tz v) = ¢y Jps [ h(v — w) dw for v > -3,
cyh for v = —3.

(7)

Here, a., and ¢, are positive constants whose exact value plays no role in the analysis
and v € [—3,0). The physically relevant case is v = —3. We note that the regime
v < 0 is often called the soft potentials case and that the case v € [0, 1] is considered
in many works, but we do not address it here. We also note that (6) is more often
written in an equivalent divergence form, although that is not convenient for our
work below.

We refer the reader to [51,59] for a general discussion of the Landau equation,
its physical relevance, and its mathematical history. We mention only that (6)
is nonlocal (that is, its coefficients at a point (¢,2,v) depend on the f at other
points (t,z,v")) and quasilinear (that is, the coeflicient of the highest order term
af depends on f). As a result, the unconditional global well-posedness of classical
solutions to (6) is an extremely difficult problem that appears to be out of reach
for the time being.

A new approach to this problem was initiated by Silvestre [55], who proposed
to study (6) with methods coming from parabolic regularity theory under certain
physically reasonable boundedness assumptions on the mass, energy, and entropy
densities (see [42] for a discussion of a similar program for the related Boltzmann
equation). We do not discuss these assumptions further, and we refer to this pro-
gram as the conditional regularity program in the sequel. These ideas have led to
many new results, see, e.g. [13,25,36,41]. The most relevant work to the present
setting coming out of this program is [38] that leveraged the ideas and theorems
of the previous works [13,25,36] to obtain local well-posedness with fairly “rough”
initial data. In particular, the existence result in [38] is in a weighted L space,
while the uniqueness result supposes, additionally, that the initial data is C* for
some « > 0.

One of the key insights used in the conditional regularity program is that, as
previously mentioned, @’ enjoys better regularity in v than f does. Indeed, af € C
for any a € (0,1) as long as f is bounded and decays sufficiently quickly in v. The
gap between the existence and uniqueness results of [38], described above, partially
reflects the fact that the authors were not able to leverage this insight. Our next
result, a new uniqueness result for the Landau equation (6), provides a path in this
direction.

1.2.1. Uniqueness for the Landau equation. We require the following non-degeneracy
condition on fi,: there exist r, , and R > 0 so that

for every z € R?, there is v, € R? such that fi,(z,-) > 0B, (2,0,) (8)

The reason for (8) is that, from it, one can obtain a pointwise lower bound for f.
This, in turn, yields the local-in-v uniform ellipticity of af. This was originally
shown in [37, Theorem 1.3]; see also [38, Lemma 2.5] for the connection between
the lower bound on f and the ellipticity of af. Let us note that this rules out
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“localized” initial data such as fo < exp{—|v|? — |z|?}. Tt is, however, often easier
to prove uniqueness in such localized settings as integral estimates can be used.

We are now ready to state the second main result. It is proved in Section 3.

Theorem 2. Fiz k,0 > 0 and o € (0,1). Assume that f;, € o/ log(1/C,)~% N
L>* and satisfies (8). Let f € L>*([0,T] x R®) be any solution of (6) constructed
in [38, Theorem 1.2] starting from initial data fi,.

Fiz any uniformly continuous function g € L>°7+1(]0, T] x RY), where n > 0,
such that g solves equation (6) weakly (in the sense of [38]) and g(t,z,v) — fin as

t N\ 0.
Then, if k is sufficiently large, depending on 0, o, and 7y, and
0 o
22+« ’

there is Ty € (0,T)], depending only on fin, «, 0, k and v, such that f = g in
[0,71] x RS. If k =00 then Ty =T.

We note that the nonstandard continuity space log(1/C,)~? is defined in Sec-
tion 1.4 below, as are all of the notational conventions we use. We also note that
the particular type of weak solution plays almost no explicit role in our analysis
since we immediately deduce various regularity properties of g from previous re-
sults. Hence, our choice of weak solution is made simply so that it is compatible
with the previous results in [25,38]. Roughly, though, g is in an appropriate kinetic
H'-space and solves (6) in the sense of integration against other kinetic H! test
functions with compact support.

We make no effort to optimize the condition on k in our estimates. When pre-
sented the opportunity, we always opt for more simply stated results in intermediate
lemmas as opposed to sharper results. That said, a clearly non-optimal lower bound
for k, found by tracking all computations, appears to be

4 ! 5 4
k> max{ maxq2+ ——,9+ Na, , , 0+ 7
R

1 , 1 1 4

l>pu>p >9+ 92—1—9& .
The p and p/ terms above arise when passing decay-in-v to higher regularity norms
of f via interpolation such as Lemma 17. As a result, one can obtain a better
condition on k by instead assuming that (v)™f € el log(1/C,,)~? for some m.
The cost, however, is a lower bound condition on m. Let us lastly note that ~
does not appear in the condition (9). Greater care in the estimates will lessen the
restrictions above in a way depending on +.

1.2.2. The strategy of the proof. We give a rough outline of the uniqueness argu-
ment used to prove Theorem 2. For simplicity, we ignore all complications due to
“weights” in this discussion, although these are required in the proof due to the
fact that @/ is only defined when f decays sufficiently quickly as |v| — oo. The
proof follows the standard outline — find an equation for the difference f — g and
use a Gronwall-type argument. This, however, is complicated by the fact that (6)
has nonlocal coefficients and is quasilinear, that is, the highest order coefficient is
nonlinear in f. As a result, we require an L> bound on D2f.
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We obtain such a W2*°-bound by applying a scaled version of Theorem 1. Were
we to only assume that f € L°, such an estimate would degenerate like 1/t ast — 0
(recall that fi, ¢ W2°°). This can be seen easily by scaling arguments. However,
by propagating forward bounds on the Cﬁ/?’ log(1/C,)~%-norm, we are able to, via
interpolation, obtain a bound that degenerates like

1
ID2f ()|l Loy S ——5——-

t(log 1) 275
Crucially, this is integrable in ¢ near ¢ = 0, which allows the Gronwall argument to
close.

One key step above, scaling the Schauder estimates, was developed in [36]. The
other key step above, in which we propagate the Cy /3 log(1/C,)~%-norm, relies on
the general ideas of [38, Proposition 4.4], in which the Cy / 3Cﬁ—norm was propa-
gated. It is, however, significantly more complicated in our case. The reason being
that, while @’ is v-Holder continuous, regardless of the regularity of f, & does not
enjoy this property. In particular, when v = —3, which is the physically relevant
case, ¢/ = c, f. As such, it is exactly as irregular as f.

Roughly, we overcome this by obtaining a bound on || D2 f(to)|| Lo (rs) that de-
pends on the co/? log(1/C,)~%-norm of f as well as on || D2 f|| 1ec ((to /4,t0]xr6)- The
appearance of this second term is exactly due to the (potential) irregularity of .
In this bound, the coefficient of ||D,l2)f||Loo([t0/4’t0]><]R6) is small. Hence, by a care-
ful argument, we are able to absorb it back into the W2>°-term at ty, despite the
difference in time domains. This step is contained in Proposition 11.

The reason Theorem 1 is useful in this application is the following. In [38],
(x,v)-Holder regularity of f is propagated from initial (z,v)-Holder regularity. An
additional argument shows that regularity is passed to ¢ as well. Stated imprecisely,
if fe Cg/ch‘ then f € Cf/QC;)‘/‘?CS. The coefficients are then Holder regular and

the full Schauder estimates can be applied. As we only have Cj /3 log(1/C,)~?-
regularity of f, the only regularity that could potentially be passed to t is that
with a log modulus. At best, then, a/ will be Hélder in (x,v), due to the Hélder
regularity of f in # and the fact that a’ is defined by convolution with a “nice”
kernel in v, but with only a log modulus of continuity in ¢. Thus, the full Schauder
estimates could not be applied.

We point out a subtle additional benefit to the application of Theorem 1 in place
of the Schauder estimates of [36]. When the estimates of [36] are applied in [38],
there is a loss of regularity between a/ and f due to how time shifts interact with
the appropriate notion of “kinetic distance®”; see [38, Lemma 2.7]. This is avoided
here due to our not considering time shifts. As such, we achieve sharper estimates
on the various quantities, such as || D2 f(t)| Lo sy, as t \, 0.

1.2.3. Related work. Asmentioned above, Theorem 2 supercedes the earlier work [38,
Theorem 1.4], which required (z, v)-Holder regularity of f;, for uniqueness the hold.
We also mention the work of Anceschi and Zhu in [6] on a similar model.

2We have largely avoided discussing the kinetic distance since it plays no role in our analy-
sis. Indeed, without shifts in time, which we need not consider due to our not considering time
regularity, the kinetic distance collapses to 05/303. We point the interested reader to a clear

discussion of the kinetic distance in [43, Section 2.1].
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To our knowledge, the local well-posedness theory of Landau is relatively un-
studied, with more interest directed toward a related kinetic integro-differential
equation, the Boltzmann equation. There, the first local well-posedness results are
due to the AMUXY group [2,3,5]. In particular, a general uniqueness result in an
appropriate Sobolev space (of order 2s, that is, twice the order of the differential
operator in the equation) was proven in [4] for a restricted class of parameters.

While [4] is an extremely nice result, we describe in slightly more detail its lim-
itations in order to highlight the difficulties in our setting. Their result requires
H?2%-regularity of solutions. The Landau equation essentially corresponds to the
s = 1 case. Were their result to apply, it would require H2-regularity of f, which
corresponds to C’;/ 2—regularity and is significantly more than we require here. In-
deed, for reasons related to this, we note that uniqueness is, in some ways, more
difficult for Landau than Boltzmann as the differential operator is of higher order.
Additionally, their uniqueness result requires regularity of both solutions in contrast
to our result that has only mild conditions on the other potential solution g. On
the other hand, their result only requires boundedness in x.

The close-to-equilibrium and homogeneous setting for (6) have seen more focus.
This is probably due to the fact that one is often able to establish strong results
such as global well-posedness and convergence to equilibrium. The state-of-the-
art, techniques, and types of questions asked in these settings are quite different
from those raised in the current manuscript, so we do not go into much detail
here. We simply mention a few landmark results in each case. The story in the
homogeneous setting (that is, when f is independent of x) is somewhat complicated
by the functional setting one works in, but we mention the works of [1,15,16,23,24,
64]. In the close-to-equilibrium setting (that is, when fi, is “close” to a Maxwellian
of the form ae~I*I’/# for some a, B > 0), we refer to [22,32,52,58]. Both settings
are extremely well studied and, as a result, we are only able to reference a small
selection of the work completed over the past several decades.

Outside of these settings, little is known about the global well-posedness of clas-
sical solutions. To our knowledge, the conditional result of [38], which yields global
well-posedness as long as the mass and energy densities remain bounded in ¢ and z
in the case v > —2 (or, in the case of v < —2, if certain LP-norms remain bounded),
is currently the sharpest condition ruling out “blow-up.”

1.3. Two conjectures. We now formulate two conjectures regarding ways in which
the results above might be strengthened.

First, if we trust the analogy discussed above, that 0; + v - V, in the kinetic
setting is similar to 0; in the parabolic one, we are led to the following conjecture:

Conjecture 1.1. Fiz any o € (0,1). Assume that (3) holds and that f, D2f, a,
¢, g € C¥Q1). Then

_ _1+2 _
[Diﬂcﬁ(Ql/z) S (1 +[deg@n + [a]cg?Ql)) [f (@) + (1 + [a]Cg(Ql)) [9lce(@)-

The implied constant depends only on d, o, and A.

Notice that the conjectured result above does not require any x-regularity. It
seems that a uniqueness result for the Landau equation is an immediate consequence
of this. We state this roughly here:
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Conjecture 1.2. In the setting of Theorem 2, although assuming only that fi, €
log(1/C,)~% N L>* (that is, we drop the Hélder regularity in x), the same weak-
strong uniqueness conclusion holds as long as

0> 2.

It is not clear that the above conjecture, were it true, would be sharp. There is
a strong connection between regularity and uniqueness results. Indeed, recent work
has established the nonuniqueness of irregular (weak) solutions of fluid equations,
see, e.g., [12,14]. We also note the work of Kiselev, Nazarov, and Shterenberg, who,
in the critical case of the fractal Burgers equation studied in [44], see a situation
similar to that of the Landau equation: rough solutions immediately become smooth
but uniqueness is unknown without further regularity assumptions. In fact, despite
the intense interest in [44], uniqueness of these rough solutions remains open as far
as we know.

On the other hand, in the homogeneous (x-independent) case for the Landau
equation, where the Landau equation has more structure, uniqueness has been
established through a probabilistic approach that yields bounds on the Wasserstein
distance between two solutions [23,24]. This result requires essentially no regularity
of f, although it is only applicable in the homogeneous case.

We expect the conjectures above to be difficult to establish for reasons related
to the fundamental difference between 9, in the parabolic setting and d; +v -V, in
the kinetic setting that were discussed in Section 1.1.3.

1.4. Notation and continuity spaces.

1.4.1. Points and kinetic cylinders. For succinctness, we often write
z=(t,z,v), Z=(t,%,0), and 2 =t 2',v").
For any r > 0 and zq
Qr(20) = {(t,z,v) : tog —r? <t < to, |x — m0 — (t — to)ve| < 72, |v —vg| < 7}
‘When no base point is specified, we let
Q, = (=r2,0] x B,s x By,
where we use the convention that B, = B,.(0). The reason for the choice of @, is

the natural scaling (t,x,v) — (rt,73z,rv) associated to (2).

1.4.2. Continuity spaces. Throughout we work with some anisotropic continuity
spaces, i.e., those in which different “amounts” of regularity are required in each
variable. In particular, for a any set Q C R xR?x R? and parameters oy, as € (0, 1],
we let

CrCe(Q) ={f: Q= R: f € L¥(Q), [flez 092 () < 0},

where

I |f(t,x,v) —f(t',x’,v’)|
[f]czlc'UQ(Q) ' (t,m,v);és(gfc)’,v’)eQ, Im _ x/|a1 + |’U _ U/|a2 '
lz—2'|,|Jv—0"|<1/2
Finally, for the uniqueness result for the Landau equation, we define a space of
functions whose modulus of continuity is logarithmic. Indeed, for Q@ C R x R? x R¢
and parameters a € (0,1) and 6 > 0, we let

C2log(1/C)*(Q) = {f : Q = R f € L¥(Q), [fl e/ 10501/0)-0(0) <
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where

[f] /3 = sup |f(t7I,U)—f(t7xl7'U/)|

[e3 o _0 - = - )

Cz/" log(1/C,)~%(Q) (t,0)£(t,a’ W' )EQ, |z — 2/|*/3 + log(1/]v — v'[) 0
|z—a'],Jlv—v"|<1/2

(10)

Abusing notation, we also use the Cy /3 log(1/C,)~? notation for functions f that
are independent of ¢ but for which the supremum in (10), without the ¢ terms, is
finite.

When Q is not specified in the norms above, it is taken to be either R® or R, xR,

depending on the setting. For example, if f : R® — R, then we say f € 05/303 to
mean f € Co/C(RS).

1.4.3. Multi-indices. Given a multi-index o € (N U {0})?, we write
Oy =0yt -0y
The object 9% is defined analogously.

1.4.4. Other notation. Throughout the work, constants are assumed to change line-
by-line and depend on various parameters such as the dimension d, the ellipticity
constant A, and the regularity parameter «. In the statement of each result, we
make clear the dependencies and in its proof, we simply write A < B when A < CB,
where C' is a constant depending on those parameters. We use A ~ B when A < B
and B < A.

In the uniqueness result for the Landau equation, we must work with weighted
spaces. To this end, we recall the Japanese bracket: for any v € R¢,

() = /1+ V2.

Then we define the associated weighted L°°-spaces: for any n € R,

Lo = {f: (o)"f €L} with norm ||fzm = [[()" fll-

2. The Schauder estimates. In this section, we prove our first main result The-
orem 1, which is the Schauder estimates for (2). As usual, the proof proceeds in two
steps. The first step is an estimate for solutions of a relevant “constant coefficients”
equation. For us, as discussed above, this “constant coefficients” equation is the
one where the coefficients depend only on time ¢. The second step (Section 2.2)
is to bootstrap to the general case by perturbing off of this “constant coefficients”
equation.

2.1. The first step: Schauder estimates when the coefficients are constant
in (z,v). Consider the basic kinetic Fokker-Planck equation involving only trans-
port in z and diffusion in v which the diffusion has a coefficient depending only on
t:

(04 +v-V,)f = tr(a(t)DEf) + g. (11)

Our assumption on @ is the following: a is symmetric and there is A > 1 such that
1

a:R — R?® x R? is measurable and 1< a(t) < Ald  for all ¢. (12)

We stress that a does not satisfy any further regularity assumptions.
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We begin by studying the fundamental solution of this problem; that is, the
function I'; for which the solution f of (11) is given by

£() = / / / Da(to— & — (t— 15,0 — 5:)g (L, 7, 5) d5. (13)
R JRd JRd
In the simple case a = Id, it is well-known [39] that T'1q is given by

d
V3 3|lz—vt/2|? [v]? .
Twa(t,z,v) = (27”52) exp{ B 3 B T} itt>0,

0 ift <0.

(14)

We point out two features: (1) integrating I'rg in « recovers the standard heat kernel,
and (2) the “kinetic convolution” involved in (13) respects the Galilean invariance
induced by the transport operator.

By a somewhat complicated, but nonetheless straightforward, Fourier transform-
based computation we can compute the fundamental solution associated to a general
(x,v)-independent @. Indeed, we find the following:

Proposition 3. Under the assumption (14), solutions of (11) are given by (13)
with the fundamental solution

exp {—%—(w—M(t;s)v)P(t;s)fl(I—M(t;s)v)}

La(t, 2, v;) = (4m)9/det [Ao (6:9) P(t55)] ift>s,
0 ift <s,
(15)
where
¢
Ai(t;s) = / (r — s)'a(r) dr, fori=0,1,2,
X (16)

P(t;5) = Ao(t; s) — Ay(t;8)Ag(t; s) LAy (L 8), and
M(t;s) = (t — s)Id —Ag(t; ) "L Ay (t; ).

We postpone the proof of Proposition 3 to Appendix A.

It is not obvious that (13) is well-defined from (15). Indeed, while the positive-
definiteness of Ay and its having the same scaling in time as the analogous term
in (14) are immediately obvious, the same cannot be said for P(t). In fact, even the
positive definiteness of P is not clear. However, we need a stronger estimate than
merely positive definiteness of P as the crucial step in most proofs of the Schauder
estimates is in understanding the scaling in ¢ of I'; and its integrals in x and v.

We now state this scaling property. Notice that it is, up to constants, the same
as one would obtain using I'tg defined in (14). Its proof is contained in Section 2.1.1.

Lemma 4. Let 'z be as in (15), with a under the assumptions given by (12). Fiz

any multi-indices a, B € (NU{0})?, any natural number j > 0, and any real numbers

r,s > 0. Fort>t,

/ / max  [00205Ta(t,x + Ea, v+ ExD)l[af ol dadv S (1 - D)7 T
Rd JRd (0a£2a£3)6Q\/m

Using this estimate, Lemma 4, we are now able to establish the main result in
the constant-in-(x, v) coefficients setting that will be the basis of the main Schauder
estimate.
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Proposition 5. Fiz a € (0,1). Suppose that f, (8; + v - Va)f, D2f, and g €

03/303(6,21), Assume that f and g have compact support in Q1 and satisfy (11)
with coefficient a that satisfies (12). Then

2
flogrorng,y + Puflosrnceqn S Weerosquy
where the implied constants depend only on «, A, and the dimension d.

Proof. We begin by estimating [D} f] ,
Ql and any 1 < Zvj < d7

o/3 e ()" Recalling (13), for any z = (¢, z,v) €

t
vy, [ (2) = / / / Ovyo, Talt,x — & — (t — 0)0,v — ¥;t)g(Z) dz.
' -1 JRd JR '
Fix another point 2’ € Q1 of the form
2= (t,2’,0").

Notice that z and 2z’ have the same t-coordinate. This is due to the fact that we do
not prove any regularity of D2f in t. Let

h=lz—2|"%+v—12] and

69(3) =gt —t,x —& —t(v—10),v—0) —g(t —t,2' — 7 —t(v' —0),v" — D).

Then, after making the change of variables

= (t—t,x—2T—(t—1t)0,v—17),

we find

2h2 1+t ~
Ous, F(2) = oo, f(2) = ( / + / ) / / Dv,v, Ta(t, T, 05t —1)dg(2) dz
0 2h2 R4 JRA

=0+ Is.

We now estimate each of I; and I in turn.

Estimating /;: Here, integrating 0,,,,'a over (¥,7) leaves us with an O(1/t)
term. This means that our approach needs to use the regularity of g to obtain
t-terms, either directly or via Lemma 4. Using the regularity of Op,v;T'a will only
exacerbate this issue, so we do not use it, but obtain extra smallness instead by
working on a small interval [0, 2h?].

To this end, we smuggle in a new term. Setting Z, = (¢, ,0), we see that

2h?
/ //8ij1‘a(t,i,ﬁ;t—f)ég(éo)di:0.
0 Rd JRd

Hence, we obtain

2h?
=] [ [ ]t atea. 5t~ (69() - Sotao)) dz].
0 R4 JR4 o
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Next, we point out that
0g(2) — 0g(Z0)| = | (9t =t 2 —F — (v — D), v — D) — g(t — t,a’ — & — t(v) = 0),v' — 7))
- (g(t—f,x—is—fv,v)—g(t—f,x’—i:—Nv’,v’))’
=|(9tt—t,x—2—1(v—-0),v-0)—g £

— (gt —t,a" =& — (v = 0),v' =D

< 2glemr o qny (@ + 181°)
(17)

where, to get the last inequality, we swapped the places of the second and third
terms in the absolute values. This has the advantage of avoiding a t — ' term that
would require time regularity of g.

Using (17) and then Lemma 4, we find

2h?
1] S ce/3c (Ql)/ / / 0,0, Ta(t, T, 0; ot —D)|((F0)*3 + |8]*) dz
Rd JRd

- / (18)
a/2—-1 a
< [9]03/303(621)/0 s ds < [9]03/303(Q1)h .

Estimating I,: In this case, we are insulated from ¢ = 0 so we may (and do)
use the regularity of d,,,,I'z here. The first step is to separate the two integrals in
I (recall that dg is a difference of two terms) and then change variables Z — z — 2
and Z — 2’ — Z, respectively. This yields:

t—2h?
I, = / / / v, Da(t, @ — &,0 — 058) — Oy, Talt, 2’ — 2,0 — 0;8))g(t, 2 — (t — )0, 0) dz.
R JRY

The key reason for doing this is so that the resulting terms, 0,,,,1'z, are a full
v-derivative. Hence,

/ Opyo, Talt,x — T,0 — 0;) db = / Ovyo, Ta(t, 2’ — 2,0 — 0;1) do = 0.
R4 X R4 '

Therefore, we rewrite Io as

t—2h?
I, = / / / oo, Dalt, o — 0 — 051) — Oy, Ta(t, 2’ — 3,0 — 03 8)
re JRa

g(t,& — (t —1)0,0) — g(t,& — (t — t)v,v)) dZ.
Notice that z — 2/ € Qp. By a Taylor approximation, we see that

Op,v.Talt,x — &, v —0:1) — Oy, Talt, o — &0 — ;1
V5 )

< §€g2na§X 0 (hS‘vmaijF(z(tax -z -l—fg,'l} -0 +£37{)| + h‘vvamv]‘r&(tv‘r —T+ 52)” -0+ 537£)|) .
hy§1=

Additionally, we have

‘g(tN,i‘— (t_£)676) _g(ﬂi‘_ (t_f)v?vﬂ < [g]cgﬁcg(Ql)[(‘t_EHﬁ_U|)a/3 + |’D_v|a]'
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Therefore, by a shifting back in all variables, (f,%,?) — (t —t,z — &,v — 7), we
see

t+1
L] < [g] o h 2Ou0. Dalt, & vy it —t
2 < lole “‘C;‘(Ql)/z /Rd/Rdsegfgf o (W VaOun, Lalts 2 £, U Lt — 1)

o+ BIVBy, Talt & + €2, + €t — 1)) (1721517 + |0]°) d2

Using then Lemma 4, which, effectively turns Z and ¢ into £3/2 and £'/2, respectively,
and 8, V, and V,, into ¢, £ 3/2, and ¢~ '/2, respectively, we find

L] < (9] (h3 i )il di < 1g) e (19)
A llespepu ), \Bre T B ~ Wleoglog '™

Combining this, (18), and (19) completes the estimate of [D2f]
claimed in the statement.
The estimate of [f] 2ia

. 1
significantly simpler as there is no difference in the Galilean terms —t(v — %) in &g.
Additionally, the details are exactly the same as in [36, Lemma 2.5]. As such we

omit the proof. O

o as
cePca(Qr)

essentially proceeds along the same lines, but is
)

2.1.1. Proof of Lemma /: integrals of 'y and their scaling in t. Our first observation
in service of establishing Lemma 4 is that the integral is well-defined due to the
positivity of the exponential terms and that it satisfies the appropriate scaling laws.

Lemma 6. The matriz P(t) is invertible. Additionally, we have the following
bounds: for allt >t, any i =0,1,2, and any vector w € R?,
(i) w-Ptt)w = (t —1)°|w]? (i) |Ai(tstyw| = (t — 1)l
(iii)  |[M(t;8)w| < (t = b)wl.
where the constants depends only on A.

We note that the lower bound in (i4) and all of the upper bounds are straight-
forward, but the lower bound in (i) is not obvious and nontrivial to prove. As the
proof is somewhat long, we postpone it to Section 2.1.2.

Next, we observe that the partial derivative of I' appearing in Lemma 4 has a
particular form.

Lemma 7. Fix any multi-indices o and B as in Lemma 4. Then there exist a
homogeneous polynomial P g of order |a| + 3|3| such that

656041"_“ x ’Uf) —-1/2 1 _
z v @ 0 — P s((A i (P20 0 (AT )5, (MT P~ M) ;,
Tult,z,0:7) B((4y )J ( )j ( 0 U)J ( U)J (20)

(MTP_l.fL')j, P_l/ﬁ, (MTP_l)l/S),

where the last two terms in the polynomial, (MTP’l)l/3 and P~Y/6 are understood
to only appear in the polynomial in powers that are multiples of three.

As its proof is somewhat short, we give it here. Before doing so, however, we
make two observations. First, the above is essentially obvious when a(t) = Id.
Second (setting t = 0 for ease), using Lemma 7 and the kinetic scaling, in which we
think of v ~ v/t and x ~ t3/2, every input in the polynomial Pao,gis ~ t=1/2 making
the entire polynomial ~ ¢ ~1*1=3181 This is precisely the reason that Lemma 4 holds.
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Proof. Our proof proceeds by induction, first on the magnitude of o and then on
the magnitude of 5. The case |a| = || = 0 is obvious.

We now consider the case where 9 = 8,,0% for some i € {1,...,d} and |a| > 0,
and we assume that (20) holds for 92T. The derivative 9,, can, by the product
rule, either fall on Ps or I'. We consider each case in turn.

First, consider the former case; that is, consider the term that arises when the
0y, falls on Ps. Observe that 0,,Ps yields a linear combination of terms that are a

|&| — 1 homogeneous polynomial multiplied by either
(A si = (A5 ) (A5 )i (21)

or
(MTP=1M) i = (MTP=1/2) (M P~1/2),. (22)
Each of (21) and (22) are 2-homogeneous in the variables of P,,, making the resulting
terms |&| — 1 4+ 2 = |&] + 1 homogeneous polynomials, as desired.
We now consider the latter case; that is, when 0,, falls on I'. The conclusion is
then clear as

1
Pz0,,T = Pa (-2(Aglv)i +2(MTPz); — 2(MTPMv)i> I.
Hence, we are finished with the proof when |8| = 0.
The proof of the induction on S is essentially the same; hence, we omit it. O
We are now in a position to prove Lemma 4.

Proof of Lemma /. For ease, set t = 0. We discuss first the case when (&1, &2, &3) =0
and j = 0.
First, for notational ease, let

I:/ / 0007 a(t, x,0;0)||2|"|v]* dvda.
Rd JRd

By Lemma 7, we have

I:/ / |Pa,gla(t, z,v;0)||z|"|v]° dvudx.
R JRe

Using Lemma 6, we notice that

~ 1 =z v
Pa <Pa Ty o0
| 75|N ,B(\/% 12 t>

for some positive |a| 4+ 3|8]-homogeneous polynomial 75&[3. Therefore, we get

T 54—1
vi Ay v

e~ 1 e—(z—Mv)'P’l(ac—Mv)|m|r|v|s dvdz

1 ~ 1 =z
I /S 7/ / Pa (a 790 )
Vdet(AgP) Jra Jra ANVARE
3r s —
_ ot / / 5 5(1 z ”) N S V0] CIr
Vdet(AgP) Jra Jra “T\VE P H t5 t2

Next, we change variables to find

t%+%_2d ~ 1 Tr U vagte 3 m = lagN p—lim i—1pg-
1<7/ / paﬁ(,7) et ot @t M) P @ M) 1 51 ddz
~ Vdet(AgP) Jra Jre TU\VE VE VE

Notice that

) =P, (1,7, p)
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due to the homogeneity of P. Hence,
rts-la|=315]
prteslal=alsl

= A _ 2d/ / )eitﬁ.Ag—lgeit3(i7t711\/[1—)),1371(i,tflM{;)‘E|r|,l—}|s dovdz.
et(Aop Re /R4

We change variables one final time with § = 2 — ¢t~ M% to find

prtelal=alsl oy o

5~A o _ 1
T /Aet(AoP)  Jra Jas Pas (1,0, + 7 Mv) e 4= TP V|5 4 = M| [o]* dody
0

t3r+é la| =318l 54 ooa=1g .
N i) Pos (L,0,g + M) e e TP0(|g)" + [o|")[o]* dody.
det A() Rd JRd
In the last 1nequahty we used Lemma 6 to bound ¢~!|M| < 1.
At this point, it follows from Lemma 6 that the quadratic terms in the exponential
are bounded below as

to- Ayt + 3y - P~y > o2 + |g)*
The conclusion follows then from a simple calculation:

ris—|a|-3|8|
t— =z

det(AOP)

The proof of this case is concluded after applying Lemma 6 again in order to bound
the determinant.
The case where 57 > 0 reduces to the case above via the identity:

OTa +v -V, g = tr(a(t)DTy).

This concludes the proof of all cases where (£1,&2,&3) = 0.
The general case can easily be handled as follows. First change variables:

/ / max 870P00T 5 (t, 2 + €1, v + &2;0)|z|"|v]® dadv
Re JRa (0,61,62)€Q /75

:/ / max 1870800T 4 (¢, 2, v;0) |z — &1]"|v — &° dadv.
Rd JRd 051,62)€Q\/,572

Next, using the inequalities
[z —&|" S e[ +[6l"  and v —&[F S v + €[

At this point, the four resulting integrals may be estimated using the case above
(keeping in mind the conditions |&;| < 32 and |&| < v/t). This concludes the
proof. O

2.1.2. The proof of Lemma 6: understanding the matrices A;, P, and M.

Proof. We note that the upper bounds in all cases (i), (ii), and (ili) are obvious
from the assumptions on a (12) and the definition of the matrices (16). The lower
bounds of A; in (ii) are also obvious. Hence, we need only prove the lower bound
for P in (i).
For ease, we set £ = 0 and simply drop the “;0” notation from all quantities.
To obtain this lower bound, notice that it suffices to establish a uniform bound
of the form

w- (P(tw) >t (23)
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for any vector w € R% with |w| = 1. We proceed by analyzing the time derivative
of P. First,
P'(t) = (A — A1 A7 A (1)
= t?a — taAy Ay + A1 (AgtaAg Ay — A A ta
(tva — A Ay Va) (tva — VaAy Ay = MTaM > 0.

Thus,
w- P(t)w = /0 (M(s)w) -aM(s)wds > %/0 | M (s)w|? ds. (24)

In order to establish (23), it is enough to show
t
/ | M (s)w|?ds > 3. (25)
0

This is our focus for the remainder of the proof.
To obtain this lower bound, we use the following intuition. Recall in equation
(16)

Ai(s) = /05 rla(r)dr, and M(s) = sId —Ay " (s) AL (s).

The time derivative of M is
M'(s) =1d —(AalAl)’(s) =1Id —l—AO(s)_ld(s)Aal(s)Al(s) — sAo(s) " ta(s)
=Td—Ag(s) ta(s)M(s).

From (26), we see that when M (s)w is “small,” that is o(t), M’ (s)w is approximately
w. That is M (s)w moves radially (in the direction of w) with a velocity = 1 away
from the origin. This means that, eventually, M (s)w will move radially across a
distance O(t) at a bounded velocity. This would yield the desired bound (25).

In order to make this rigorous, we proceed in three steps. Fix € > 0 sufficiently
small in a way to be determined. The first step is to note that either there is an
interval [et, 2et] where M (s)w always has magnitude O(¢) or not. If so, we are done.
If not, we proceed to the second step. The second step takes a time ¢ in the interval
[et, 2et] in which M (tp)w is “small” and shows that it gets ‘big.” The third step is
to show that M (tp)w remains “big.” The second and third steps are dependent on
the time derivative of M.

Step one: Notice that |M(0)w| = 0. If
|M(s)w| > €t for all s € [¢et, 2¢t]

(26)

then we are finished with the proof. Hence, assume that there is
to € [et,2et]  such that |M(to)w| < &3t.
Step two: We claim that
ty :=inf{s > to : [M(s)w| > &3t} < 3et. (27)

Roughly, ¢1 is the first time after to that |M(s)w| becomes “big,” that is, has norm
3
e°t.
Using the time derivative of M (26), we obtain the identity

M(t)w = M(to)w + / " (w— Ao(s) " a(s)M(s)w) ds. (28)

to
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Combining (28) with the definition of ¢; (27) and the bound Lemma 6.(ii), we
find
t1 t1
b —to = (t1 — to)w| = ’ / wds‘ - ’M(tl)w ~ M(toyw+ [ Ao(s)" a(s)M(s)wds
to

to

< [M(t )] + | M (to)eo] + / | Ap(s) " a(s) M (s)uw] ds

to

b oM b Ot . 3t(t, — t
§253t+/ Md8§2€3t+/ Ce ds§2€5t+w.
to s to S et
(29)

where C' is a universal constant depending only on d and A. The last inequality uses
that s > tg > et. Before continuing, we note that the last integral in (29) reveals
the necessity of Step One, above. Indeed, the final integral above is not bounded
for tp near 0. Step One allows us to avoid this singularity.

Returning to (29), notice that, if ¢ is sufficiently small then Ce? < 1/2. Thus,
after rearranging (29), we find

M < 263,

Rearranging this, recalling that ¢y < 2et, and further decreasing €, we obtain
t1 < to+4e’t < 2t + et

Hence (27) is established.
Step Three: We claim that

ty = sup{s € (t1,t] : |M(s)w| > ¥t} > t; +&'t. (30)

Roughly, t5 is the first time after ¢; (at which time |M(s)w| is “big”) that | M (s)w|
becomes “small,” that is e*t.
Before showing this, we claim this allows us to conclude. Indeed,

|M(s)w| > &'t for s € (t1,t2) and ty —t; > e't.

Hence,
t to
/ |M (s)w|*ds > / |M(s)w|? ds > (ta — t1)(e't)? > 283
0 ty

In view of (24), this establishes the claim (25), which concludes the proof. Thus, it
is enough to prove (30), which is our focus now.
If to = t, we are finished. Hence, we assume that to < ¢, which implies that

| M (t2)w| = e*t.

Also, using (26) once again, we find
M(t)w — M(t2)w = —(t2 — t1)w + ” Agt(s)a(s)M(s)w ds.
t1
Combining the two identities above, and recalling from (27) that |M (t;)w| = 3¢,
we find
SSt(]_ — 5) < |M(t1)w — M(tQ)U)| < (tg — tl) + tt2 Cds = (C + 1)(t2 — tl).

Rearranging this and decreasing ¢ if necessary, we 1ﬁnd (30). This concludes the
proof. O
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2.2. The second step: full Schauder estimates by perturbing off the
constant-in-(z,v) coefficients problem. By a careful procedure taking into ac-
count the natural scalings and available interpolations, we can perturb off the
constant-in-(z, v) coefficients problem in order to obtain the full Schauder estimates.
In short, we finish the proof of Theorem 1 by leveraging Proposition 5

We begin by stating two important technical lemmas. The proof of the first
is given in [34] and the second is standard (it can be seen easily by scaling, for
example), but a proof can be found in [43, Lemma 2.10] up to an application of
Young’s inequality.

Lemma 8 (Lemma 4.3 in [34]). Let w(r) > 0 be bounded in [ro,r1] with ro > 0.
Suppose that there is i € (0,1) and constants A, B, p > 0 so that, for allrog <r <
R <,

w(r) < pw(R) + R—rp + B.

Then for any ro < r < R <ry, there holds

A
<——+8B
w(T)N(R_T-)PJ’_ i
where the implied constant depends only on p and p.
Lemma 9 (Interpolation inequalities). Fiz any Q = Q. for any r > 1/2 and any
€ (0,1). For any € € (0,1), the following hold:
[u}cﬁ/%a(@) < ¢2 ([u]c(2+a)/S(Q) + [Dfu]cg/gcg(@) + e Y ull L (),
[Dvu} 0/3Ca Q) N ([u C(2+0)/3(Q [Dﬁu]Cg/SCUa(Q)) + eiail‘lu”L‘x’(Q)a
| Dyt oo @y S T D2u) 2200 (Q) +€_1||U||L:>0(Q), and
||Dgu||L°°(Q) S ea[Dvu]C;ﬁmcg(Q) + 6_2||u||L°C(Q)~

With these in hand, we now prove the full Schauder estimates.

Proof of Theorem 1. We estimate [D? fle ©C5(Q s

terms as they are similar. For succmctness in this proof, we use the following
notation:

) and omit the proof of the other

[f]/2+a,r = [Dz%f]cg“cg(@r) + [f]céa”)m(Qr)'

The key estimate that we establish is the following. There is €y > 0 sufficiently
small so that, with

. 1 1
0o = mm{g gola ]Cﬂézica(Ql)} (31)
then
1 ¢ o N
[f]I2+a,r Si[f]/2+a,r+29 + C'([C]c‘;/BC;’(Qn +6072 ')HfHLoo(Ql) +C0 ”g”C;’/SCS(Ql)’
(32)

for some C' > 0 and all 6 € (0,6y] and r € [1/4,3/4]. The proof of (32) is compli-
cated, so we postpone it until after we show how Theorem 1 follows from it.
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In order to prove Theorem 1 from (32), we first rewrite (32) in a manner more
adapted to Lemma 8. Indeed, applying Lemma 8 with, in its notation, the choices

1
ri=1/4, ro=3/4, w(r)=I[floya, R=r+200, p= 3

A= Hf||L°°(Q1) + Hg[g}c;"/iicg(@l)’ B= C[E]OC(QI)HfHLOQ(Ql)’ and p=2+a,
yields

[f]l2+a,1/2 S 90—2—Ot (Hf||L°°(Q1) + Hg[g}C?/ch(Ql)) + [E]C?/?’Cg(Ql)HfHLOO(Ql)

. _1+2 _
S (1 + [6]02/303(621) T [a]cg/SCg(Ql)) 1£ll2=(@u) + (1 + [a]c;:”cs(Ql)) [g]c;’/scg(czl)'

Thus, Theorem 1 is proved, up to establishing (32).
We now prove (32). We argue under the assumption that
Diflesresian 2 Wlogrrag,)
so that
[f]/2+a,’r < Z[Dgf]chCg(Qr)a

although the proof is similar in the opposite case.
Fix zg, 21 € Q, with ty = t; so that
1

|D2f(20) — Daf(z1)] J ,
v v > —|D o > — . 33
|$0 _ 1.1|a/3 + |Uo _ /U1|a = 2[ ”f]Cz/gcﬁ(Qr) = 4[f]2+a,Qr ( )

Up to a change of variables, we may assume that z; = 0, which make the expressions
in the sequel simpler.
Fix 0 € (0,00]. If
0|3 + Ju|* > 6, (34)
then we have, using Lemma 9,

D3 f(z0) — D3£(0)]
[f]2+Oé7Q7~ ~ |.,L,O|a/3 + |U0|o¢ ~

1. .5 —2—a
< 50 floersoa(on + O I i@

0~ D} fll L= (@,

and (32) is proved.
Next we consider the case when (34) does not hold. We introduce a cut-off
function 0 < x < 1 such that

1 if |¢)Y/2 4+ 2|3 + Ju] <6,
X(t,x,'l)) = . 1/2 1

0 if |¢[1/2 4 |z|V/3 + |v| > 26,
that satisfies the bounds

(9 + v Vo)X oerog (g + DX esrcg gy SO (35)
and

18 4+ v+ V)Xl (@) + 1 Dax| =) S 072 (36)

We note that estimates on the other norms and semi-norms of x can be obtained
easily via Lemma 9. Additionally, to make the notation simpler, we define

a(t) =a(t,0,0) and L=0;+wv-V,—tr(aD?).
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First, using (33) and the fact that, due to (34) does not hold, x = 1 between
(0,0) and (xq,vo), we find

|D3f(20) = DIf(0,0)] _ , [DE(x[)(20) = D5 (xf)(0,0)]

|wol®/3 + |vol* |20[*/3 + Jvo|*

Diflozrsopan <2
Q[D?;(Xf)]cgmcg(Ql)-
Then, applying Proposition 5, we have

[Dgf]cg/30g(Q ~ [ (Xf)] ‘1/3004 Q ) ~ [at(Xf) + v- v ( f) - tr(a’D?J(Xf))]C;Y/?'CS(Ql)
S [ (Xf)]cg/g’cg(Ql) + [ ((a - a‘) U(Xf))]Cf/gC;"(Ql)'
(37)

We consider the first term on the right hand side of (37). Using the equation for
f, we see

L(xf) = fLx — 2aV, fVux +oxf + xg.
Thus, by the triangle inequality
L0 a5 n)
< Xloerzca(quy T X goria(uy T (X foerica(qry T 200V VoXlpersca o)
=L +1L+ I3+ 1,
For I, we use the boundedness of the cut-off function and have

L5 07l corsca g,y

Next we consider I>. Keeping in mind the support of x and using the interpola-
tion inequality Lemma 9 and (35) yields

Iy S fleersca(@ypan X Lo (@rr20) T IEX] 0o a0 1|20 (@rs20)

0~

AR ZA

[,ﬂ a/gcﬁ(QT+29) (0 I [aDUX]Cf/3Cg(QT+29))||fHL°O(QT+29)'
Using (35)-(36), we have

— 2 — 2 = 2
[aD”X]CS/scS(Qwrze) < [a]cg/iicg(QwrZe)”DUXHL‘X’(QrJrze) + ”aHLC’O(Qwrze)[DUX}CI‘?/3C$(Q,F+29)

N 972[5]05/303(62,.%9) +o7 e

and, for € > 0 to be chosen depending only on d, a, and A (recall (3)),
025 ca(@rn) S EFora@rin 072 lIF = (Qu)-

Note that, as € will not be chosen to depend on [a] or A, we omit all

2P Cg(Qu)
negative powers of ¢.
Therefore, we conclude that

072" fllL=@u)-

Y
I3 E[f]/2+o‘*Qr+29 +(0 [a]Cg/3cg(Q’r+28) +0
The terms I3 and I4 may be handled similarly to obtain

I3 S ([l coraoaioyy T M llL=@n + elf1o+0,Qry20
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and
14 ([a]C“/SC“ Q1) 9_1 + e_l_a)||VUf||L°°(Qr+2e) + 0_1[v”f]05/305‘((2r+29)

<
< 07 407 ) (0 D sy + O I (00 0)

([alegrcsqu)

+6° (ga[DUf]Cg/3CS(Q7~+20) o ||f|‘cg/3CS(Q7~+29))

5 (E + ea[@]Cf/SCSK(Ql))[Dgf}C?/?’Cg( ) + (0_2[@]0;1/303(@1) + e_z_a)”fHLOC(Ql)'

Qr426
Hence, we conclude that
[L(Xf)]cg/g’cg(Ql) 5 (5 + 6 [a]cgﬂcgz(Ql))[f]/2+a,QT+29

+ ([C]CZ/SCS(Ql) + 972[51]0;’/305(621) + 072ia)||f||L°°(Q1) + gfa”g”C:/ng(Ql).

We now consider the second term on the right hand side of (37). We begin with
the usual splitting:

5@ ~ DD sy S8 — alleeummen D20 oo
+ [tr(a - a)]c;‘/?’CSc(Ql)||Dv(Xf)||L°°(Q1)'

The second term in (38) can be handled easily using the methods above (recall
Lemma 9 and (35)):

[tr(d_&)]cg/3cg(Ql)HDg(Xf)HL‘”(Ql) S [a]Cg/SC;j‘(Ql) (ga[f]/2+0é7Qr+29 =+ 9_2||f||L°°(Q1)) .
Estimating the first term in (38) uses the fact that x has support of size 6:
||C_L - &”L‘x’(supp(x)) S/ aa[a]cg/?’cg(Ql)'

After applying Lemma 9 and (35), we arrive at

||a - dHL“(supp(X))[Dg(Xf)]Cg/?’cg(Ql) 5 ea[d}cm‘l/f’cg(Ql) ([f]12+04,Qr+26 + 9_2||f||L°°(Q1)) :
Therefore, we obtain the following bound on the second term on the right hand side

of (37):

[tl"((_l - a‘) (Xf)] ce/ice(Qr) S ga[d}(jﬁ/?'cchx(Ql) ([f]/2+06,QT+29 + 972”]0”1/’0(@1)) :
Combining all above estimates, we have

[f]/2+a,r S C(E + 904 [d] 0‘/3004(@ ))[f]12+aaQr+23

+ C([C] /30 C2(Q) +0- [ ] 0‘/303((21) + 9_2_a)||f”L°°(Q1) + Ca_a”g”c;‘/?’(cg()Ql)a
39

where C' is some universal constant. Choosing € and gy sufficiently small and re-
calling the definition of 6y (31) and that 6 < 6y, we have

and 0 ?%[a 62,

Ce + aa)[a]cz [ ]03/303@1) <

Using this in (39), we obtain (32), which concludes the proof. O
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3. Uniqueness for the Landau equation: Theorem 2. Before beginning the
proof, we review a few useful bounds that follow from our assumptions. For any
h € L5740 for any n > 0, we have

—h <U>PY ife || v,
e-a'(t,r,v)e < ||h||poo.54v+n 40
( e 3 l1hlzoersos {<v>2+7 otherwise, (40)
for any e € S?. The lower order coefficient ¢" satisfies a similar bound
0 <e"(t,z,v) S (v)7[|hll s (41)

These bounds are not optimal in the weight; it is clear that 3 can be replaced by
any k > 3 + . The proofs of (40) and (41) are straightforward but can be seen
in [38, Lemma 2.1].

Finally, due to the assumption (8), the solution f that is the subject of Theorem 2
satisfies a matching lower bound to (40):

(v)2+y ife L v,

42
(v)Y otherwise. (42)

e-al(t,z,v)e > {
Here we suppress the explicit dependence on f as it depends in a complicated way
on 6, r, R, and || f||pe.x. This inequality (42) follows from [38, Theorem 1.3 and
Lemma 4.3].
We now state the main quantitative estimate that allows us to deduce unique-
ness (Theorem 2), which is postponed until Section 3.1. This estimate requires
Theorem 1 in a crucial way.

Proposition 10. Under the assumptions of Theorem 2, there are o' € (0,a) and
0" € (0,6) so that

0/ a/
22+a -
and Ty < 1/2 such that, for any t € [0, Tp],
1
()" D2 f ()| oo re) S ———5——

tlog(L)” =+
The final time Ty depends only on «, 0, k, || foll .k, and || foll jars log(1/Cy) 0"

With this in hand, we are in position to prove the second main theorem, the
uniqueness of solutions to the Landau equation with initial data having Holder
regularity in « and log-Hélder regularity in v. While the estimate of Proposition 10
is different from its analogue in [38, Lemma 4.3 and Proposition 4.4], its application
in deducing uniqueness is quite similar to the proof of uniqueness in [38]. However,
we provide the proof as some technical details must be altered.

Proof of Theorem 2. For succinctness, we set
=5+~+n,
and, without loss of generality, we may assume that
¢ <5. (43)
Let 7 € C(0,Tp] N L0, Tp] be a positive function to be determined and define

w=e Jor(®) Bg—f) and W = (v)*w?’
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Our goal is to show that W = 0 as this immediately implies that f = g. We proceed
by contradiction, assuming that there is € > 0 such that

sup W(t,z,v) > e.
[0,T0] xRS

Following the work in [38, Proposition 5.2], we may find a point z. = (tc, ze, 2¢)
with t. > 0 such that

W(z:) =¢ and sup Wi(t,z,v) <e. (44)
[0,¢2] X RS

Next, a direct, albeit lengthy, computation from equation (6) yields an equation
for W. Indeed:

(O +v- Vo)W = 2e<v>”we‘f3’“(0t +0Va)(g— f) = 2rW

() we™ o7 ((tra?D2g) + &g — (tr(@! D2f) + & f)) — 2rW

= 2(v)2we I 7 (tr(a?D2g) + ¢ (g — f) — (tr(a! D2f) — 97 f)) — 2W
(v)

= 2(v)2lwe Jo T (tr(@’D2g) — tr(al D2f)) + 269W + 2(v)*we" f — 2rW.
(45)

We point out three computations the allow us to write the right hand side above in
terms of w and W. First:

el (@9D2g—a'D2f) = e o7 (@9D2(g - f) + % D2f) = a9 D2w + a¥ D2 f

Second:

=2{v

20 _
2(v)*wVyw =V, W — %WW (46)
Third (using (46)):
D2W = ()2 D*w? + 2V, ()% @ V,w? + w? D2 (v)?*

= 2(0)? wD2w + 2(0)**V,w @ V,w + 8(v)* 2wv @ V,w + w? D?(v)*

— 2(v)2twDw 4+ —— <va - 2€UW) ® (vvw - 2@”W>

2w (v)? (0)2
4 v 200 20— 1
+ WU@ <VUW 26<>2W) + e (Id+ BE v®v>
=2(v >”wD2w+Wv wWev, W+<va®v w— W/v®v+2<?;[2/ld.

Plugging these three equalities into (45), we deduce the equation for W:
(0 +v - Vo)W = 2(v)%w (tr(a9D2w) +tr(a®D2f)) + 289W + 2(v)*we" f — 2rW

20 20 + )W
9 DQVV— 7V WeV,W-— — vV, W4 L
<a ( W ® <v>2v ® VoW + L

AW
()2
= tr (@ D2W) —

2W
|:W+1)’U . (ELg’U) _ 276
(v)* (v)?

+ 2(0) % wtr (¥ D2 f) + 2(v)* we® f — 2rW.

1d )) + 2() wtr(@C D2 f) + 269W + 2(v)*we? f — 2rW
LW @9V, W) — 20(0) 20 - @9V, )

tr(a¥) 4+ 2¢9 | W
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It is in this step that we need the technical condition W (z.) > 0; indeed, other-
wise the second term on the right hand side would not be well-defined.

We notice three things. First, as z. is a maximum point (recall (44)), it follows
that, at z.,

V,W =0, D*W<0, and (9 +v-Vy)W >0. (47)

Second, we have that,
”wH%OCv@([OJE]XRG) = Wi(z). (48)
At this point, we drop the indication of the domain from the L°°-norms as it will
always be [0,¢.] x RS.
Next, after using (40) and (41) to bound the a9 and ¢ terms in (45) and us-
ing (47) to remove several other terms, we obtain, at z,

20 W S W+ ()*|wl|a” || D3 f] + (v)*|wl]e”|f. (49)
Recalling (48) and (40), we have, at z,
@] S () lw] poee = (0) VW (50)
and, by (41),
2] S () wllpee = () VW (51)

Plugging the estimates (50) and (51) into (49) yields
WS W+ () G WID2f| + (o) WF S (1+ (@) E0 D2 W (52)

Above we used that ||f||;~.c is bounded. Applying Proposition 10 and using (43),
this becomes

1
TW<Cy |1+ ————F | W

1 o' _aof
te log(r) 2 24o/
for some Cy > 0. We note that this is where the restriction to [0, Tp] is inherited
from Proposition 10.
Choosing

1

o

tlog(%)% 2+a’

contradicts (52). The condition that
0 o
——>1
22+4d
ensures that r € L1([0,Ty]), as desired.
Therefore, this rules out the existence of z.. We conclude that

sup W < e.

As € is arbitrary in the above argument, we deduce that W = 0. Thus, g = f.

It remains to address the case when fi, € L°* for all k. Here, however, the
arguments of [38, Theorem 1.4] directly apply. Indeed, these arguments are based
on showing that f(Ty) € 05/303‘(]12{6) and lies in L°* for all k, which do not
require the stronger smoothness assumptions of [38, Theorem 1.2]. The idea is to
then re-apply the uniqueness argument on an interval starting at 77. Hence, we
deduce that uniqueness on the entire time interval [0, 7. O
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3.1. A t-integrable bound on ||D?f(t)||L : proof of Proposition 10. We now
state a more precise estimate that immediately yields Proposition 10. It establishes
a bound on D2f at the same time as one on the Co/*log(1/C,)~%-norm of f. In
the sequel we refer to these as a Hessian bound and as propagation of regularity,
respectively. It is interesting to note that, although the latter is a “hyperbolic”
estimate (that is, it does not involve a gain of regularity), it is dependent on the
Schauder estimates in an essential way.

Proposition 11. Let f € L>%([0,T] x RY) be the solution constructed in [38,
Theorem 1.2] with the nondegeneracy condition (8). Fiz any 6 > 0, a € (0,1), and
w <1 such that

wl  pa

22+ po
Then, for any m > 5+~ and any k sufficiently large depending on m, a, 6, and p,
there exists a time Ty < min{1/2, T} such that

122 h2 i
sup (¢ (log §) * % [ Dyf || poemt @+ (42,01 xm0) ;
te[0,To] ’

1€0)™ fll a3 10g(1 /0y w0 10,751 xrey S 1 finllcars soga )0 oy

The implied constant depends on || f|| ok (j0,75]xre)- The final time Ty depends only
ona, 0, k, || follpe.x, and ||f0||cg/310g(1/cv),9,

We observe that the restriction Tp < 1/2 is a technical one. Indeed, one can
iterate Proposition 11 starting at time ¢ = 0, Ty, T3, ... to obtain the bound at
some (potentially) large time. As we see in its proof, and as is already hinted at
by the exponent of the first term in the left hand side of the main inequality in
Proposition 11, it may be that the weighted Holder norm blows up at a finite time.
We do not address this further here, as it was already handled at the conclusion of
the proof of Theorem 2.

In [38], the analogue to Proposition 11 was broken up into two separate steps [38,
Proposition 4.4 and Lemma 4.6], one for each of the two inequalities. Here, however,
we must deduce the Hessian bound and the propagation of regularity simultaneously.
We discuss this in further detail after stating the next lemma, which plays a key
role in the proof of Proposition 11

The next lemma is an estimate on D2f in terms of the Co/*log(1/C,)~?-norm
of f. This is obtained by rescaling the equation, applying tl;e Schauder estimates
(Theorem 1), and then interpolating between the resulting Cﬁ C2T“_estimate and
the C2/* log(1/C,)~%-seminorm of f.

We note that, in order to do this, it is crucial that our Schauder estimates
do not require t-Holder regularity of the coefficients. Indeed, the coefficient @’
is a v-convolution of f and a kernel, and, hence, will have no more t-regularity
than that of f. A priori we do not have any bounds on the ¢-Hélder regularity
of f. One might attempt to obtain apply known estimates (e.g. the De Giorgi
estimates [25, Theorem 12]) to obtain a ¢-Hélder bound; however, these estimates
will scale poorly in ¢, leading to a non-integrable bound in t. This is overcome
in [38, Proposition A.1] by a lemma showing that f obtains ¢ Holder continuity
from (x,v) Hélder regularity. This is clearly not useful in our setting as we do not
yet have “nice” v Holder regularity of f.



28 FIRST-NAME1 LAST-NAME1 AND FIRST-NAME2 LAST-NAME?2
Lemma 12. Under the assumptions of Proposition 11,

||sz||L°°=’"—2([to/2,to]XRG) 5 g o (1 + ||<'U>mf||cg/3 log(l/Cv)*e([t0/4,t0]><]R6))1

to 2 ppje/2
m||D”f||L°°=m—2([to/4,t01xRG)’
(log %)

for any to € (0,min{1/2,T}]. The implied constant in the above estimate depends
additionally on || f|| Lee.k ([0,1]xR) -

Again, we note that the fact that ¢ is restricted to be less than 1/2 is only so
that the log in the denominator does not take the value zero.

We now briefly comment that the necessity of proving both the Hessian bound
and the propagation of regularity simultaneously is related to the fact that in
Lemma 12, one obtains both the C5/* log(1/C,)~%norm and a W2*-norm on
the right hand side. Hence, a dynamic argument is required in order to “absorb”
the W2*°-norm. The reason that both terms appear in our setting (in contrast to
the work in [38]) is that we cannot bound the Cg / Ce-norm of &, which is required

for the Schauder estimates, by the C2/%log(1/C,)~%-norm of f.
The proof of Lemma 12 is contained in Section 3.3.

3.2. The Hessian bound and propagation of regularity: the proof of
Proposition 11. In this section, we prove the main estimate. Before that, we need
to recast our notion of regularity. For any point (¢, z,v,x,v) € Ry x R® x Byjs (0)?
and any real number m > 0, we define

Tf(t7x’v’x’l/) = f(t’x—'_X?,U—’_V)’ 5f(t7‘r’v’x7l/) = f(t’x—'_X?v—’_V)_f(t?x?v)’

|(5f(t,$,1},x,l/)|2 <,U>2m
IXI? + [log ]| =20/ e '

Then we have the following obvious equivalence between bounds on g and the
regularity of f. We omit the proof.

and g(t7 J/" /U’ X) V) = (

Lemma 13. We have
Iz, + 100" F13 gy = 1Y Py o)

~
~

. m 2 )
(;350)@0) Hf”ffi““logu/cv)-ue(Bw(zo,vo))’

where the implied constant depend only on m, 0, and «.

With Lemma 13 in hand, we are now able to prove our main estimate Proposi-
tion 11 using the strategy of [38, Proposition 4.4]. When the details are the same
as in [38, Proposition 4.4] we note this and omit them.

Proof of Proposition 11. Before beginning we note two things. The first is that,
since we are proving a statement regarding a solution constructed in [38], we may
assume without loss of generality that f is smooth. Indeed, in [38], the solution f
is approximated by smooth solutions of (6). Were we to prove the claim for the
approximating solution, it holds for f in the limit.

Next, we note that f € L°* by assumption. Hence, we ignore this norm
throughout and absorb all instances of it into the < notation.

As the proof is somewhat complicated, we break it up into a number of steps.

2
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Step 1: an equation for g and straightforward estimates. Using (6), we find
2apx - v g
IX|? + |log |v|| =26/«
tr(a® D27 f +af D25 f) + & frf +&l6f o
=2 5 —25; Of (vy™.
(Ix[? + [log [v|| =20/ )

Three terms are estimated exactly® as in [38, Proposition 4.4]:

Og+v-Veg+v-Vyg+

2o - v Srirf+efsf 9
_ m
X2 + |log |V|‘—29/a9+(‘x|2 + [log |V‘|_29/a)ﬂa5f<v> N 9+\/9Hg(t)||Loo(R6xBf

Here we used (41), the condition that m > 5+ v, and that the L°**-norm of f
bounds (v)™7f.
Additionally, arguing as in [38, Proposition 4.4], one sees

|adf| (244)
(Ix|2 + | log |v||~26/a)na/2 S (v) ||g(t)||L°°(R6><B'f)~

The argument for this uses the definition of g in terms of 0 f and (40).
Hence, we have

/2)

tI‘(C_lngéf) 2m
)
(P [Hog o[-y ) 63)

S g+ (14 1D27F Ol pmserons ooy ) /o190 oy

This concludes the first step.

To briefly comment on how we proceed from here, note that, roughly the terms
on the left hand side should have a good sign at a maximum of ¢g (if we think of
df as, approximately \/g). On the other hand, the pure g term on the right hand
side lend itself to the construction of a barrier. The most complicated term is the
Hessian term in 7f. For this, we use Lemma 12 and the fact that the Hessian
term on the right has a small parameter in front (when to < 1), which, through a
somewhat complicated process, allows us to to absorb this into Hessian in the left
hand side of Lemma 12.

Og+v-Vyg+v-Vyg—2

Step 2: an upper barrier. With N > 1 to be chosen later and fixing any
0 < p' < p such that

KO e
2 24+ o ’
define G to be the unique solution to
= 2 — lJr } —
LG(t) = — = (1+G)? "7 G,
t(log%) 2 2tpa (54)

G(0) = [lg(0)]lL= + N[ flIFm + 1.
We note that [|g(0)||ze is finite due an application of Lemma 17, after increasing k
if necessary. Let T} be the largest time in [0,1/2] that G(T1) < 2G(0). Let
TO = min{l, Tl, TQ}

for Ty to be chosen in the sequel. Clearly 77 depends on N, but N will be chosen
to depend only on u, «, 6, m, and k. We note that

G(t)>1 for all t € [0, Tp). (55)

3This corresponds to the estimates of Ji, Jy, and Js in [38, Proposition 4.4].
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We define the auxiliary function

1 “7921;}& 9
Gg(t) =t log ; ||D,Uf||Lac,7n+(2+'y)+([t/2)t]XR6)7

and then let

1 22H:;>Loc
G(t,z,v,x,V) = max {g(t,x,v,x,u), (NGg(t)) o } )

Our goal is to show that, for ¢ € [0, Ty],
G(t,z,v,x,v) < G(t).

This is true at ¢t = 0 by construction (recall that, without loss of generality, our f
is smooth, so that G2(0) = 0). Hence, we may define

to = sup{t € [0,Ty] : [|G(s)|| Lo (rsy < G(s) for all s € [0,7]}.
If tg = Ty, we are finished. Hence, we argue by contradiction, assuming that
to < Tp. (56)

Step 3: The case where g is not the dominant term in G. Clearly ||G(to) ||z~ ®s x B2) =
G(to). Consider the case where

2p o 2p
o)l < (5Ga(0)) ™" sothat  (5:Galt)) ™ = Glto).
(57)
Then, using Lemma 12 and that
N\ EEE
to (102 ID2 | a1+ oo sy S Clto/2) + Galto),

we find

Ga(to) S (1+ |02+ 40 )

2
wa

1+
cu'er log(l/Cu)"‘"’([to/ﬁl,to]XRS))

wla wla

+ t02 (Gg(to/Q) + Gz(to)) 2

Actually, the last term above involves a more complicated expression involving a
product of ¢ty and log(1/tg) to positive powers; however, for ¢y bounded, this can be
absorbed into the implied constant. Using the interpolation lemma (Lemma 17),
Lemma 13, and increasing k if necessary, we find

1/2 407 wo wla wa
Galto) S (1419112 (o jasopmsnsny) o7 (Galto/2) T + Galte)'T").
(58)
We recall that we are not tracking the L>*-norm of f as it is bounded by assump-

tion. We also note that it is in this step that we used that w < .
By the choice of ty and the fact that G is increasing, we see that

Galto/2) < NG(to/2) 27a < NG(to) 2a = Ga(to).
Also, by the definition of to and (57),

2p o

_ _ 1 o
90l ool xmoxm) € sup Gt = Glto) = (5 Galto)) ™.
t€[to/4,to]
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Then (58) becomes:

1 S5\ e
Gg(t0)§<1+<NG2(to))+ ) S Glte) <1+ Gg(to)+t0 ® Ga(to) "5

2+u/a

Since Ga(tg) = NG(tp) 2#’« > 1, we have that

Ga(to) S 1+ Gz(to)+t0 GQ(tO)

After increasing N and decreasing T,, we may absorb the last two terms on the
right into the left hand side. After this and recalling (57), we find

(NG(t())) 2“ o« = Gg(to) <1.

After further increasing N and recalling (55), this is clearly a contradiction. It
follows that (57) cannot hold. We conclude that

19(to) || o (re x B2) = G(to). (59)

An important consequence of this is that, for all ¢ < ¢,

N
”DngvamH?ﬂ)Jr([t/g,t}xRG) < W0 o ||9( )||LooERexB2 (60)
t(log%) 2 24pla

Step 4: The bad Hessian term in (53) and an interpolation. We now use (60)
n (53) to bound the norm of the Hessian that arises there.
We require one additional fact. By the choice of ty and by (59), we have

”g”LN([O}tU]xRGxBf) = ||9(’50)||L°°(R6x3§)~ (61)
Thus, at (to, xo, vo, X0, Y0), the combination of (60) and (61) in (53) yields
tr(al D25 f)
Og+v-Vaeg+v-Vyg— v Sf(v)*m
92+ Nog 7y )
N N 1,1 62
Sg+ e EMCCIES e (14 g7 7). (62
to (log %) e to <log %) e

Step 5: finding a touching point. Using (59) and arguing exactly as in the
proof of [38, Proposition 4.4]L we may assume without loss of generality that there
exists (o, vo, X0, %0) € R® x B1(0)? such that

9(to, zo, vo, X0, v0) = G(to). (63)
We omit the argument.

Step 6: the touching point must be in B;(0)2. If xq or vy were on the boundary,
that is, either xo € 9B1(0) or vy € 9B1(0), we deduce from the definition of g that

9(to, To, v0, X0, v0) < |0 f(to, Zos V0, X0s v0)[* (v0) ™

N (f(tmxo + Xo,v0 + V0)2 + f(t0,9€0700)2)<’00>2m S Hf||%oo,m.
(64)

In particular, this implies that, up to enlarging N large enough depending only on
the implied constant in (64),

g(t()vl'OaUOaXOvVO) < N”f”%oomw
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We see from (54) that G increases with time ¢. Thus,
G(to) = G(0) > N|[fl|Zo0.m,
which contradicts (63).
Step 7: estimating the remaining term in (62). We begin by expanding the
last term on the left hand side of (62) at the point (¢g, o, vo, X0, o). This is a simple

multivariable calculus computation that is exactly as in [38, Proposition 4.4}, so we
omit it and simply state that:

tr(al D26 f) 5 _ 2mg
4 Sf(w)*™ = tr(a’ D2g)+
(NP + Tog o[ 27y O (07" = (@ Dug)+ g

This argument occurs at and below (4.7) in [38].
Since g is at a maximum, we further obtain

tr(a/ D35 f) om _ 2Myg _ 2. -
(Ix|? + |log |v|| 720/ )ne Of )™ = (vo)* ((m +2)vo - alvy — (vo)* tra’) .

Hence, arguing as in [38, Proposition 4.4] to bound the terms on the right hand side
above, we find*

((m + 2)vo - @ vy — (vo)? tra’) .

tr(af D25 f) 9
v ) m < g,
(XE + [tog ]| 207ayia T 0" <6

Combining the above with (62), we have, at (to, o, vo, X0, Y0),

N 1.1
8tg+vovm+uvxg§WOJFQ);JF“}“ g. (65)

t(log 1) 2 2w’

Step 8: concluding the proof. By the construction of (to,xo,vo, X0, V0), it is a
interior” minimum of G — g on [0,%0] x RS x B?. Hence,

MG =g)+v-Vo(G—g)+v-Vy(G—yg) <0.

Using (54) and (65) and recalling that G(to) = g(to, %o, vo, X0, Vo), this implies that,
at (t07 Zo, Vo5 X0 V0)7

N2 . 1 N 11
0 7a (1 + G)2+Wa G< — (1 _|_g)§+“}a g
L/(X 1 L/a
t() <log %) 2 24y t(logf) 2 244
N — l_;r } _
= p'o pa (1+G)2 “QG

t (log%) 2 24p
This is a contradiction if N is sufficiently large. Hence, it must be that (56) does
not hold, implying that ty = Ty and, thus,

sup g(t,z, v, x,v) < G(t) for all ¢ € [0, Tp).
(2,0,x,) ER® x B

Recalling Lemma 13, this concludes the proof of the bound of

||<”>mf||c;‘a/3 log(1/C\) =0 ([0,To] xRE)"

The proof of the bound on the Hessian term in Proposition 11 follows from (60),
the arbitrariness of u and p/, and the fact that to = Tj. O

4This is the estimate of Js in [38]. It is somewhat obvious from (40).
5That is, it is not on the parabolic boundary of [0,to] x RS x B2.
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3.3. Scaling the Schauder estimates: proof of Lemma 12. Due to the degen-
eracy of the ellipticity constants of @/ as |[v| — oo and the fact that Q; (g, zo,vo)
may involve negative times, we must change of variables. We begin by defining this
change of variables. It is the one used in [13,36, 38].

Fix zg € Ry x RS. Let S be the linear transformation such that

Se — {<UQ>1+7/26, e-vg=0 (66)
(v)7/ e, e - vg = |vol,
and let
ro = (v) "2+ min(1, /10 /2). (67)
Then we have the rescaled function
fro(2) = f(rdt +to, 7382 + 20 + r3tvo, T0SV + ), (68)
which satisfies the rescaled equation
(O +v-Va)fzo = tr(AD}f2) + Cfey
with coefficients
Az) = Sflc_zf(rgt + to, 78S 4+ o + rtvg, ToSv +19)S™H  and (69)

C(z) = rgéf(rgt + to, 8ST + w0 + rotvg, TSV + Vo).
Roughly, the input of f in the definition of f,, can be written as zg o (Sz),, where
2, = (r’t,r3z,rv) is the kinetic scaling by a factor » and
Zoz={+t 2 +x+t v +v)
is the related to the Galilean Lie group structure associated to d; + v - V. For

simplicity, we opt not to use this further, although it is common in the literature.
It is immediate from (40), (42), and [36, Proposition 3.1] that

A=1Id on @1,
and, by an easy computation (see [38, eqn (2.15)]),
C(2) < (vo)* min{1, to}| fllzoom

for any m > 3. Additionally, one can observe that

1201z (1) S (00) [ fll Lo k- (70)

We omit the proof of the above inequalities as they are straightforward and already
contained in [36, 38].
We note that the coefficients have the following regularity:

Lemma 14. For m,k > 5+ and a € (0,1), we have

[Alcersco (@ Sto (<U0>(3_k)++2+7_a||f||L°o»k([t0/4,t0]xR6)

) O™ o5 o)

and

(e toF % () B+ (v)

m
}05/30:}@3/4) N f||c§/303<[to/4,to]xR6>'
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We note that Lemma 14 is stronger than its analogue [38, Lemma 2.7] as we
leverage the convolutional nature of @/ to obtain additional regularity in v even
when f lacks regularity in v. Additionally, the fact that we do not require t-
regularity allows us to avoid the slight loss of regularity seen in [38, Lemma 2.7].
On the other hand, we note that we make no effort to optimize the vg-weights in
Lemma 14. We prove Lemma 14 in Section 3.4.

Moreover, we immediately see that the regularity of f., and f are related by:

”f||03/303(Q,,.0/2(20)) < min{1, to}fa/2<Uo>a((1+’y/2)+*7/2)Hfzg HCf/SCﬁ(QUQ)' (71)

Analogous statements hold for higher regularity seminorms of f as well. Let us
recall, from Section 1.4 the notation

Qr(z0) ={(t,z,v) : to — r2 <t <t |z — 2o — (t —to)vo| < re, |lv —vg| < 7}y

with the convention that Q, = Q,(0).
Finally, before proving Lemma 12, we state two final technical results related to
scaling.

Lemma 15 (log-Hélder interpolation inequality). Fiz any u: R? — R and r > 0.
For a.€ (0,1), 8 >0, and any € € (0,min{1/2,7}),

log(1/e)~"
IDzull~ @) S =5

The implied constant depends only on 6 and «.

[Uog(2)-0(q.) T % Ulc2a(q,)-

Let us note that results like Lemma 15 are well-known for standard Holder spaces
(see, e.g., [43, Proposition 2.10]), where they take the form: for all e € (0,1),

1D2ulle $ s lulow + 2o

Roughly this holds because C? is « derivatives away from C?® and (2 — a) away
from C®. The adaptation to our nonstandard spaces has the same intuition.

Lemma 16. We have, for tg < 1/2,

1\ —0/2
[fzohiog(2)-072(@1) S [hog(2)-0(Qug 2(20) 108 (g) :

The proofs of these two lemmas are also postponed to Section 3.4. We now prove
the lemma on the scaling of the Schauder estimates.

Proof of Lemma 12. Throughout the proof we assume that

[<”>mf]cs/3 log(1/Cy)~O ([to /4,to] xRE) ~ OO

If this were not true, then the claim in Lemma 12 follows immediately.
Fix ¢ € (0,1/2) to be determined. Applying our log-Holder interpolation lemma
(Lemma 15), we see

10g(1/€)79/2 a 2
e? [fz‘)]log(ci“)fe/z@l/z) e [D”fZO]Ci/BCS(Ql/z)'
(72)
Clearly the first term in (72) can be bounded by simply removing the scaling.

Indeed, applying Lemma 16, we find

—6/2
|
[faohiog(2)-0r2 S (log o ) [Flears 1oa1/00)-0(@uy a(z0))” (73)

||D12;fzo||L°°(Q1/2) S



TIME-IRREGULAR SCHAUDER ESTIMATES AND THE LANDAU EQUATION 35

For the second term in (72), we require our Schauder estimates Theorem 1.
Applying this yields

2 = alts
[Dutfalegrics e S (1 +Clesrcg @y T [A}c:“cg(czg/u) 120l (@a/0)-

We note that the statement of Theorem 1 involves a cylinder @) on the right hand
side instead of (3,4; however, it is a simple scaling argument to obtain the above,
so we omit the details. We use this cylinder in order to obtain an estimate below
insulated from ¢ = 0 by to/4.

Using (70) and Lemma 14, we obtain

— 1+5 —
D3 Loz oo @y < (0) k<1+to ® (wo) @+ (o)™ |

Cg ([to/4,to] xRE) T

o _ o 1+2
(48 (0002 oot tora ol ko) + 1 (WO 2IOY™ Fll g (10120 ) )||f||Loo,k.

We recall, by assumption, || f| .« is finite. This is inherited from [38, Theorem 1.2].
Hence,

) — 1420, \m
D3 faol s rocpqym S (000 7™ 0072 [0} Flog o /a.t0] 0)

k4244 vz (M)
o (w0) R (L™ Mg o)
Using (73) and (74) in (72), we find
6
log(1/e)~0/2 1\ 2
2 <ol -
IPufsollie @) 573 log | Ules/101/6.)-2 (@1 ja(z0)
« - 4 m 1+%
2 (w0) D (1 0™ Pl e jasogcns) )
o 3—m)4— 1+3 m
+ €% (vg) B+ TR T () Flea((to/4,t0) xRS -
Undoing the change of variables (similar to (71)) and combining terms yields
o log(1/2) /2 ( 1\7F
<UO>2”DufHL"O(QtO/Q(zo)) 5 2 log% [f]c';’/slog(l/CU)’e(QtOM(zo))

«@ — 4 m 1+%
e (o)A <1+||(v> f||C;/3([tO/47tO]XR6))

a —m) 4 — 1+ m
+ % (ug) BT TR I ()™ Fl e (10 /4,00] xRS -
(75)

Next, we take
£ = min {1/4,10g(1/t0)_ﬁ}
so that (75) becomes

fo o < (100 L ~aete 2
T2 1Pu Sl @eq o) S {108 3 Flosr 10601/0)-2(@ug a(0))

a 6
1\ a2 . 43
+ (1os ) (00) R (14 10)™ Pl o g o)

o4 ]
1\ e 2 e pa 1S
+ <1Og to) (0o) B+ TFETET I [(0)™ fl o (20 /4,t0] xR) -



36 FIRST-NAME1 LAST-NAME1 AND FIRST-NAME2 LAST-NAME2

Dividing by tp, multiplying by (vp)™, increasing k if necessary, and taking the
supremum over all choices of (zg,vg), we find

1 1+2
) 2
1D a2 oraton = N\ 7 8 (11" o= g0
to (log %)

1 72(21@% o m
+ <1Og to) t5 [{v)™ floo ([to /4,t0] xRS -

In order to remove the last term above, it suffices to apply [38, Lemma B.2] (which
is analogous to Lemma 17 but stated for standard Holder spaces) to obtain

1\ o . 1\ "8 . b
(108 1) 10" o rsae S (e ) 0 (10211 s sy + 1)

to

We remind the reader that || f||ze.» < 1. This concludes the proof. O

3.4. Proof of technical lemmas. We begin by establishing the Hélder regularity

of the transformed coefficients A and C. In order to make the notation more
compact, we define, for any z,

7= 290 (82)p, = (rét +to, 78Sz + 20 + r2tvo, 70SV + V). (76)

As rg and zg remain fixed in the following proof, there is no risk of confusion.
Let us point out a useful fact about the Japanese bracket (-): when |b| < C, for
a fixed constant C, we have

(a+b) = (a). (77)

The implied constants above depend on C. Indeed, if |a] > 2C, we have 3lal/2 >
la + b|] > lal/2 so that (77) follows. If |a| < 2C, we have (a) = 1 & (a + b), which
yields (77).

We use this in two situations in the sequel. First, recalling the definitions of rg
and S in (66)-(67), if |v| <1 then |rpSv| < 1. Hence

(0 —w) = (roSv +vo — w) = (vg — w) (78)
and
(D) = (roSv + vo) =~ (vg). (79)
Further, if |w| < C, we have
{vo — w) ~ (vo).

With this in hand, we now prove Lemma 14.

Proof of Lemma 1. We begin by establishing the v-regularity of C' and A. Notice
that the estimates are slightly different: the estimate of C uses the regularity of f
while that of A does not. We show both proofs, noting that they have substantial
similarities.

Let us begin with the v-regularity of C. This is obvious in the case v = —3,
given the special form of ¢ in this case (recall (7)). We, thus, consider only the case
v > =3.
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Next we establish the v-regularity of C. Let z, 2’ € Q, with t = ¢ and = = 2’
Changing variables and using the regularity of f, we have

C:) = O =|rder [l (FE.2.5 - w) - FE., - w) du)

S toluo) =0+ ([ o= w) ™ |3 - 0 £ - ) = (= )8~ )] dw
+ / lw| (" —w)™ f(E, &7 — w) [(T—w)™™ — (7' —w)™™| dw)

S tolooh @+ ([ 1w (o = wy1o - 71210l du
# TP Wl = 1% = )"~ aw)

< tofvo) ™ QC+v)+ 15— ~/| (v >mf||0a (< >(3 m)++'y_|_< >(3 m)++'y>

The step uses standard estimates of convolutions of algebraic functions as well as
the condition on m, which ensures integrability. Recalling (77), we deduce that
(0) = (v'). Then, from (79), we deduce that

C(2) = ()| S tolwo)~CFV++E=mMH7 15— 5/|||(0) ™ £l o5

Finally, returning to the original variables using the definition (67) of ro and the
bounds (66) of S, we conclude the proof:

C(2) = C(2")| S to(vo) " BT+ B4 roS (0 — )| |[(v) ™ fll o

Sto (wo) “CTIHET I ! (0)" fleg
We now consider the v-regularity of A. Since we avoid using the regularity of
f, this is a bit more involved. Again, We now prove the v-regularity of A. Let

2,7 € Q1 with t = ¢/ and z = 2/. Using the form (69) of A, as well as the
bounds (66) on S, we find

[A(z) = A(2")| S (vo) ™7 / ||w|2+7 —|w+ v — @\ZHI ft, 2,0 —w)dw

</ />||w|2ﬂ lw+ 3" — 5> f(£,5,0—w)dw =1, + I,

where we have chosen R = 2|0 — ¢/|. For I, the integrability of the kernel | - |**7,
the approximation (78), and then the choice of R yields

S <vo>7”/ (w7 + Jw + 0 = 8*7) (8 — w) [ f]| oo dw
Br

< (o) (@) T F I fll g /B (w7 + w + 0" = 5**7) dw S (vo) ™ || fl| poour [0 — 7.
R

Using (76), the bounds (66) on S, and the fact that 5+ v > 2 > «, we find
I S (wo) @) TH fll e koS (0 = )Y S to{wo) T fll oo [V — w]*
For I, w is larger than 2(¢' — ©). Hence, we have

2+

ot

v—v

|wl

w

|wl

[0~ + 3 = 32+ = w7 LA

2+~
\ < ol

|w]
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Using this, along with many of the same inequalities as above, we find

S [0l - 7% - ) s du
BC

R

S I llpees|o = 0| / w77 (vg — w) TF dw & [|f || poe [T — 0| (0g) CTH AT

S P L O A
Putting together the bounds on I; and I, we arrive at
A(2) = A S 1 1l gowirlo = v/ (wg) 042470,
which concludes the proof of v-regularity. B )
Next we consider z-regularity. We note that the proofs for C' and A are essentially

the same. Indeed, at the level of ¢ and @, both coefficients are essentially of the
same general form

/ F(t, 2,0 — w)wl® dw

for & > —3. Because C involves the more singular integration kernel, it is the more
difficult term to bound. We, thus, only include the proof of the z-regularity of C.

As above, we consider only the case where 7 > —3. We begin by fixing any
z,7 € Q1 with t =t and v = v, but « # 2. Then, recalling the notation (76), we
find

€)= CEN S [0l 1fE2.5 - w) ~ FE.7,5 - w)|du

= / |w|7|i —j"a/?’ |(D — w>mf(t~,:i,f) —w)— (D _w>mf(£,£fl,@ — )| .

(&~ wy EREIRE

O R
S [ P ™ s g
Recalling the definitions of ro and S in (66)-(67), we have
& - &|*° = Ir§(Sw — 52)|*/* £ 15w — 2/,
Thus, applying (78), we find
1C(2) = O S 857 = 1™ Al ogrs oy | 10T (o0 = 0) ™ o

~ 152w — 2 1P 0)™ Fll oo 2,00 ) (00)
Again, the last line is a simple computation for the decay rate of the convolution
of algebraically decaying functions. This concludes the proof of z-regularity for C.
The proof of Lemma 14 is finished. O

(B=—m)++v

We next prove the log-Holder interpolation lemma.

Proof of Lemma 15. We begin by obtaining a bound on | Dul| (g, Let vg € Q;
be a point such that

| Dull o< (q,) < 2|Du(vo)l- (80)
We claim that there is v so that
vwHev€eQ,, |vl=1, and |- Du(vg)| = |Du(vo)]- (81)

This is a basic (though somewhat complicated) plane geometry exercise that we
postpone to the end of the proof.
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A Taylor expansion at e &~ 0 yields, for some 0 € [0, 1],
2
w(vg + €0) — u(vg) = v - Du(vg) + %TJ - D?u(vg + ).

Rearranging this, recalling (80) and (81), and dividing by ¢, we arrive at (recalling
the definition 10)

1Dull 1= 0,y < 2Du(vy)] < [“Lote0) =~ ulvo)]

< log(1/¢)~"

+ e|D?u(vg + 0ev)|
) (82)

[u]log(é)*e(Qr) + €HD2U||L°°(QT)-

With (82) in hand, we now use interpolation to obtain a bound on D2u. Indeed,
using standard interpolation estimates (see, e.g., using Young’s inequality in [43,
Proposition 2.10]), we have

e\ )
ID%ull 0 % (5) [D*ulca@n + 2 IDullq:

where § > ¢ is a parameter to be chosen. Combining this with (82), we find

) <log(1/s)9

IS5 (03
1020 S (5) [D?uln@n + 2 (22

]

After choosing § and e sufficiently small, depending only on the implied constant,
we may absorb the || D?u|| e term from the right hand side into the left hand side.
This yields

[u]log(%)*e(QT) + 6D2u||L°°(QT)) .

log(1/e)~*
)
which concludes the proof up to establishing (81).
We now prove (81). At the expense of a multiplicative constant, we may assume
that ¢ < r/10. Without loss of generality, we may assume that
Du(vg)
[ Du(wvo)|
Were this not the case, we work with —Du(vg)/|Du(vg)| instead. Then, we let
1 Du(vp)
— = — Y
10 [Du(vo)] ~ M
where p is chosen so that |o] = 1. Clearly, due to (83),

| D?ul| < (q,) S €*[D*ulca(q,) + [Whog(2)-2(Q.)»

V=

Jvolu € [9/10, 1. (84)
Notice that
1 Du(vy) 1
D = —|D ——" > _|D
- Du(wo) = 15 Dun)| - - (5820 > Sl Du(wo)],

0
where the second inequality holds due to (83). Next, using (83) again as well as the
fact that e < r/10,

lvo +ev| = |(1 — ep)vo + fom < |1 —epljvol + 16—0
Consider the case when ey > 1, then, using (84)
_ € 11e
|’U0 +€’U| < €,u|v0| + E < W <r.

which implies that vy + v € Q..
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Next consider the case when e < 1. Then

_ e €
|vg + €] < |ug| — E—f— 0 < lvo| < 7,
which again implies that vg + ev € @,. Thus, we have established (81), which
concludes the proof. O

We now prove the final technical lemma, Lemma 16, which involves the time
scaling of the log-Holder norm of f,,, defined in (68).

Proof of Lemma 16. Fix any z # % € )1, with ¢t = £, and notice that
(7‘(2]t + to, rng + xo, 705V + vg), (r%f—l— to, rgS:f + 20,7057 + vg) € Qy,/2(20)-
Hence,
Foo &)= (D) < (18 1S—S1/+108(1/ro(Sv—SD)) ™)) s 62101 ey
From the definition of 5, it is clear that
r1S(@— )| Stz —F  and  ro|Sw— )| < Vil — 1.

Hence,

Fan(2) = Lo (O

[f]C?/S log(1/C%)~%(Qtq/2(20))

—0
o - 1 1

Young’s inequality yields

1 1 —0 1\~ 1 —0/2
log — +log L qb>(b)
(gm g|v—v> & Vo 5lo—3]

and, it is straightforward to see that
—9/2
1
tg‘/ 2 < (log > .
to
Returning to (85), we find

- —6/2 —0/2
- 1 1
fanle) =SB (bg) <x_5c|a/3+(log ) )
Floars 10801/00)-0(@uy 2tz to Chatl

which concludes the proof. O

Appendix A. Computation of the fundamental solution (15). In this sec-
tion, we establish the form of the fundamental solution 'z for the constant-in-(z, v)
coefficients kinetic Fokker-Planck equation; that is, we prove Proposition 3.

Proof of Proposition 3. We first notice that it is enough to find I'z such that the
solution to the initial value problem
(0 +v- Vo) f = te(a(t) Dy f), (86)
with suitably decaying initial data at t = ¢ is given by
fit,z,v) = / / Talt,x — % — (t —t)0,v — 0;1) f(L, T, D) didd. (87)
Rd JRd
Indeed, it is simply an application of Duhamel’s principle to go from (87) to (15).

As t plays essentially no role in the computations below, we simply set £ = 0 and
drop the “;0” notation.
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Next, we notice that (87) is equivalent to

ft, & w) = (2m)f(0,&,w + E)Ta(t, &, w). (88)

Indeed, taking the Fourier transform of (87) and computing, we find

ft, & w) 27r /Rd/Rd (/Rd/JRd — T —tD v—v)f(O,i:,f;)di:df))exp{—iazf—iv-w}da&dv
—(27T)d/Rd/Rd/Rd/RdI‘a(t,x—i—t@,v—f))f(O,:E,f))exp{—ixf—iv~w}d:?df;dxdv.

As shifts in “physical space” correspond to multiplication in “Fourier space,” we
have

fﬂa&w)—zWHwéﬂwiéﬁéd T —F —1t0,v — ) exp{—iz- £ —iv-w} drdv.
Thus,
f@,§¢u)::fa(ﬂf,w)j£d Rdj(O,i,ﬁ)exp{—i(i—+t@)~§~—iﬁ-cu}didﬁ
::faa,g,w)jéd Rdj(o,i,ﬁ)exp{4¢i~§—fiﬂ~(w—%ﬁt)}did@
= (2m)"Ta(t, &, w) (0, &,w + &),

We now find I'; through the identity (88). The first step is to take the Fourier
transform of (86) in « and v to obtain:

0f =€ Vof =—Ta(t)wf,
Next, letting F‘(t,&w) = f(t,f,w — ¢t), we have
OEF = —(w—et)a(t)(w—et)F
Integrating this in time, we find
A t A
Pt =exn{ - [(w- &) als)w - g s} FO.6)
t
e { [ g alow - g9 as) fl0.6.0).
0
Therefore,
A . ¢
f(t,f,W) = f(0>£7w + €t> €Xp { - A (w - E(S - t)) : &(s)(w - 5(8 - t))ds}

It follows from (88) that

f‘d (ta 57 OJ) =
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The remainder of the proof is in computing the inverse Fourier transform of (89).
We begin by computing that:

1 ¢ - L
La(t, z,v) = ) //ef Jo(w=&(s=t))alw=¢(s=t)) dstiz-Etivw g, qe

_ ( 1)2d /6—5‘(A2—2tA1+t2A0)£+7;$~€ (/ 6—0J‘A0W+(2A15_2t140£+iv)w dw) dé‘
2m

/efﬁ-Nz(t)ier-&fa e,
(90)

where we have introduced the notation
Ni(t,&,v) = 2A1(t)€ — 2t Ao (t)€ + iv, No(t) = Ag(t) — 2t Ay (t) + 2 Ag(t),

and fa(t,fﬂ)) = /e—w'Ao(t)w+N1(t)~w dew.

We simplify I'; by completing the square:

f‘a(t7§7v) :/ei(u)7%AglNl)'AO(“)7%A51N1)+%N1'A51N1 dw

d/2
:eiNl.AOINl/e_(w_;AOINI)'AO(W_i’AOlNl)dw:eiNl'AolNl7T/.
Vdet 4y
Plugging this into (90) and then completing the square for the {-integral, we find
Fa(t,l‘,v) = % /e_f'sz—H:Ef—i-%NlAAglNl df
22474 /dot A,
Az Ly ) .
= %e_%—%‘ﬂflq/e_(E—%P*Iq)-P(é—%P“q) de,
22d7’3 \/det Ay

where (recall M from (16))
P =Ny — (tAg — A A  (tAg — A)) = Ay — A1 AT Ay
and ¢=x—vt+ A Ay v =1z — M.
Computing the the integral and simplifying, we find

ATy 1
Fule0) = g o e
22dgd, /det(Ag) det(P)

This concludes the proof. O

Appendix B. Interpolation of weights between L>* and co/? log(1/C,)~°.
Lemma 17. Fiz any o, € (0,1) and any 0,k > 0. Suppose that
¢ € L% (R?) nlog(1/C,) "% (R?).
Then (v)1=mkp c log (1/C,) """ and
()% o100y -0 S el o lelnga scy—o + 10l Loo.ammrmy -
Proof. First, for (t,v) # (t,v') € Ry x R? with [v — /| < 1/2, we let

R = (0) "1l L]z, -
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Then, we obtain
[(0) IR (t, 0) = (o) (8, )]

(w4
=
|
=
=
S
e
i‘ﬁ-
(w4
=
|
S
T~
(4
—
+
S
VS
JP#-
(4
—
=
e
~
=
|
=
x>
|
~
C\
-
=
|
=
_=

Notice that

<1
log(1/[v —v'[)=# ™~

Hence, we need only bound

()UK (t, v) — o(t, V)]

H =
log(1/|v —v'[)=+*

If log(1/|v — v'|)~? > R, we have

k[Pl -
H < 2(v) ”’“T = 2||<P||1Loolfk [@]f;gu/cv)f“

which is the desired inequality.
On the other hand, if log(1/|v — v|)~% < R, we see

ek et v) — et )] =0y 1— (1—p)k 1-
H= <U> a 10g(1/|’0 — U/D,e (log(l/‘v v |) ) #< <’U> a [@]log(l/cv)_eR a
< [90}1og(1/cu)79||¢\|1L;% [‘P]ﬁ);(ll/cv)—s = [‘P]ﬁ)g(l/cv)—9||¢||},;/fm

which is, again, the desired inequality. This concludes the proof. O
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