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Abstract

We uncover a seemingly previously unnoticed algebraic structure of a large class of reaction-
diffusion equations and use it, in particular, to study the long time behavior of the solutions and
their convergence to traveling waves in the pulled and pushed regimes, as well as at the pushmi-
pullyu boundary. One such new object introduced in this paper is the shape defect function,
which, indirectly, measures the difference between the profiles of the solution and the traveling
wave. While one can recast the classical notion of ‘steepness’ in terms of the positivity of the
shape defect function, its positivity can, surprisingly, be used in numerous quantitative ways.
In particular, the positivity is used in a new weighted Hopf-Cole transform and in a relative
entropy approach that play a key role in the stability arguments. The shape defect function also
gives a new connection between reaction-diffusion equations and reaction conservation laws at the
pulled-pushed transition. Other simple but seemingly new algebraic constructions in the present
paper supply various unexpected inequalities sprinkled throughout the paper. Of note is a new
variational formulation that applies equally to pulled and pushed fronts, opening the door to an
as-yet-elusive variational analysis in the pulled case.

1 Introduction

We consider the long time behavior of the solutions to reaction-diffusion equations of the form
U = Uy + f(u). (1.1)
Throughout the paper, we assume that the nonlinearity f(u) is non-negative on [0, 1] and satisfies
f(0)=f(1)=0, f(0)>0, f(u)>0forallue(0,1). (1.2)

For simplicity, we also assume that f(u) is as smooth as needed.

Reaction-diffusion equations of this type have been extensively studied, dating back nearly a
century to the pioneering works of Fisher [27] and Kolmogorov, Petrovskii and Piskunov [35]. The
main goal of the present paper is to uncover novel algebraic structure and properties of these equa-
tions that we found to be quite surprising. Indeed, they are somewhat ‘concealed” and seem to be of
an independent interest. As an application of this theory, we analyze the long time asymptotics of
the solutions to (1.1); that is, we show that the convergence of u(t,-) to the minimal speed traveling
wave and identify the precise moving frame in which this convergence occurs. To make this more
precise, we first recall some well-established notions.
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Traveling waves and their speed

Under the positivity assumption (1.2), there exists a minimal speed ¢, > 0 so that for all ¢ > ¢, the
reaction-diffusion equation (1.1) admits traveling wave solutions of the form u(t,z) = U.(z — ct).
The profiles U.(z) satisfy

—cU.=U"+ f(U.), U-00)=1, and U.(+o0)=0. (1.3)
The minimal speed ¢, is characterized by the variational formula of [33]:
. f(w)
ci|f] = inf sup (p' u) + —=|. 1.4
=32 ue0,1] ) p(u) 4

Here, K is the class of continuously differentiable functions p(u) such that
p(0)=0, p'(0)>0, and p(u)>0 forue(0,1).

Existence of traveling waves was first established in the original papers [27, 35] for the Fisher-KPP
type nonlinearities. Recall that f(u) is of the Fisher-KPP type if it satisfies, in addition to (1.2),

fu) < f'(0)u, forall0<u<1. (1.5)
For the Fisher-KPP nonlinearities, the minimal speed given by (1.4) is explicit:

e = 20/F/(0). (1.6)

Such nonlinearities have attracted enormous attention throughout the past few decades. This is
perhaps due to the fact that, under this assumption, the linearized model (around u = 0) acts as
a reasonably faithful approximation of (1.1) under the Fisher-KPP type assumption and, hence,
many computations can be done semi-explicitly. This allows one to study (1.1) in impressive details
with highly precise results. We refer to a very recent paper [53] for an elegant formulation of this
linearizability property of Fisher-KPP reactions. Moreover, there is a large class of nonlinearities,
the ‘McKean nonlinearities’, all satisfying the Fisher-KPP condition, that connect solutions to (1.1)
to branching Brownian motion, as discovered by McKean in [41]. We explain in Section 2 below
how this connection can be extended to a much larger class of nonlinearities f(u), not only of the
Fisher-KPP type.

Convergence in shape

Another seminal result of the original KPP paper [35] is that the solution wu(t,z) to (1.1) with the
step-function initial condition u(0,z) = 1(z < 0) ‘converges in shape’ to a minimal speed traveling
wave. That is, there exists a reference frame m(t) such that

lu(t,z +m(t)) — Us(x)] - 0  ast — +oo, uniformly in z € R. (1.7)

Here, U,(z) is the traveling wave solution to (1.3) with speed ¢ = ¢,, normalized, for example, so
that U,(0) = 1/2. While (1.7) was stated in [35] only for the Fisher-KPP type nonlinearities, with
an extra assumption f'(u) < f/(0) for u € [0, 1], the original proof can be easily adapted to a large
class of nonlinearities f(u). The KPP paper also showed that

m(t) = ext +o(t), ast — +oo. (1.8)
Fisher formally argued in [27] that
m(t) = ext + O(logt), ast — +oo,

although his prediction for the coefficient in front of the logarithmic correction turned out to be
incorrect.



Pushed and pulled fronts in reaction-diffusion equations

As noted above, convergence in shape to a traveling wave in (1.7) holds for a much larger class
of nonlinearities f(u) than, say, the Fisher-KPP nonlinearities. On the other hand, the rate of
convergence and the asymptotics of the front location m(t) depend strongly on the nature of the
spreading. One needs to distinguish between the so-called ‘pulled’ regime in which propagation is
dominated by the behavior far ahead of the front where u =~ 0 and the ‘pushed’ regime in which
spreading is governed by the behavior of the solution near the front where u is close neither to 0
nor 1. In a sense, this is a question of whether the propagation is linearly determined (pulled fronts)
or nonlinearly determined (pushed fronts).

In the pushed case, convergence in (1.7) is exponential in time. This is, roughly, due to the
fact that the important behavior occurs in the compact region around the front. In addition, in the
pushed case the front location m(t) has the asymptotics

m(t) = cit + 9 +o0(l) ast— +oo.

These results go back to the classical paper [26] by Fife and McLeod.

In the pulled case, the convergence rate in (1.7) is algebraic in time, roughly due to the fact that
the important behavior occurs on the non-compact half-line to the right of the front. Moreover, when
the Fisher-KPP condition (1.5), which guarantees the pulled nature of the front, is satisfied, m(t)
has the asymptotics

m(t) = cit — % logt + xo+o0(1) ast— +oo. (1.9)
It is notable for the unbounded ‘delay’ between m(t) and the moving frame mpyw (t) = cit + xg of
the traveling wave. The formula (1.9) was first established by Bramson in [17, 18] with probabilisitic
tools for the aforementioned ‘McKean sub-class’ of the Fisher-KPP nonlinearities f(u) for which the
reaction-diffusion equation (1.1) is directly connected to branching Brownian motion. More recent
analytical proofs allowed for general Fisher-KPP type nonlinearities [32, 46, 47]. The algebraic rates
of convergence for pulled fronts have been investigated in [6, 7, 10, 11, 21, 32, 47, 51].

Another distinction between the pushed and pulled cases is in the shape of the traveling wave.
Pushed traveling waves have purely exponential asymptotics:

Uu(z) ~ Be ™ as x — +o0, (1.10)
while pulled traveling waves have an extra linear factor:
Ud(z) ~ (Dz + B)e ™, as x — +oo. (1.11)

Note that the exponential decay rate \. appears both in (1.11) and in the pulled front location
asymptoptics (1.9).

It is well known that the fronts associated to Fisher-KPP type nonlinearities, that is, those
satisfying (1.5), are pulled. However, the Fisher-KPP criterion does not describe the boundary of
the pushed-pulled transition. While the transition from the pulled to pushed behavior has been
extensively studied in the applied literature, see [21, 37, 51| and references therein, including the
recent study of the stochastic effects [14, 15], a true mathematical understanding is still lacking. We
mention [28] for a general criterion for pulled fronts, [30] for a preliminary investigation into the
asymptotics of m, the very recent papers [6, 7, 8] for a spectral approach to this question, and [2]
for the study of the pushed-pulled transition in the context of the Burgers-FKPP equation. We also
mention [20] for an investigation into some explicitly solvable cases similar to our setting. Shedding
new light on this old problem is one motivation in this work.



1.1 New objects and main results
The shape defect function and an energy functional

The proof of (1.7) in [35] and many of the later references relies on a ‘steepness comparison’ between
the solution u(¢,z) to (1.1) with the initial condition u(0,z) = 1(xz < 0) and the minimal speed
traveling wave U, (z). Roughly, if u starts ‘steeper’ than Uy, then it remains so. We refer to [31] for
a recent beautiful exposition of these ideas and to [9] for its adaptation to a time-discrete setting.
We simply note that wu(¢, ) being ‘steeper’ than U, means that any shift of U, intersects the profile
of u(t,-) precisely once.

We would like to introduce a seemingly new way to quantify these elegant arguments. It is
well known that, for all ¢ > ¢, the traveling wave profiles U.(x) are strictly decreasing in z. This
can be seen, for instance, by the sliding method [12]. Thus, there exists a ‘traveling wave profile
function’ n.(u), so that U.(x) satisfies a first order ordinary differential equation

— U, =n:(U.), Us(—00)=1, U, +o00)=0, (1.12)

in addition to (1.3). Thus, to quantify the difference between the shape of the solution wu(t,x)
to (1.1), we propose the following object:

Definition 1.1. The shape defect function is
wt, 2) = —ua(t, @) — nel(u(t, ). (1.13)

To the best of our knowledge, this notion is new. Additionally, introduce the energy associated
to the shape defect function:

E.(t) = /ew|w(t,m—|—ct)]2dm. (1.14)

We should stress that the traveling wave profile function is rarely explicit, except in the pushmi-
pullyu and some pushed cases pointed out below, but its explicit form is not needed. A generalization
to higher dimensions is discussed in Section 4.1 below.

We mention two related concepts that have been considered in the past. Recently, Matano and
Polacik leveraged the trajectories 74 = {(u(t,z),u.(t,z)) : © € R} C R? to access phase plane
methods and deduce strong results in the context of propagating terraces [40, 48]. Even earlier, Fife
and McLeod [25] studied the convergence to pushed traveling waves by deriving a degenerate partial
differential equation for p(t, 2) = u(t,u(t)"1(2)). In our notation, these approaches have, as goals,
to prove the convergence of 7 — {(z, —1«(z))} and p(t, z) — —n.(z), respectively, as t — co.

The early method of the original KPP paper [35] and some subsequent work used the intersection
number to compare the steepness of u(t, -) and U, and relied on the fact that it is decreasing [1, 39].
The shape defect function provides a new way to capture and quantify this insightful notion. Indeed,
a simple calculation yields:

Proposition 1.2. For any time t > 0, the profile u(t,-) is steeper than Uy if and only if the shape
defect function satisfies:

w(t,z) = —ux(t,z) — ne(u(t,z)) >0, for all xz € R.

Further, the larger w is, roughly, the more severe the difference in steepness.

The key property noticed in the original KPP paper [35] is that steepness ordering is preserved;
that is, if ug is steeper than Uy, then so is u(t,-). Again, their argument is based on the intersection
number. By recasting this in terms of the shape defect function, this property is:

if w(0,-) >0, then w(t,-)>0 forallt>0. (1.15)



This can be established, for instance, using the parabolic equation (4.1) below satisfied by w and
applying the maximum principle (see (4.2)). Surprisingly, the positivity of the shape defect has
numerous other, much more quantitative consequences than (1.15), and this is one of the main
points of this paper. In particular, the equation (4.1) for w can be analyzed directly, for example, in
order to obtain bounds on w, as in Lemma 6.6. In addition, the positivity of w leads to, for example,
the new weighted Hopf-Cole transform and entropy inequalities discussed below. Such bounds and
inequalities play a key role in the arguments throughout the paper, and while they use crucially the
positivity of w, they are of a different nature than the intersection number arguments.

Importantly, the shape defect function also measures, in a sense, the distance between u and the
‘nearest’ traveling wave. Indeed, if u(t,z) = U.(z — ¢t — x¢) with some shift zo € R, then w(t,z) =0
because of (1.12). An elementary computation in Section 4.1 shows that for any ¢ > ¢, the reaction-
diffusion equation (1.1) is a gradient flow for &, and

dE.(1)
dt

<0. (1.16)

This is a natural and, as far as we are aware, new way to quantify the convergence in shape result
n (1.7). Alternative variational formulations for reaction-diffusion equations have been previously
introduced, for instance, in [29, 38, 43, 44, 49]. However, again, to the best of our knowledge, this
is the first kind of energy that can be used for equations of the Fisher-KPP type at the minimal
speed ¢ = ¢, or, more broadly, for pulled type reaction-diffusion equations. Previous variational
formulations were restricted to pushed type reaction-diffusion equations. Moreover, (1.16) gives a
quantitative reason behind the convergence to traveling waves in reaction-diffusion equations.

Let us stress that the definition of the shape defect function implicitly depends on the choice of
the speed ¢ > ¢, via the function 7.(u). Unless otherwise specified, we use it with ¢ = ¢, and also
use the notation

1 (u) = 7e, ().

The front location asymptotics

To be concrete, in this paper we consider a family of nonlinearities of the form

fw) = f1(0)(u = A(w)) (1 + xA"(u)). (1.17)

We assume that

A
A(0)=0=A(0), A1)=1, and a(u):= Alw) € C? is increasing and convex. (1.18)
U
As a consequence of (1.18), we know that A(u) itself is increasing and convex. This class of nonlinear-
ities appears to be fairly general: for example, it includes the nonlinearities suggested in [21, 33, 45]

flu) =u(l —u"" N1+ nyu" 1) n > 2. (1.19)

While the Fisher-KPP nonlinearity has an extremely elegant interpretation in terms of the position
of the maximal particle of branching Brownian motion, due to McKean [41], this is not possible
with other simple models like (1.19), even when x = 0. In Section 2 we investigate a connection
to branching Brownian motion “voting models,” which applies to, e.g., (1.19) and which provides a
motivation for the convexity assumption on a(u).

Let us comment on the form of f(u) in (1.17) and the assumptions on a(u) in (1.18). The main
advantage of (1.17)-(1.18) is that it helps highlight a concealed algebraic structure underlying (1.1).



As we discuss in Appendix A.3, for any f(u) one can find y and A(u) satisfying (1.17), so the only
assumption we are making is that a(u) is C? and convex. At the same time, writing f(u) in the form
of (1.17) helps to make certain aspects of the structure more apparent. For example, the form (1.17)
allows one to see explicitly the connection between (1.1) and the reactive conservation law (1.24),
as well as derive the equation satisfied by the weighted Hopf-Cole transform (1.26) of u (see (1.27)).
On the other hand, the assumption (1.18) on the convexity of « is clearly not always satisfied for
all f(u). It, however, has the advantage of allowing for elegant proofs that bypass extra technicalities
and highlight the role played by the algebraic structure. Indeed, the convexity of « allows us to
discard several errors terms that have a “good sign.” Otherwise, we believe that these terms could
be estimated by the smallness of w(t,x) at the price of loss of elegance (see below). Thus, the
convexity assumption on a(u) can be relaxed. Nonetheless, those f satisfying (1.17)-(1.18) present
a rich class of nonlinearities in which to perform our investigation.

Nonlinearities of the form (1.17)-(1.18) are of the Fisher-KPP type when x = 0 and also when x
is positive but sufficiently small. However, they are not of Fisher-KPP type for x close to y = 1
(see (3.5) and Lemma A.1). We show in Section 3 that traveling waves for such nonlinearities have
asymptotics (1.11) with D # 0 when 0 < y < 1. We refer to such nonlinearities as semi-FKPP
type, and one can show that they have speed ¢, = 24/ f/(0) (see Proposition 3.3). Thus, these remain
pulled waves, despite f not satisfying the Fisher-KPP condition.

When x = 1, the traveling wave decay becomes purely exponential (1.10), as in the pushed case.
Nevertheless, the speed remains linearly determined ¢, = 24/ f/(0), as in the pulled case. This is the
boundary between the pulled and pushed regimes. As such, we call this the pushmi-pullyu case,
following [2]. Below, we discuss various remarkable algebraic properties of the solutions to (1.1)
in the pushmi-pullyu case. Here, we simply note that the traveling wave profile function 7, (u) is
explicit when x = 1 (see Proposition 3.1):

Ne(u) = u — A(u). (1.20)

An immediate consequence is the purely exponential decay of the minimal speed traveling wave U,
mentioned above that follows from the regularity assumptions on A(u). The identity (1.20), however,
has many further consequences in the analysis of the pushmi-pullyu case. In the semi-FKPP case,
the traveling wave profile 7, (u) does not have the simple form (1.20) and is not explicit but satisfies
the bounds

VX(z = A(2)) <nu(z) <z = A(2).

proved in Lemma A.4.

Let us also comment that in this paper we do not treat the pushed regime y > 1 as it can be
handled by the standard existing methods originating in [26]. For completeness, we provide a short
proof that these fronts are pushed — see Corollary A.3.

We now state the main theorem of this paper on the asymptotics of the front location for the
reaction-diffusion equation (1.1) with nonlinearities of the form (1.17)-(1.18). We also assume that
the initial condition up(x) = u(0, z) satisfies

0 <wup(x) <1, forall zeR,
and is compactly supported on the right: there is Ly € R so that
uo(x) =0, for all z > L. (1.21)

Theorem 1.3. Under the above assumptions, suppose that u(t,x) solves (1.1) and that initially the
shape defect function is non-negative: w(0,x) > 0 for all z € R.



(i) If 0 < x < 1 so that f is a semi-FKPP type nonlinearity, the front location has the asymptotics:
m(t) =2t — glogt—kxo—i-o(l), as t — 400. (1.22)
(ii) If x =1 so that f is a pushmi-pullyu type nonlinearity, then m(t) has the asymptotics
m(t) =2t — %logt +xz14+0(1), ast— +oo. (1.23)

The constants xo and x1 in (1.22) and (1.23) depend on the initial condition ug for (1.1) and the
nonlinearity f.

The asymptotics (1.22) for semi-FKPP type nonlinearities is exactly the same as (1.9) for the
Fisher-KPP nonlinearities. However, in the pushmi-pullyu case, the logarithmic correction in (1.23)
is different. This change has been predicted in [21, 37, 51] using formal matched asymptotics for the
situations when the minimal speed traveling wave has purely exponential decay as in (1.10). To the
best of our knowledge, the only rigorous result in this direction is the expansion

1
m(t) =2t — 5 logt + o(logt), ast— o0,

obtained in [30] by a careful gluing of sub- and supersolutions, a very different approach from the
present paper.

Let us point out that a simple consequence of our analysis is a way to identify some pulled
fronts: waves associated to (1.1) with a positive nonlinearity f are pulled if f < f, for some f, of
the form (1.17)-(1.18) with xy < 1 and f’(0) = f;(0). This is more general than the Fisher-KPP
condition and, unlike the commonly used condition ¢, = 24/f/(0) for pulled fronts, allows one to
distinguish between the pulled and pushmi-pullyu cases. Moreover, Corollary A.3 in Appendix A
shows that if f > f, with x > 1 then the fronts for (1.1) are pushed. Actually, if f(u) = fy(u)
and y > 1, then both the minimal speed ¢, and the traveling wave profile function 7, (u) are explicit,
see Proposition A.2.

One technical note is that Theorem 1.3 does not explicitly mention the convergence of u to U,
as this follows from previous results (see the discussion surrounding (1.8)). Due to the type of soft
arguments used, these previous convergence results are not quantitative, and, thus, it is not possible
to use them in any way in the present proof of Theorem 1.3. As a result, we provide an alternative
proof of convergence as a part of establishing the precise asymptotics for m(t).

Connection to the reactive conservation laws and the precise front asymptotics

A first example of the special structure in the pushmi-pullyu case is the connection to the reactive
conservation law:

Mt + (A(,u))x = Hgz + p — A(M) (124)
In particular, we show in Section 4.2 that the reaction-diffusion equation (1.1) with f(u) given by

flu) = (u— A(u)(1 + A'(u))

and the reactive conservation law (1.24) have exactly the same minimal speed traveling wave solu-
tions. Thus, the traveling wave profile function 7,(u) is the same for the two equations, and the
shape defect function for (1.24) is still defined as® in Definition 1.1:

Wrel(t, ©) = —pa(t, ) = mu(p(t, ).

1Although with a notational change from w to wrc in order to not confuse it with the shape defect function for (1.1).




The connection between the two equations (1.1) and (1.24) extends further: if the shape defect
function w(t,x) > 0, defined by (1.13) then the solution to (1.1) is a subsolution to (1.24):

u + (A(w))z < Ugy +u— A(u).

This algebraic miracle allows us to bound the solutions to the pushmi-pullyu reaction-diffusion
equation and the conservation law (1.24) in terms of each other:

u < U

Further novel algebraic properties of the semi-FKPP and pushmi-pullyu nonlinearities are discussed
in Section 1.2 below, as well as in Sections 3 and 4.
We also obtain the analogous result of Theorem 1.3.(ii) for the reactive conservation law (1.24).

Theorem 1.4. Let pu be a solution to (1.24), with an initial condition such that wy(0,2) > 0 for
all x € R. Then there is xo € R so that, for all L > 0,

1
lim sup |u(t,z +m(t)) — Us(z)] =0 with m(t) =2t — 5 logt + . (1.25)

t—00 |z|<L
It seems that the positivity assumption of the initial shape defect function for Theorems 1.3
and 1.4 can be relaxed. Indeed, the lack of positivity of the shape defect function can likely be
compensated by its smallness that, as we have mentioned, can be proved independently by directly
analyzing its dynamics in (4.1) (see Lemma 6.6 and the forthcoming work [4]). We have opted to use
this positivity assumption on w, not simply because it shortens the proof but also because it makes

many steps in the proofs elegant rather than technical and reveals a number of algebraic properties
that are not seen without this assumption.

1.2 Key elements of the proofs of Theorem 1.3 and Theorem 1.4

As the proofs are quite intricate, a detailed summary would be too long to contain here. Instead we
discuss the major aspects of the proof and, in particular, the new tools that become available due
to the positivity of the shape defect function. A more detailed outline of the proofs can be found in
Section 5.

The weighted Hopf-Cole transform

The crucial tool to compensate for the lack of the Fisher-KPP condition for f is the weighted
Hopf-Cole transform: letting @(t, z) = u(t, z + 2t), we define

u(t, ) = exp x+f/ alt,y) dy) (t, ). (1.26)

We recall that a(u) > 0. One should stress a key difference between the semi-FKPP (y € [0,1)) and
pushmi-pullyu (x = 1) cases:

v(t,—o00) =0 when xy <1 and v(t,—o0) >0 when y = 1.

Due to the remarkable algebraic structure discussed in Section 4, whenever u solves (1.1) and
the shape defect function is nonnegative, we obtain the differential inequality

v < Vg (1.27)



This is slightly easier to see in the pushmi-pullyu case (x = 1) where, after an intricate computation
in the proof of Proposition 4.1, we obtain

U — Vgr < —20(0)w < 0.

Intuitively, the importance of (1.27) is the following. When y < 1, it is clear that v(¢,x) is ‘small’
for x < 0. We can then, roughly, think of v as solving the heat equation on the half-line with
Dirichlet boundary conditions, which implies that v decays like O(t~3/2). This 3/2 is the same as
the one in (1.22). Indeed,

O(t™3/%) = w(t,m(t) — 2t) = "D 2HOWy(t, m(t)) = O(mD=2). (1.28)

When x = 1, we have, on the other hand,

wnltir) = —exp (o+ [ " it )y )w(t, o)

which is ‘small’ for x < 0. We can then, roughly, think of v as solving the heat equation on the
half-line with Neumann boundary conditions, which implies that v decays like O(t~'/2). This 1/2 is
the same as the one in (1.23) by a similar computation to (1.28).

We note that this intuition can only be turned into a proof in the semi-FKPP case. For technical
reasons, it does not go through in the pushmi-pullyu case, and one must first obtain the ‘rough’
front asymptotics

m(t) =2t — (1/2)logt + O(1), (1.29)
without the use of the weighted Hopf-Cole transform. The transform, however, does play a crucial

role in upgrading the front asymptotics to the precision of (1.23) (resp. (1.25)) in the pushmi-pullyu
case.

Relative entropy and a weighted Nash inequality in the pushmi-pullyu case

Let us now explain how the ‘rough’ front asymptotics (1.29) is obtained. We focus on the conservation
law (1.24). Along the lines of (1.28), this asymptotics can be recast as the L*° upper and lower
estimates

Ip(t, 2) e = O(1/V) (1.30)
for the function

p(t,z) = e*A(t, x)),
where fi(t,z) = pu(t,x + 2t). It turns out that the upper bound in (1.30) is much more difficult to

establish, so we discuss that now.
The intuitive reason behind (1.30) is that p(¢, ) satisfies an inhomogeneous conservation law

D+ (O‘(/l)p)x = Pzz- (1.31)

Heuristically, a(fi) pushes all of the mass of p to the right, where (1.31) is essentially the heat
equation as «a(ji) ~ 0 as  — +oo. This indicates that, after a boundary layer in time, we should
have heat-equation-like decay O(1/+/%), as desired.

In order to create a proof out of this simple idea, we use a relative entropy approach. Another
surprising consequence of the steepness comparison of the solution and the traveling wave is that,
if wye1(0,2) > 0 for all x € R, then the function

p(t,x) = exp ( — /Oﬂ(tw) m du’) (1.32)

9



is a supersolution to (1.31)
pe + (a()p)e = paa-

This follows from a rather involved computation in the proof of Lemma 6.2. An observation coming
from [2] is that if p(t,z) is a supersolution and p(¢, x) is a solution to (1.31) then the function

p(t,z) _ et z)
plt,z)  plt,z)

(,O(t, CIZ) =

obeys a dissipation inequality

%% o(t, x)*p(t, z)dr < —/gox(t,x)zp(t,a?)da;.

Were p = 1, this would be the key differential inequality for the heat equation that, along with the
Nash inequality and a self-adjointness ‘trick,” yields the O(1/+/t)-decay desired in (1.30). Unfortu-
nately, p #Z 1 (notice that p(t,—oc0) = 0 and p(¢,+00) = 1) and our problem is not self-adjoint. By
developing a suitable Nash-type inequality with time-dependent dynamic weights to yield suitable
weighted L' — L? estimates and an additional bootstrapping procedure to yield L? — L estimates,
we obtain the analogous bound ||¢||c < O(1/+/t) that is the key step in obtaining (1.30) and, thus,
the asymptotics (1.23) and (1.25).

Decay of w and the reactive conservation law

As we discussed above, the weighted Hopf-Cole transform is not used in the pushmi-pullyu case to
prove the ‘rough’ 2t — (1/2)logt 4+ O(1) front asymptotics. It is, however, needed to upgrade this
estimate to (1.23) and (1.25); that is, that the O(1) term is actually of the form zg + o(1) for some
zo € R. In the reaction-diffusion case (1.1), we use (1.27) and the arguments of [2] to obtain this
improved precision.

Unfortunately, the Hopf-Cole transform does not yield (1.27) in the reactive conservation law
case. Instead, analogous computations yield

Ut — Vg < €7 (f10 (f1) — a(f1))wrel,

where we abuse notation and use v for the same quantity (1.26) with f replacing @. The right hand
side is positive for convex « except in the special case o(u) = u considered in [2].

As we do not have the miraculous Hopf-Cole cancelation so we require an additional argument.
In particular, we need smallness of w,¢. As can be seen by a change to self-similar coordinates, it
turns out that the required bounds are of the type [|wyel|loo = O(1/t) and suitable integrability. To
obtain these bounds, we leverage the fact that w,. satisfies the equation

atwrcl + A/(/l)axwrcl = 8x:rwrcl + wrcl(l - A/(ﬂ)) (133)

It is not immediately obvious why w; should decay like O(1/t) from the above. Indeed, w; has a
positive growth rate for = > 2t — (1/2)logt + O(1).

Roughly, wy decays because the region where it has a positive growth rate ‘moves too fast’
to the right. Indeed, the production rate 1 — A’(f1) in (1.33) is only positive when i ~ 1, which,
by the work outlined above, corresponds to = > 2t — (1/2)logt + O(1). On the other hand, the
linearization of (1.33) is the same as that of Fisher-KPP, indicating that wy. ‘wants’ to have a ‘front’
at 2t — (3/2)logt + O(1). The logt discrepancy between this and where w;. has a positive growth
rate, along with the natural O(e™*) decay of the problem (see (1.10)) indicates that

1

Wrel < O(eflogt) = O(;)
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Interestingly, it seems that analyzing the equations for w and wy¢ yields sharp bounds for con-
vergence rates of u to the traveling wave by using the heuristic ideas outlined above. We plan to
explore this in a future work.

A note on the relationship between the present work and [2]. Let us note that some
parts of the analysis here are motivated by the considerations in [2] for the Burgers-FKPP equation,
which is the reactive conservation law (1.24) in the special case A(u) = u%. We take care to present
the work here to highlight only the novel elements of the proofs as compared to [2]. We point out
that [2] examined only the reactive conservation law equation and, moreover, only the particular case
a(u) = u. In this simple setting, there are additional cancellations and many explicit calculations
are possible. Hence, a key aspect of our work here is to explore the algebraic structure of the reactive
conservation laws (1.24) and the reaction diffusion equations (1.1) and to show that the seemingly
ad hoc techniques in [2] are actually a part of this larger structure. One example of this is the choice
of p: in [2] a ‘lucky guess’ led to the choice p = 1 — 4, but it is now clear that this follows from (1.32)

where, in that particular case, A(u) = u?.

1.3 Organization of the paper

In Section 2, we discuss a connection between branching Brownian motion and reaction-diffusion
equations (1.1) using probabilistic voting models. While some examples of Fisher-KPP type nonlin-
earities are McKean nonlinearities, those that, roughly, give the statistics of the maximal particle in
a branching Brownian motion, many simple choices fall outside this class; for example, f(u) = u—u"
for any n > 3 is not McKean type. We present a class of voting models that allows to go beyond
the McKean class of nonlinearities to a much larger class of nonlinearities that includes Fisher-KPP
type nonlinearities such as v — v™ and many non-Fisher-KPP type nonlinearities. This provides an
additional motivation for the setting of Theorem 1.3.

We then discuss the basic properties of the semi-FKPP and pushmi-pullyu nonlinearities in
Section 3. In particular, we discuss the properties of the traveling wave profile function 7.(u) and
explain why the minimal traveling wave speed is given by (1.6) not only for the Fisher-KPP but also
for semi-FKPP nonlinearities.

Section 4 discusses some of remarkable algebraic properties of reaction-diffusion equations that
are elucidated by the use of the shape defect and traveling wave profile functions. There, we consider
in greater detail the shape defect function, establish the variational formulation (1.14) for reaction-
diffusion equations, and explain the aforementioned natural connection between reaction-diffusion
equations and reactive conservation laws. We also introduce the weighted Hopf-Cole transform
(see (1.26)) and establish the key differential inequality (1.27).

Section 5 gives the outlines of the proofs of Theorems 1.3 and 1.4. These results are quite
intricate, and so we provide a high level discussion of its major difficulties and how the elements of
the proof introduced above fit together to overcome these obstructions. The full proofs are contained
in Section 6 (pushmi-pullyu case) and Section 7 (semi-FKPP case).

Finally, Appendix A contains some auxiliary results used in the paper as well as a discussion of
the generality of the model (1.17).
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2 Probabilistic interpretations of reaction-diffusion equations

2.1 The McKean nonlinearities

A special class of the Fisher-KPP nonlinearities arises naturally in the context of the branching
Brownian motion (BBM), as originally discovered by McKean in [41]. They have the form

fw) = (1= 0= Y 1 —)t), 1)

k=2

with v > 0 and pg > 0 such that
o0
Spe=t
k=2

Here, p; is the probability that a BBM particle branches into k£ offspring particles at a branching
event, and v > 0 is the exponential rate of branching. Specifically, when f(u) has the form (2.1),
the solution to (1.1) is given by

N

ult,) =1 =B (TT(1 - wo(Xi(1))).

k=1

Here, X1(t),...,Xn,(t) are the locations of the BBM particles at the time ¢. In the absence of
branching, this is simply the standard interpretation of the solutions of the heat equation in terms
of a Brownian motion. We refer to [13, 16] for excellent introductions to BBM and the McKean
connection between BBM and reaction-diffusion equations.

2.2 Voting nonlinearities

However, the nonlinearities that admit the McKean interpretation form just a sub-class of the Fisher-
KPP nonlinearities. Maybe the most basic example of an FKPP nonlinearity not in the McKean
class is f(u) = u —u™ with n > 3, as it can be easily checked that it both satisfies (1.5) and can not
be written in the form (2.1).

Let us now briefly describe the construction in [3], originating in the beautiful and insightful ideas
of [22], that provides a connection between a much larger class of semilinear parabolic equations and
BBM than that of McKean. For the sake of concreteness and simplicity, we consider f(u) = u — u™
and refer to [3] for a description of this connection in more generality. Let us start with a BBM
running at an exponential rate 5 > 0: the branching times have the law

P(r > t) = e Pl

We assume that at each branching event, the parent particle produces exactly n offspring. There is
a natural way to associate a random genealogical tree T to each realization of the BBM, with each
vertex of the tree corresponding to a branching event. This is illustrated in Figure 1. Each of the
edges coming out of a vertex represents an offspring particle born at that branching event. The root
of the tree T is the original particle that started at the time ¢ = 0 at the position z.

We now describe the voting procedure. Let us run the above BBM until a final time ¢ > 0. At
that time, each of the particles Xi(t),..., Xn,(t) that are present at the time ¢t votes 1 or 0, with
the probability

P(Vote(Xk(t)) = 1) =1 — P(Vote(Xg(t)) = 0) = g(Xg(t)). (2.2)

12



Figure 1: On the left, a sample (binary) branching Brownian motion, which branches at times ¢;.
On the right, the associated tree.

Here, the function g(z) is fixed and takes values in [0, 1].

Given the votes of the last generation of particles that are present at the time t, we propagate
the vote up the genealogical tree T as follows. Let us fix v > 0 sufficiently small and define the
probabilities pgy,, Kk =0,...,n, as

(1+~)k

ton =0, fnn = 1, and P = == when 0 < k < n. (2.3)

As we need to have 0 < ug, <1 for all k, the parameter v > 0 must satisfy

1
0<y < ——. 2.4
TS (2.4)
With the probabilities uy, in hand, given a parent particle on the genealogical tree T, if k out of
its n children voted 1, then the parent particle votes 1 with the probability ux given by (2.3). Using
this rule iteratively to go up the tree all the way to the root produces the random vote Votegrig of
the original ancestor particle, and we can define

u(t, z) = Py(Voteog = 1). (2.5)

Here, the probability is taken both with respect to the randomness in the original voting in (2.2),
and with respect to the randomness in the vote of each parent. If there was no branching event until
the time ¢, so that N; = 1, then the vote of the original particle is 1 with the probability g(X;(¢)).

An elementary computation in [3] shows that the function u(t,z) defined in (2.5) satisfies the
initial value problem

Ut = Au + f(u)7
u(0.7) = g(a). 20
with the nonlinearity
F(u) = By — ™. (2.7)

Note that the range of v is restricted by (2.4) but 8 > 0 can be arbitrary.
We may consider the above voting model with a more general branching Brownian motion, with
the probability «,, to branch into n children at each branching event. If we keep the probabilities pg,
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for the parent with n total children to vote 1 if k of its n children voted 1, we would obtain a convex
combinations of the nonlinearities in (2.7):

N N
fw)=By> aru—ub), > ap=1. (2.8)
k=1 k=2

They are still within the Fisher-KPP class. We refer to nonlinearities of the form (2.8) as voting-
FKPP nonlinearities. Such nonlinearities have the form

f(u) = AMu—A(u)), with A= f(0) > 0. (2.9)
The functions A(u) are non-negative, convex on [0, 1], and satisfy (1.18):
A(0)=0, A(1)=1, and A'(0)=0. (2.10)

It follows that the function A(u) is increasing since A’(0) = 0 and A(u) is convex on [0, 1].
It is sometimes convenient for us to write f(u) in the form

f(u) = du(l = a(u),

with 4
a(u) = S‘). (2.11)
For nonlinearities of the form (2.8), the functions A(u) and «(u) have the forms
N 00
Au) = Zakuk and a(u) = Zakukfl.
k=2 k=2

Therefore, in these examples both A(u) and «(u) are increasing and convex. We should mention that
for the McKean nonlinearities (2.1) if we were to write them in the form (2.9), the function A(u) is
increasing and convex but «(u) is necessarily concave. That is, the voting Fisher-KPP nonlinearities
represent a complementary class to the McKean type.

Let us also briefly comment that the simple voting procedure described above can be generalized
in many ways, and, unlike the McKean interpretation, voting models can lead to reaction-diffusion
equations (1.1) with nonlinearities f(u) that need not be of the Fisher-KPP type. This is done
simply by changing the voting rules, without changing the underlying branching Brownian motion.
That is, one considers the same BBM, with exactly the same genealogical tree as above. However,
we modify the probabilities p, in (2.3) for the parent to vote 1 if k out of its n children voted 1. Let
us assume for simplicity that the BBM has a fixed number n of children at each branching event.
Then, the function u(t, ) defined by (2.5), which is the probability for the original ancestor particle
to vote 1, satisfies the reaction-diffusion equation (2.6), although with the nonlinearity

o ﬁ(an—l (an— 1) Mknuk(l _ u)anlfk _ u)

k=0
As discussed in [3], with a suitable choice of pi, one can obtain nonlinearities not of the Fisher-KPP
type. Indeed, the original example in [22] is the Allen-Cahn equation
Ut = Ugz + f(u), (2.12)
with the nonlinearity
fu) =u(l —u)(2u—1), (2.13)
that is not of the Fisher-KPP type. To obtain (2.12)-(2.13), one considers ternary BBM, n = 3, and

the voting probabilities ji03 = p13 = 0 and pg3 = p3z = 1 that come from the simple majority voting
rule. More examples can be found in [3].
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3 The algebra of semi-FKPP and pushmi-pullyu traveling waves

In this section, we explore the identities and properties of the traveling wave profile function 7. (u)
(see Propositions 3.1 and 3.2) as well as the relationship between its regularity and the decay of
the traveling wave U,(x) as x — 400 (see Proposition 3.2). We also show in Proposition 3.3 that
the minimal speed for traveling waves is still given by the FKPP formula ¢, = 21/f/(0) for the
nonlinearities of the semi-FKPP type.

3.1 Semi-FKPP and pushmi-pullyu nonlinearities

We first introduce the (seemingly) new types of nonlinearities: semi-FKPP and pushmi-pullyu. Let
us start with a Fisher-KPP nonlinearity of the form

((u) = AMu = A(u)),

with some A > 0 and an increasing convex function A(u) that satisfies (2.10). Note that

A =¢(0), (3.1)

since A’(0) = 0 by (2.10). This class includes both the McKean and voting-FKPP nonlinearities.
We say that a function f(u) is a pushmi-pullyu nonlinearity if it has the form

Flu) = C(w)(2A = ¢'(w) = X (u — Aw))(1 + A'(u)), (3.2)

with ((u) as above. As in (3.1), since A’(0) = 0, it follows that f’(0) = A2. Thus, we may represent
a pushmi-pullyu nonlinearity in the form

fu) = f1(0)(u— A(u))(1 + A'(w)), (3-3)

As we shall see, this class of nonlinearities represents the boundary between those of pushed and
pulled type. Any positive nonlinearity g(u) smaller than f(u) and such that ¢’(0) = f’(0) should
be pulled; however, they may not be Fisher-KPP type. It is, thus, natural to say that to say that a
function f(u) is of the semi-FKPP type if, in contrast to (3.3), it satisfies

fu) < £1(0)(u = A(w)) (1 + xA'(u)), (3-4)

with 0 < x < 1 and an increasing convex function A(u) that satisfies (2.10).
Let us note that a semi-FKPP nonlinearity satisfies the Fisher-KPP condition (1.5) if

(u—A(u)(1+ xA'(u)) <u, forall0<u<1,

or, equivalently,
Alu)
0<x< = min . 3.5
SXSNPREE = ) A - Aw) 32)
We are mostly interested in the range xprpp < x < 1, where f(u) is not of the Fisher-KPP type.
As Theorem 1.3 shows, the solutions to (1.1) still exhibit the Fisher-KPP type behavior. Let us
comment that Lemma A.1, below, shows that, as long as A(u) satisfies (2.10), we have xpxpp < 1/2,
so that the semi-FKPP range is ‘uniformly nontrivial.” However, in the pushmi-pullyu case y =1
the behavior of the solutions changes drastically, as seen from the second statement in Theorem 1.3.
A well-known example from [33], also discussed in detail in [45], is the nonlinearity

fw) =u(l —u)(1+ au), (3.6)
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with @ > 0. This nonlinearity satisfies the FKPP property for all 0 < a < 1. In the terminology
of the present paper, with ((u) = u — u?, it is semi-FKPP type in the larger range 0 < a < 2 and
pushmi-pullyu type when a = 2. A generalization of this example:

flu) =u(l —u")(1+ au™), (3.7)

was considered in [21]. This corresponds to (3.4) with ((u) = u—u". To put this in the form of (3.4),
we set A(u) = u"*! and x = a/(n + 1). This nonlinearity also has the Fisher-KPP property for
all 0 < a <1, as can be seen from (3.5), but is of the semi-FKPP type in the range 0 < a < n + 1.
It is pushmi-pullyu type when a =n + 1.

3.2 The traveling wave profile and the nonlinearity

In order to further explain the particular form of the nonlinearity (1.17), we need to discuss some
basic facts about traveling waves for semi-linear parabolic equations. The main result of this section
is an expression for the nonlinearity f(u) in terms of the traveling wave profile function 7.(u) with
speeds ¢ > ¢, defined by (1.12). It is elementary, but is quite interesting in its own right and used
frequently in the sequel, so we state this connection as a standalone result.

Proposition 3.1. For each ¢ > c., the function n.(u) is continuously differentiable for u € [0,1]
and satisfies
1c(0) =ne(1) = 0, 1¢(0) >0, 7c(u) >0 and 1(u) <c,

for all u € (0,1). Moreover, for each ¢ > cx, the function f(u) can be expressed in terms of n.(u) by
Fw) = ne(w)(c = n(w), for all u € (0,1). (3.5)

Proof. The positivity of 7.(u) for u € (0,1) follows from the aforementioned strict negativity of U,
which also implies that 7.(0) = 7.(1) = 0. To check the continuous differentiability of n.(u) we
only need to analyze the behavior near u = 0 and v = 1; indeed, the case u € (0,1) follows by the
negativity of U, and the inverse function theorem. We consider only the behavior near u = 0 as the
other case can be handled similarly. Let U.(x) be a solution to (1.3) with some ¢ > ¢,. Recall that
traveling waves have the asymptotics (1.11)

Ue(z) ~ (Do 4+ B,)e 2, (3.9)

with A, being a positive root of
M —ede + f(0) =0, (3.10)

given by

2 /
= CE Vc2_ 470 (3.11)
Let us make two remarks about (3.9)-(3.11). First, the ‘4’ sign in (3.11) appears only in the
case ¢ = ¢ > 24/ f'(0), and the ‘—’ sign corresponds to all the other cases: either ¢ = ¢, = 24/ f/(0),
or ¢ > ¢y see [5, Proposition 4.4]. Second, the coefficient D, may be non-zero only if ¢ = 2,/ f/(0),
so that A. is a double root of (3.10).
We deduce from (3.9) that

lim =X (3.12)
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o — i Ve f(Ue()) o FOU) ()
O = T T T T T T (3.13)
_c)\c—f’(O)_/\
Ae “

We used (3.10) in the last step. In particular, it follows from (3.13) that n.(0) > 0. To see
that n/(u) < ¢, we use the monotonicity of U.(z) to write
Ud(z) _  fUc(x))

U T Ui <

7' (Ue()) =
In order to establish (3.8), insert (1.12) into (1.3) to find

en(Ue) = Ue + f(Ue) = (=n(Ue))" + f(Ue) = =0 (Ue)Ul + f(Ue) = n(Ue)n (Ue) + f(Ue).  (3.14)

As (3.14) holds for all x € R and U,(z) is monotonically decreasing and obeys the limits at infinity
in (1.3), this gives expression (3.8) for f(u):

fu) =ne(u)(c—n.(uw), forall0<u<I1,

finishing the proof. [

One consequence of Proposition 3.1 is that p(u) = n., (x) is an admissible test function in the
Hadeler-Rothe variational principle (1.4) as it is continuously differentiable. A simple observation,
also going essentially back to [33] is that 7, (u) is actually the optimizer in (1.4). This is a consequence
of (3.8) with ¢ = ¢, if p(u) = n«(u), the expression inside the inf sup in (1.4) becomes

f(u)  mu(wni(u) + f(w)  ne(u)ng(u) 4 mu(w) (e = ni(w))

O T e ) o

A kind of converse to Proposition 3.1 is also true. Let f(u) be a C([0,1]) function of the
form (3.8) with n.(u) € C*(]0,1]), and consider a traveling wave solution to

— U = U+ ne(Ue)(c = ne(Ue)), Ue(—00) =1, Ue(+00) = 0. (3.15)
We claim that U, solves the first order ODE (1.12):
—U.=ne(Ue),  Ue(—00) =1, Ue(+00) = 0. (3.16)
To see this, let U be the unique (up to translation) solution of (3.16). Then, we have
—U" = U =/ (U)U" = U" = =nc(U)ne(U) + ene(U) = ne(U) (¢ = ni(U)),

which is (3.15). Since the traveling wave profiles for both (3.15) and (3.16) are unique, this shows
that, up to translation, U. = U. Hence, U, satisfies (3.16).

Another simple but important comment is that if f(u) has the pushmi-pullyu form (3.2), then
the minimal speed traveling wave profile function is simply

1 (u) = ((u) = u — A(u). (3.17)

This property is very convenient in the analysis of the pushmi-pullyu case.
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3.3 Purely exponentially decaying waves

The next statement characterizes the nonlinearities f(u) for which the decay is purely exponential, so
that D, = 0. It also gives the asymptotics of 7.(u) as u — 0 for waves that have an exponential decay
with a linear pre-factor. In particular, it shows that the difference between pulled and pushmi-pullyu
waves can be seen in the regularity of the traveling wave profile function 7.

Proposition 3.2. Letc > ¢, and f € C1([0,1]). Ifn. is the traveling wave profile function associated
o (1.1) then:
(i) Suppose, for some p > 1, there exists C' > 0 so that

Ne(u) ~ Aeu + O(W) as u N\ 0, (3.18)

where X, is defined as in (3.11). In particular, this is true if n. € C19([0,1]) for some 6 > 0. Then,
the profile U, has purely exponential decay:

Ue(z) ~ Bee ™% as x — oo. (3.19)

(ii) If U. has exponential decay with the linear factor, that is, D. # 0 in (3.9), then

ogll1o Uil
oA

c ~ Ac 1
)~ Aeu(1+ o

Proof of (i). Using directly (1.12) and then (3.18), we find

U’ U’
— 1= c > c ,
Ne(Ue) =~ AU(1 —C(1+ |logUe|)~P)

(3.20)

for some constant C' > 0. After possibly shifting the traveling wave, we may assume without loss of
generality that the denominator in (3.20) never vanishes for > 0. Multiplying both sides by A,
integrating in z, and using the monotonicity of U.(z) to make a change of variables z = —log(U,),
yields, for = > 0:

\ /z U’ p ) /—logUC(x) (_1) p
—AeX > < T = ——dz
o Ul —CO+0gTN N = Jogvne) T-CU+2)7

/bch(m)( 1 1 >d log Un(z) — C
> —14+———|dz>logU.(x)— C.
—log U(0) C(l + Z)p &

Hence, we have, for all x > 0,
Ue(z) < Ce?e2, (3.21)
To refine this bound to the asymptotics in (3.19), we let U.(x) = e’?U.(z). Using (1.12)
and (3.18) again, we find
CU.(x)

’/m:e”\cxccx—ccx_ .
|U2()] ne(Ue)(@) = AUe@)l < G @ne

Using (3.21) to bound the numerator and the denominator, we obtain

_ C
Ue(2)| < m;
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from which the claim (3.19) follows. O

Proof of (ii). First, by suitably shifting U., we may assume B, = 0 without loss of generality.
Then, for z > 1, we have
Uy(x) = Aee ™% + O(e~ Pty

for some fixed 6 > 0. Next, fix any u > 0 sufficiently small and let x be such that v = U.(x).
By (1.12), we have

776(“) = n:(Uc(x)) = —Ué(.%') = Ac<)\c$ _ 1)67)\&’1: + O(ef()\c+6)x)

U)o (1405, 62

~ \Uif) -
for any € > 0. Notice that

— Az = log U, — log(A.z) + O(e™%%) = log U, — log(—log(U,)) + O(1).
Hence, (3.22) becomes

Al
logu — log(—logu) + O(1)

— a1+ loéu + o(log(f;gf)gﬁ)).

d—¢

+O@ )

Ne(u) = Aeu +

This concludes the proof. [

3.4 When the minimal speed is given by the Fisher-KPP formula

It is well known that for the Fisher-KPP type nonlinearities the minimal speed is given by the
Fisher-KPP formula

c[f] =27/ 1(0). (3.23)
However, the Fisher-KPP condition (1.5) is not necessary for (3.23) to hold. A well-known example
of a non-FKPP type nonlinearity that satisfies (3.23), is the nonlinearity of the form (3.6) in the
range 1 < a < 2, as discussed in detail in [33, 45]. This is also true for nonlinearities of the form (3.7)

with 1 < a <n+1, considered in [21]. A natural question is: for which other nonlinearities does the
the Fisher-KPP formula for the speed (3.23) hold? Below, we give a sufficient condition for this.

Proposition 3.3. Assume that f(u) satisfies (1.2) and, in addition, that there is a C*([0,1])-
function ((u) that satisfies

C(0)=¢(1)=0, ¢(0)=1, ¢(u)>0, ('(u)<2, for0<u<1l, (3.24)

and such that

=
£
IA

F(0)C(u)(2 = (u), forall0<u<1. (3.25)

Then, the minimal speed c.[f] is

e.lf] = 2/F ().

Proof. The first observation is that if f(u) satisfies (1.2), then we may find a Fisher-KPP type
nonlinearity fi(u) < f(u) such that f{(0) = f’(0). As fi(u) is of the Fisher-KPP type, we have

e [fi]l = 24/ f1(0) = 24/ f(0).

19



The comparison principle implies that

elf] = elfi] = 24/ 17(0).

To show that
e[ f1 <24/ 1(0),

we note that because of (3.24), the function p(u) = A.((u) can be used as test function in the
Hadeler-Rothe variational principle (1.4). Here, we have set

A = VF(0).

Using assumption (3.25), this gives

f(w) )

c[f] < sup (A*CI(U) + A (1)

u€l(0,1]

< sup (A () + 20~ MC(w)) = 2V/7(0),

u€l(0,1]

finishing the proof. [J

An important consequence of Proposition 3.3 is that the Fisher-KPP formula holds for the semi-
FKPP and pushmi-pullyu nonlinearities (that is, (1.17) with x < 1 and x = 1, respectively) as can
be seen by taking ((u) = u— A(u). Notice that the pushmi-pullyu nonlinearities are at the boundary
of the validity of our condition for the Fisher-KPP formula.

Corollary 3.4. If f(u) is a semi-FKPP or pushmi-pullyu nonlinearity then c.[f] = 2+/f"(0).

Corollary 3.4 shows that, at the level of the propagation speed, we do not see a difference between
semi-FKPP and pushmi-pullyu nonlinearities — both behave similarly to the Fisher-KPP type.

Proposition 3.3 allows to use explicit functions ((u) to verify the validity of the Fisher-KPP
formula. For example, if we take ((u) = u(1 — u), then assumption (3.25) becomes

fu) <u(l —u)(l+2u).

It holds for nonlinearities of the form (3.6) exactly in the semi-FKPP range 0 < a < 2. On the other
hand, for

C(u) = u(l —u"),
the assumption (3.25) becomes
flw) <u(l—u")(1+ (n+ 1)u"). (3.26)

Nonlinearities of the form (3.7) satisfy (3.26) in the range 0 < a < n + 1, in agreement with the
aforementioned results in [21].

4 Algebraic properties of semi-FKPP and pushmi-pullyu nonlin-
earities: the Cauchy problem

In this section, we discuss some special properties of the semi-FKPP and pushmi-pullyu nonlineari-

ties. In particular, we introduce the shape defect function, establish a new variational formulation

for reaction-diffusion equations, and explain a natural connection between the reaction-diffusion
equations and reactive conservation laws.
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4.1 Convergence in shape and the shape defect function

As we have discussed in the introduction, it was proved already in the original KPP paper [35] that
the solution w(t,z) to (1.1) with the initial condition «(0,2) = 1(z < 0) converges in shape to a
minimal speed traveling wave, in the sense that (1.7) holds: there exists a reference frame m(t) such
that

lu(t,z +m(t)) — Us(z)] = 0, ast— +oo, uniformly in z € R.

Recall that we have defined in the introduction the traveling wave shape defect function (or shape
defect function, for short) as
w(t,z) = —ug(t,x) — ne(u(t, x)).

In particular, if u(t,x) = U.(t,x) then w(t,x) = 0 because the traveling wave U.(x) satisfies (1.12).
However, we also have w(t,z) = 0 if u(t,z) =0 or u(t,z) = 1.

Let us note that if w(t,z) > 0 for all x € R then u(t,z) is steeper than the traveling wave
profile U.(z). Here, we use the notion of steepness from [2, 31]: if uj2(x) are two monotonically
decreasing functions, then wuy is steeper than us if for every u € R such that there exist x1 2 € R such
that ui(x1) = uz(x2) = u, we have |u)(x)| > |ujy(x)|. Actually, a stronger relationship holds: among
functions u connecting 1 at x = —oo and 0 at z = 400, u is as steep as U, if and only if w > 0.

A direct computation, using (1.1) and the representation (3.8) for f(u) shows that the shape
defect function satisfies

Wi = Wog = —Uat + Ugaw — (W)t + 0o (W) Uze + g (w)uy
—(ne(w)(c = ni(w))e — ne(w) (e + ne(u) (e = 16(w))) + 1e(1)tiew + né'(U)Ui
= —n(u) (e = ne(u))ug + ne(u)ng (u)ue — ne(u)nl(u)(c — ne(u)) +n (w)us (4.1)

= 1 (g (Ug + 1e(w) — ne(u)(c — ne(w) (ue +ne(w) = — (0 (w)ue — 11e(w)(c — me(u)))w
= (e (w) (w + ne(w)) + 1 (u)(c = m;(u)))w
The maximum principle then implies that
if w(0,-) >0 then w(t,-)>0 forallt>D0. (4.2)

This is the preservation of steepness property of KPP: if the initial condition u(0, x) is steeper than
a traveling wave, it remains steeper than the wave for all ¢ > 0. We use this property extensively
throughout the paper.

A variational formulation in terms of the shape defect function

An interesting observation we have mentioned in the introduction is that the shape defect function
provides an energy for the reaction-diffusion equation (1.1). Consider this equation in the moving
frame in view of the identity (3.8):

U — ClUy = Uge + Ne(u)(c — nl(u)), (4.3)

and define the energy functional

Ee(u) = = /Rew(uz + 1e(u))?dz. (4.4)

Let us compute
550 a cx cx
=0 = (e + o)) + € (4 7))
= (= gy — Me(Wug — cuy — ene(u) + ugte(w) + ne(u)r;(u))
= = (uge + cug + ne(w)(c — nu(u))).
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Therefore, equation (4.3) has a variational formulation

ou 0

o~ ¢ su-

As a consequence, it follows that if u(¢,z) is a solution to (4.3), then

d&.(t)
dt

<0,

with a strict inequality unless v = U.(z), u =0 or u = 1.
Other variational formulations for reaction-diffusion equations have been considered; see, for
example, in [29, 38, 43, 44, 49]. The energy functional considered in those papers is

Ecu] = /Re“ (%uﬁ + F(u))dm (4.6)

Here, F is the anti-derivative of —f: F'(u) = —f(u). One issue with the functional €.[u] is that it
is not defined for u(t,x) = U.(x) unless 2A. > c¢. This essentially restricts its use to pushed fronts,
that is, those that propagate at speed ¢ = ¢, where ¢, > 24/ f/(0), as these pushed waves have decay

rate given by
c++/c2—4f(0) ¢
Ae = =.
¢ 2 73
On the other hand, the functional &[u] vanishes if u(t, ) = U.(z) and is thus well-defined, regardless
of the pushed or pulled nature of the traveling wave. In addition, it coincides with &.[u] for sufficiently
rapidly decaying solutions. To see this, let us set

New) = [y

and write

where, we have defined
1
Velu) = —eNo(u) + (o).

However, V,(u) is an anti-derivative of (—f(u)) because

Vi(u) = —ene(u) + ne(w)ne(u) = —ne(u)(c = nc(w)) = —f(u).

This agrees with (4.6), so that &.[u] coincides with £.[u] when both are defined.

Let us comment that the energy (4.4) can be generalized in a natural way to dimensions d > 1.
Let ¢ € R be a speed such that a traveling wave solution to the one-dimensional problem (1.1)
exists. Consider the corresponding reaction-diffusion equation in R?, in a moving frame, going in a
direction e € S*~!, with |le|]| = 1, at the speed ¢

ug —ce-Vu=Au+ f(u), t>0, zeR% (4.7)
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Given e € S" ! and ¢, consider the energy

1
Ecelul = 2/66(6'1)|Vu + enc(u)]2dx.

Then, an essentially verbatim computation to (4.5) shows that

% _ Zd: aik (ec(e~x) ((;Z + ek%(u))) + ecle) zd: ek(ggi + emc(u))né(U)
k=1

= e (— Au—nl(u)(e - Vu) — ce - Vu — ene(uw) + i (u) (e - V) + (), ()
= ) (Au+ ce - T+ no(u)(e — (u)) = 7 (Au+ ce - Vu+ f(u).

It follows that (4.7) has a variational formulation

au c(em) 556,6

ot ou
In particular, we have
dé.(t)
dt
A strict inequality holds in (4.8) unless u(t,z) = Ue(x-e—ct), u =0or u = 1.

We are not going to pursue this variational direction in the present paper, but this approach
seems to make the variational tools of [29, 49] available for a larger class than the bistable equations
considered in the aforementioned papers. In particular, it opens the door to a variational analysis
of Fisher-KPP type equations.

<0. (4.8)

4.2 Connection to reactive conservation laws for pushmi-pullyu nonlinearities
The common traveling wave profiles

We describe a new connection between reaction-diffusion equations and reactive conservation laws
provided by the shape defect function. Let us assume that the nonlinearity f(u) is of pushmi-pullyu
type (recall (3.3)):

) = N2 (u = A(w) (1 + A'(w)),

with some A, > 0. Recall that in this case the wave profile function is n,(u) = ((u), as in (3.17). To
make the notation less heavy we assume without loss of generality that A, = 1 and ¢, = 2. We also
let U(x) be the corresponding minimal speed traveling wave profile, the solution to (1.12):

—U' =U - A(U), U(-o0)=1, U(+oo)=0, (4.9)

and
=20 =U" + f(U). (4.10)

Let us write
—2U" + (A(U))’ —U"==20+U - (C(U))’ ~U'=-U=U- A(U).

Thus, apart from (4.10), the solution to (4.9) is also a traveling wave solution to the reactive
conservation law

ut + (Au))y = Ugy +u — A(u). (4.11)
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In other words, if f(u) is a pushmi-pullyu type nonlinearity, then the reactive conservation law (4.11)
and the reaction-diffusion equation

U = Ugy + f(u), (4.12)
with
flu) = (u— Au)) (1 + A'(u), (4.13)

have exactly the same minimal speed traveling wave profiles.

Comparison to reactive conservation laws

The connection between the reactive conservation law (4.11) and the reaction-diffusion equation
(4.12) goes beyond the common traveling wave profile. Let u be a solution to (4.12)-(4.13) and, as
usual, assume that A(u) satisfies (2.10) and is increasing:

A'(u) >0 forall u € [0,1]. (4.14)
We claim that if the shape defect function is non-negative:
w(t,x) = —ugx(t,z) — ne(u(t,z)) >0 for all z € R and t > 0, (4.15)
then wu(t,x) is a subsolution to the reactive conservation law (4.11):
u + (A(w)z < Upe +u — Au). (4.16)

Therefore, we can use the comparison principle to bound the solution to the reaction-diffusion
equation (4.12) from above by the solution to the reactive conservation law (4.11). This is used
extensively below. Let us recall that we have shown that (4.15) holds at all times ¢ > 0 as long as
it is satisfied at ¢ = 0. Thus, (4.15) is at most a restriction on the initial condition.

To show that (4.16) holds, we use (3.17) to write

up + A (u)ug — Upy —u+ A(u) = (u— A(uw))(1+ A (u)) + A (u)uy —u + A(u)
:(U—A( )L+ A'(u)) + (u) —w = nx(u) — u+ A(u)
Au )+A' (u)(u — A(u)) — wA'(u) — A'(u)(u — A(u)) — u+ A(u)
) <

because of (4.14) and (4.15).
In the general case, if (4.15) does not hold, so that the shape defect function is not positive
everywhere, a solution u(t,z) to (4.12)-(4.13) satisfies the forced reactive conservation law

u + (A(u))z = Uge +u — Au) — A'(Ww, w=—uz —u+ A(u).

The shape defect function for reactive conservation laws

We note that the shape defect function can be defined for solutions of this reactive conservation law
in the same manner. For any solution u,q to (4.11), let

Wrel(t, ) = —=Optper(t, ) — N (urel (¢, x)), (4.17)

where we have used the ‘rcl’ subscript to distinguish w;¢ from the shape defect function for solutions
to (4.12) and we have changed to the 0 notation in order to avoid the awkward double subscript.
Let us recall that if f(u) is a pushmi-pullyu nonlinearity, then the minimal speed traveling wave
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profiles for the reaction-diffusion equation (4.12) and the reactive conservation law (4.11) are the
same. This allows us to use the same wave profile function 7,(u) both in the definition (4.15) of the
shape defect function for the reaction-diffusion equation and in (4.17). In this case, we find

O — O2wra = [—Oprtiral — Otz (1 — A'(wya1))] + [020re1 + Orttyer — Altrer) za
= —Ptret + Atrct)aw — Optirel + Atural)e + (—Ootirel + Altiret)a
— tiyel + A(tre)) (1 = A (tre1)) + Otirer + Oyt — Altiye)) e
= —0ytrel + A(trat)e + (—Optiret + A(trat)e — trel + A(ure)))(1 — A'(ure))) + Dot (4.18)
= —Optirl + A(thet)o + Dotz A’ (v) + A (tret) Drtirer (1 — A’ (Ure1))
urcl( Al(urer)) + A(tra) (1 — A’ (ura))
= Wret(1 — A'(tre1)) — A’ (tre1) Dp Wyl

While the form of the equation (4.18) for wy is different from that of (4.1) for w, it still preserves
positivity. We conclude that

if wye(0,:) >0  then wy(t,-) >0 for all t > 0.

4.3 The weighted Hopf-Cole transform

To finish this section, we introduce the weighted Hopf-Cole transform for pushmi-pullyu and semi-
FKPP nonlinearities. It generalizes a similar transformation for the Burgers-FKPP equation consid-
ered in [2]. Let us consider a reaction-diffusion equation in the frame x — = — 2t, with a semi-FKPP
or pushmi-pullyu nonlinearity of the form

Up — 2Up = Ugg + f(u)’ (419)

where f has the form
fw) = ¢(u)(1+ xA'(u),
with 0 < x < 1 and ((u) related to A(u) by ((u) = v — A(u). The function A(u) is convex and
satisfies the familiar assumptions (2.10) and (4.14). Thus, the nonlinearity in (4.19) is of semi-FKPP
type if 0 < x < 1 and of pushi-pullyu type if x = 1.
As in (2.11), we set

so that
((u) = u(l = a(u)).
We define the weighted Hopf-Cole transform via

w(t, z) = exp x+f/ ult,y)) dy) (t,z). (4.20)

Our goal is to show the following.

Proposition 4.1. Let u(t,x) be a solution to (4.19), with the above assumptions on the func-
tions ((u) and A(u), and 0 < x < 1. Assume, in addition, that a(u) is conver and increasing
on [0,1]. Suppose also that the shape defect function satisfies w(0,z) > 0 for all x € R. Then, the
function v(t,z) defined by (4.20) is a subsolution to the heat equation:

Vg — Vg < 0.
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Proof. We use the notation

Dit.) =+ VA [ aulty)dy
for short, and utilize the following computations

vp = € ug + (1= /xer(u )et
and
Ve = € gy + 2(1 — /xa(w))et uy — X (w)e uuy + (1 — xa(u)) el u

as well as

vy = etuy + f/ u(t,y))u(t, y)dy)
= eluy + \/i/x o (ult,y)) (uyy + C(u)(1+ xA' (u) + 2uy)dy> elu
=elu + \/)Zeru< — o/ (u)ug — / oa”(u)uf/dy —2a(u) + /

T T

o0 o0

o/ ()¢ (u)(1 + XA'(w))dy).
Here we used that A € C2. Next, we write
e (0 — Vua) = Ut — U — 20 + 29/ XUy + /X (W)t — (1 — /x(w))?u
V(= s = [ oy - 20+ [ g+ xawdy),
which is
e (v — vgg) = f(u) —u — xa(u)?u + 2/ xa(u)uy
+vxu( - /OO o (u)uldy + /;o o/ (u)C(w)(1 + xA'(u))dy).

T

(4.21)

By assumption, the function a(u) is increasing and convex. In addition, as w(0,x) > 0 for all z € R,
we know that w(t,z) > 0 for all ¢ > 0 and x € R. Positivity of w(t,z) implies that u,(t,xz) < 0 for
all t > 0 and x € R. We also note that, after using Lemma A .4,

VXC(U) S meu) = —ug —w < —ug. (4.22)
With these ingredients in hand, we can estimate the first integral in the right side of (4.21) as
_\/>/ /l 2dy_ f/ ( uy)dy
(4.23)

< —x / o ()¢ ()~ ).

Therefore, after integrating by parts, we have

o0

_\f/ 2dy < X/:o o (u)¢(u)(—uy)dy = —xa (u)¢(u) — X/x o (u)¢' (u)uydy.

To estimate the second integral in the right side of (4.21), we use (4.22) again:
VA [+ x Ay < = [ a0+ xA )y

o0 ¢ o (4.24)

—afu) - v / o/ ()1~ ¢'(w))uydy = o) + xa(w) +x [ o) (wuyd
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Combining (4.23) and (4.24) gives

ﬂu( - /OO a”(u)ugdy + /OO o (u) (C(u)(l + xA'(u)))dy) < xa(u)u + a(u)u — xa' (u)(u)u.
Going back to (4.21) and recalling that {(u) = u(1 — a(u)), and

fu) = )1 + x(ud/ (u) + a(u))),

we obtain

IN

flu) — xoo(u)?u + 2/ xa(u)ug + xa(u)u + a(u)u — yua' (u)¢(u)
flu) — (1 —a(u) + xa(u)u(l — a(u)) — xua' (w)¢(u) + 2/ xo(u)uy
f(u) =
2

e’ (Ut — vm)

C(u) = xa(u)¢(u) + 2xa(u)((u) — xue/ (w)¢(u) + 2y/Xa(u)uq
vxa(u)(Vx¢(u) + ug) <0.

We used (4.22) once again, as well as the positivity of w(¢, x) in the last line above. O

5 Discussion of the proofs of Theorems 1.3 and 1.4

5.1 Generalities

The first step in the proof of both of the convergence results in Theorem 1.3 is to identify the
candidates for the coefficient r, and the shift x( in first three terms in the expansion

m(t) =2t —rylogt + 9+ o(1), ast— +oo. (5.1)

This is achieved by analyzing the precise tail behavior of the solution at the position z = m(t) +¢7,
with a small v > 0. The second step is to argue that, after shifting the traveling wave so that it
matches the solution u(t, z) at the position

xy(t) =2t —ry logt + 17, (5.2)

the shifted wave and the solution are close not just at x.(t) but everywhere to the left of it as well.
This general strategy has been introduced for the Fisher-KPP nonlinearities in [32, 34, 46, 47], and
is a manifestation of the pulled nature of the propagation: behavior at the front is controlled by
the behavior far ahead of the front. In the Fisher-KPP case considered in the above references,
the second step is relatively straightforward, and relies heavily on the Fisher-KPP property of the
nonlinearity. More precisely, it allowed to control the sign of the principal eigenvalue for a certain
half-line problem that ultimately induces the convergence. This gives a quantitative way to look at
the pulled nature of the Fisher-KPP type equations.

As both the semi-FKPP and pushmu-pullyu nonlinearities do not satisfy the Fisher-KPP prop-
erty, genuinely new ingredients are required in both steps of this approach. The types of difficulties
that arise, and where they arise, are quite different in the semi-FKPP and pushmi-pullyu cases. We
now briefly discuss the particulars of each case in greater detail.

5.2 Semi-FKPP fronts

First step: identifying a candidate expansion (5.1). The first step is to identify the coefficient
ry = 3/2in (5.1) and the constant g for semi-FKPP nonlinearities. Here, the lack of the Fisher-
KPP property of the nonlinearity is compensated by a use of the miracle of the weighted Hopf-Cole
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transform (4.20). While somewhat mysterious, it makes this step relatively straightforward, allowing
to use the modification of the strategy of [34, 46, 47], introduced in [2], even though the nonlinearity
is not of the Fisher-KPP type. That is, the weighted Hopf-Cole transform overcomes the absence of
the Fisher-KPP property, to an extent, as it did in [2] for the Burgers-FKPP equation.

Second step: matching the traveling wave far ahead of the front and tracing back. Next,
we use the precise information about wu(t,x) at the position x.(t) given by (5.2) with r, = 3/2
obtained in the first step, to match wu(t,z) to a shift of the traveling wave U, at © = z(t). The
argument of [34, 46, 47] proceeds by taking the difference s = u — U, and using the Fisher-KPP
property of the nonlinearity to show that s(¢,x) satisfies a Dirichlet problem with a time-decaying
solution. The time decay comes about because the zero-order term has a good sign and z,(t) is
not too large. In the Burgers-FKPP situation of [2], this was adapted to the difference s = @ — 1),
where 4 is the appropriate shift of the weighted Hopf-Cole transform of w and 1 is the weighted
Hopf-Cole transform of U,. This modification still relied heavily on the fact that the nonlinearity in
the Burgers-FKPP equation is of the Fisher-KPP type. Here, this ‘Hopf-Cole modified’ argument
fails, due to a term that does not have a sign because of the lack of the Fisher-KPP property.
However, by a series of intricate manipulations, surprisingly, we manage to extract a term that is
sufficiently positive, as long as the nonlinearity is precisely of the semi-FKPP type. With this, we
obtain an upper bound for s that tends to zero. The main novelty here is in the proofs of Lemmas 7.2
and 7.3 that require extremely delicate cancellations. These computations quantify the pulled nature
of semi-FKPP fronts.

The proof of Theorem 1.3.(i) is presented in Section 7 with the first step contained in Section 7.1
and the second step in Section 7.2.

5.3 Pushmi-pullyu fronts

First step: identifying the front location to precision O(1). For the pushmi-pullyu fronts,
we need to separate the identification of the constants r, and x in (5.1) into two steps; that is, we
first obtain the asymptotics of the front location as

m(t) =2t — logt + O(1), ast— +oo (5.3)

and then we bootstrap (5.3) to find the precise O(1) term.

For the proof of (5.3), the connection between the reaction-diffusion equation and the reactive
conservation law is crucial. By (4.16), it is enough to obtain a lower bound on the reaction diffusion
equation and an upper bound on the reactive conservation law. The lower bound in (5.3) can be
obtained via a suitable estimate on an exponential moment, inspired by the Fabes-Stroock proof of
the heat kernel bounds in [24].

For the upper bound, we apply the methods developed in [2], which we briefly outline. First,
after passing to the moving frame x +— 2t + z, a change of function p = e®u is made, resulting in a
seemingly simple inhomogeneous conservation law

Dt + (a(u)p)x = Dzzx, (54)

where we recall that a(u) = A(u)/u. At this point, it is enough to show that

Iplloe < O(1/V1)

in order to conclude the front is behind 2t — (1/2)logt due to the definition of p. When A(u) = u?,
one can show that p = 1—w is a supersolution to (5.4) so that the relative entropy methods of [19, 42]
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can be extended and applied to find

d 2 2
— <p> pdx < —C/ <p> pdz.
dt p P)

A suitable Nash-type inequality with a dynamic weight is developed in [2] for the measure dyu, = pdx
allowing us to obtain O(1/t'/4)-decay of the Lip—norm of p/p. Bootstrapping this to O(1/v/t)-decay
of the L°°-norm of p requires an intricate argument in which one finds a “good” time #4004 ~ t where

Hp(tgoodv )Hoo < O(l/ﬂ),

and then “trapping” that norm using that (5.4) conserves mass and enjoys a comparison principle.

In the context where A(u) # u?, one must first determine an appropriate p that is a supersolution
to (5.4) and satisfies the assumptions of the aforementioned Nash-type inequality. As we detail below,
the appropriate choice, via yet another surprising piece of algebra, turns out to be

u(t,x) a(ul) .
One can check that, in the special case
A(u) = va(u) = u?,

the formula (5.5) simplifies to p = 1 — u, while in the case A(u) = u™ (recall (3.7), which was
introduced in [21]), it has the form

p= (1 - unfl)l/(nfl).

However, it does not, in general, have such a simple form.

One can then check that such p(t,z) satisfies the assumptions of the Nash-type inequality [2,
Proposition 5.9] associated to the measure dj, = pdx in a uniform way (that is, independent of ¢).
From here, the proof proceeds as in [2]. The proof of this step is contained in Section 6.2.

Second step: identifying the front location to precision o(1). The approach of [2] to identify-
ing the constant term z¢ in m(t) is to apply the weighted Hopf-Cole transform, change to self-similar
variables, and show convergence to a constant multiple of the principal eigenfunction of the result-
ing operator. This proceeds in a straightforward way for the solution to the reaction-diffusion
equation (1.1) because the resulting function v is a subsolution to the heat equation (see Proposi-
tion 4.1). Unfortunately, this is not true for the solution to the reactive conservation law (1.24);
indeed, passing to the moving frame x — 2t + x and letting

v(t,z) = exp (x + /:0 oz(u(t,y))dy)u(t,x),

we have v
Vp — Uy < E(ua’(u) — a(u))wy. (5.6)

We note that the Burgers-FKPP case considered in [2], in which a(u) = u, is the unique case in
which the right hand side vanishes. Changing to self-similar variables t = €7, y = e”/2x, the right
hand side accumulates an €™ multiplicative factor, making the right hand side not only positive but,
potentially, large. The proof is saved, however, by showing that

Cze™®

t )

Wrel <

(5.7)
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in Lemma 6.6, controlling the right side of (5.6) by, in self-similar coordinates, by a bounded function
that tends to zero in LP(0,00) for all 1 < p < +o00. The proof of this bound is achieved by the
construction of a somewhat complicated supersolution (see Lemma 6.6).

These estimates provide a sharp estimate of the behavior of w at x = O(¢") for v > 0. The
precise shift of the front xq is then identified via:

Ui(—20 +17) = u(t, 2t — Llogt +17) + o(e™""). (5.8)

The step is treated in Section 6.3.

Third step: using the pulled nature of the problem. To upgrade the sharp estimate (5.8) at
the position z ~ t7 to full convergence we can use the smallness and decay of w. This is done as
follows. Let 6(x) = u(t,x + m(t)) — U(z) and notice that

Py s sTe(ult -+ m(t))) — 0. (U)
~ 0 o)~ =0y =0 T

=w.

Thus, ahead of the front we have
— 6~ o' (0) +w =24+ w,

which can be approximately solved:

Y
e®o(x) = (1)l +/ efw(y)dy.
x
The first term on the right is small due to (5.8). This reflects the pulled nature of the pushmi-pullyu
case: u and U must be “very” close at far ahead of the front (at x = m(t) +¢7) in order to be close
everywhere. The second term is small due to (5.7). This step is contained in Section 6.4.

6 Pushmi-pullyu fronts: proofs of Theorems 1.3.(ii) and 1.4

6.1 Outline of the proofs and notation

In this section, we prove part (ii) of Theorems 1.3 and 1.4, both of which concern the pushmi-
pullyu fronts. We work simultaneously with the solutions u.q and wu. to the reaction-diffusion
equation (1.1) and the reactive conservation law (1.24), respectively. Due to the comparison (4.16),
we have immediately that

Urd < Urel,

as long as u;q(0,2) = uy(0,x) for all z € R. There is, thus, some efficiency in considering both
at the same time. The notation u,q and u,. is somewhat overwrought, so we use simply v when
it is possible to do so without risk of confusion or when the argument applies to both u,q and wu.q.
We also use this subscript notation for derived quantities, such as the shape defect functions w;q
and wy.

Additionally, we need to work in two different moving frames. We use @ to denote u in the z —
2t + x moving frame and @ for u in the x — 2t — (1/2)log(t + 1) + = moving frame:

a(t,z) =u(t,x+2t) and a(t,z) =u(t,z+2t — log(t +1)). (6.1)
To formalize the idea of the ‘location of the front’, we define the position (—u(t)) by:

alilt, —u(t) = 5. (6.2)
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This specific normalization is chosen just for technical convenience (indeed, as w > 0, any two
level sets remain a bounded distance away from each other at all times). Since upq < Uy, and the
function «a(u) is increasing, we immediately get

Hrcl < Hrd-

Let us recall that Proposition 3.1 implies that in the pushmi-pullyu case we have

1x(u) = ((u) = u(l — a(u)), (6.3)

a relation that we use repeatedly in this section.

The proof proceeds as follows. First, we establish the location of the front with the precision O(1),
in Section 6.2. The main result in that section is Proposition 6.1. At the heart of the proof is a
relative entropy computation with respect to a supersolution and a dynamically weighted Nash
inequality. Both of them are originating in the analysis of [2] for the Burgers-FKPP equation but
the details in the general case are very different and involve some additional fortunate pieces of
algebra in the construction of the supersolution in Lemma 6.2. This proof occupies the bulk of this
section.

The O(1) term in the front location is identified in Section 6.3. Its main result is Proposition 6.5.
Its proof for the reaction-diffusion case relies on the weighted Hopf-Cole transform in Proposition 4.1.
For the reactive conservation law, the weighted Hopf-Cole transform gives not a subsolution to
the heat equation but only an approximate subsolution far on the right. This requires additional
estimates on the error term. This part of the argument is discussed in Section 6.3.2.

The final step in the proof of Theorems 1.3.(ii) and 1.4, convergence to a single wave, is presented
in Section 6.4. It is very also different from the corresponding step in [2, 46, 47] and uses the algebra
of the pushmi-pullyu case.

6.2 The first step: the expansion m(t) = 2¢t — 1log(t) + O(1) of the front location

As a preliminary observation, we note two bounds on @ viewed from the location (—u(t)) that follow
immediately from the positivity of the shape defect function w:

1—Ce® W < gt o — p(t)) < Ce™® for all z € R. (6.4)

To see this, we argue as follows. Let us normalize a translate of the minimal speed wave so
that a(U.(0)) = 1/2, and set
s(t,2) = a(t, @) — Ua( + u(t)).

Notice that
—sy=E&s+w and s(t,—p(t) =0, (6.5)
with
1 (0(t, 2)) = 12 (Us (2 + p(t)))
a(t, x) = Us(z + p(t))

In view of (6.5) and the positivity of w, we have

f(tv SC) =

s>0 forz < —p(t) and s<0 forz>—pu(t).
From here, (6.4) follows directly from the fact that

1—Ce¥Mr < Uslz) < Ce™ for all z € R, (6.6)
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because
— Uy = 0:(Us) = Uu(1 = (UL)),

as seen from (6.3). We note also that the inequalities in (6.6) are sharp in the sense that

lim e*Uy(z) and lim e W1 - U,(x)) exist and are positive.
T—00 Tr——00

The goal of this section is to prove the following:

Proposition 6.1. There exist L < L and Ty > 0 sufficiently large, so that for all t > Ty we have

5 o @1y G 5

na(t, L) < da(t,I) < a7 (5) = nalt, L) < Graalt, L). (6.7)
As a consequence, we have the following bounds on u(t):

L < ja(t) < pra(t) < L, for allt > Tp.

We begin with the inequality (i), that is, the upper bound on 4, as it is required for the proof
of (ii), the lower bound on #;q. Due to the assumption (1.21) on the initial condition and the
comparison principle, we may assume, without loss of generality, that

ug(z) = 1(x < 0).

6.2.1 Proof of Proposition 6.1.(i): the upper bound on

In this section, we work only with u,.. As there is no possibility of confusion, we simply refer to
as u below.
Changing to the moving frame x — x + 2t, yields

Uy — 20Uy + ((U)0) g = gy + 0(1 — (). (6.8)
Making the change of variable
p(t,x) = ealt, v),
we see that to prove part (i) of (6.7), it is enough to show that

C

[p(t, oo < 7 (6.9)

This estimate is the key for the proof of both the upper and the lower bound in Proposition 6.1.

The function p solves the (inhomogeneous) scalar conservation law

Pt + (a<ﬁ)p)a¢ = Pzzx, (6.10)

with the initial condition p(0, z) = e*ug(x). It is clear that (6.10) conserves mass:

/p(t,:c)da: = /p((),x)dx.

This is a general form of the structure used in [2] in order to prove (6.9) in the special case A(u) =
u?, a(u) = u, which was considered there. While the outline of that proof applies here, there are
substantial changes that need to be made in order to suitably generalize it to the case considered
here. We outline the main steps, making note of the major differences. To make the outline easier

to follow, we use the same notation as in [2] as much as possible.
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Step one: the relative entropy calculation

The basis of the proof in [2] is a generalization of the relative entropy ideas introduced in [42] (see
also [19]) to supersolutions. Suppose that a function p satisfies

pt+ (a(@)p)e = pra, (6.11)
and let (t.2)
_ i, x

Then, [2, Proposition 5.8] gives a dissipation inequality

% O (t, ) p(t, z)dx < —2 / ©2(t, 2)p(t, x)dx, (6.12)
that holds for any initial condition py = e*ug for which the quantities above are finite.

Let us point out that, in the special case of the heat equation, where o = 0, and we can take p = 1,
the inequality (6.12), paired with the Nash inequality, gives us the O(tl/ 4)-decay of the L2-norm.
Our approach is analogous, although we appeal to the weighted Nash inequality with time-dependent
weights introduced in [2].

In order to use (6.12), we need to find a supersolution p. This is provided by the following lemma,
whose proof is postponed to the end of this section. Let us define an auxiliary function

F(u) = exp ( — /Ou o) du') = exp ( — /Ou UI_C(U/)du'). (6.13)

) u'n.(u')

Lemma 6.2. The function F defined in (6.13) is C2_([0,1)), satisfies F(0) =1 and F(1) =0, and

is decreasing and concave. Moreover, for any € > 0, there exists C. such that
1 1+e

?(1 —a(u)® < F(u) < C:(1 — a(u)) ST for all u € [0, 1]. (6.14)

Moreover, p(t,z) := F(u(t,z)) satisfies (6.11) as long as w > 0 and G satisfies (6.8).

Step two: modification of the initial condition

An important issue with the step-function initial condition «(0, ) = 1(x < 0), that was also present
in [2], is that, at the time ¢ =0,

p(0,2) = F(u(0,2)) = 1(z > 0),

/goQ(O,a:)p(O,x) dx = / (1;28:3)%(0,;8) dr = /m dxr = +oo0.

Hence, the differential inequality (6.12) cannot be used directly with such initial condition.

We address this by modifying the initial data @(0,-) to not take the value 1 anywhere, so
that p(0,-) does not vanish anywhere. It it is important that the new initial condition is steeper
than the traveling wave, so that the corresponding shape defect function w remains non-negative.
While in [2] it was possible to simply write an explicit approximation of 1(x < 0), here, we use the
traveling wave: for fixed v € (1,4/3) and any a > 0, we let

so that

Ua(0,2) = Us(y(x — a))L(z < 0).
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While v remains fixed throughout the proof, we eventually take the limit a — oco. As a result, all
constants depend on <, but it is important to track the dependence on a throughout.
One can check that

’lf)a(t, 1‘) = _8:vaa(t7 :IZ) = T (aa(t7 LIT))
is positive. Indeed, by (4.1), it is enough to show that w,(0,x) > 0, which follows by:

Wa(0,2) = —0414q(0, ) — 1:(4a (0, 2))
= (—Ul(v(x = a)) = nu(Us(3(z = a)))) Lz < 0) + Us(—7a)do(x)
> (42000~ ) =00 ) 1 <O
—(y = D)UL(y(z — a))1(x < 0) > 0.

Above we used that v > 1 and that U, is decreasing, positive, and satisfies —U, = . (Uy).
With @, we now define

palt, ) = €Uy (t,x), pa(t,x) = F(Ua(t,x)), and @u(t,x) =

Here, F is defined by (6.13). Using Lemma 6.2 with the choice e = 1/2 and then (6.6) yields

Jeoapn0aa= [ (2 Eg:g) onwse [ 1_3 U*g((;_—;z))));% dr

<C/ e - dx<C/ Pt gy < O™

T — ) 2( 2a7(1)

(6.15)

In the last step, we used that 3v/2 < 2, by assumption. Thus, due to the finiteness of the quantity
n (6.15), we have the differential inequality (6.12) at our disposal. This is crucial in the following
steps.

Before proceeding, we discuss how a bound on p, yields a bound on p. Let us define

~—

a(u) — a(ﬁa)'

a

h=p—p, and v=a(d)+d,

>

>

It is straightforward to check that h is nonnegative at ¢ = 0 and satisfies, for all ¢ > 0 and = € R,
hi + (vh)y = hys.

This equation conserves mass and preserves nonnegativity. Thus, h > 0 and

/h(t,x) dz = /h(O,x) do = /e’” (40, 7) — (0, 2)) dz = /0 ¢ (1= Us(y(z — a))) do

—00

0
<c / (170’ (a—ra’ (e g < o=’ (Da,

In the second-to-last inequality, we applied (6.6) again. By parabolic regularity theory, it is easy to
see that, for ¢ > 0, we have a uniform approximation

0 < p(t,x) — pa(t,z) < Ce™ 7 Ma, (6.16)
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Step three: weighted L?-decay of ¢,
From the work in the previous two steps, we have the dissipation inequality

(Z/goa(t,x)Qpa(t,x) dx < —2/(8xg0a(t,x))2pa(t, x)dz. (6.17)

We need a Nash-type inequality in order to proceed. This is given by [2, Proposition 5.9]: for
any 6 > 0 and any smooth non-negative function ¢(x) that is sufficiently rapidly decaying as © — 400
and bounded as x — —oo, we have

/gaQ(m)pa(t, z)dr < Z(/cp(x)pa(t,a:) d:c>2+86'1 max{l,HQ}/]cpI(x)%a(t,a:) dx. (6.18)

For this inequality to apply, the function p,(t, z) needs to be positive, bounded and increasing, with
the left limit p,(t, —00) = 0. In addition, it should satisfy

Pa(t,z) < Crmax{1,752(t, )} pa(t, z). (6.19)

Here, we use the notation that, for any r : R — R,

Lemma 6.3. Under the setting above, py(t,x) satisfies (6.19) with Cy independent of a and t.

We postpone the proof of this lemma for the moment. We may now proceed nearly verbatim
as in the proof of [2, Lemma 5.7] and use the dissipation inequality (6.17) together with (6.18) to
conclude that

/goa(t,x)Qpa(t,x) dx < 5%, for all ¢ > C’/gpa(O,x)Zpa(O,x) dzx.
Then, in view of (6.15), we see that

/gpa(t, )2 pa(t, ) dz < \(/;’i forallt > T, = ce’t. (6.20)

Step four: bootstrapping from L%—decay to L°°-decay

Fix any T' > 47, as in (6.20). The proof in [2] proceeds then by finding a good time T}, € [T'/2, 31 /4]
so that

() max oul(To) < \% and (i) pa(T,) > %log(T) —c (6.21)
To obtain (i), the arguments of [2, Lemma 5.10] require only the following ingredients: (1) the
dissipation inequality (6.17); (2) the L,%—decay given by (6.20), (3) the mass conservation of (6.10);
and (4) that p,(t,z) € [C71,1] for all z > —p,. All four ingredients are present here, so the proof
can be repeated nearly verbatim. We omit the details and assert (6.21).

We now argue that the bounds in (6.21) can be, essentially, preserved until time 7". To this end,
fix K > 0 to be chosen. An easy computation shows that

P(z) = e*Us, (ac + %log(KQT»
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is a steady solution to
P+ (a(e *P)P)y = Pyy.

Recalling (6.6), that is, that the minimal speed traveling wave U, has a purely exponential decay,
we have

C

Plr) < ——. 6.22
@< 27 (6:22)
Let us decompose p, into its P-part and its error part:
pa(t,z) = Yp(t,z) + YE(t, ).
Here, ¥ p is the solution to
obp(t,x) + (ale ™ Pp)bp), = 02bp, for all t € (T,, T,
with initial condition
VYp(Ty, x) = min{pa(Ty, x), P(2)},
and Y g is the solution to
Op(t,x) + (vpg), = 02p, for all t € (T,,T), (6.23)
with initial condition
VE(Ty, ) = pa(Ty, x) — min{p(Ty, ), P(z)},
and drift term (@) (=)
. a(t) —ale” _
v(t,z) = aliy) + = P e~ wipp.
We point out that ¢ > 0, by the choice of initial condition and the maximum principle.
By the comparison principle and (6.22), we clearly have
Yp(T,z) < P(x) < ¢ (6.24)
P\L, =~ > K\/T .

On the other hand, (6.23) conserves mass, so that

/¢E(T,x) de = /wE(Tg,x) da

Arguing exactly as in [2, Proof of Lemma 5.5], we see that, possibly after increasing K, we have
1
YE(Ty,x) =0, forx > —5 log(T') + C,

due to (6.21) and (6.22). Hence, we have

/dj (T )d </—élogT+C (t )d </—élogT+C xd C
,x)dr < o(t,x) de < et dr = —.
o ! o VT

By parabolic regularity theory, we have

Ye(T,x) <C/1/1ETx)dx—C'/szTg,x) S— (6.25)
VT
Thus, combining (6.24) and (6.25), we conclude
C 3va
pa(T,x) < — for any T' > 4Ce 2 . (6.26)
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Step five: conclusion of the proof of Proposition 6.1.(i)

Fix any T sufficiently large and let

1
=———logT.
“ 2va/(1) ©8

Recall that v is a fixed number in (1,4/3). By (6.16), we have

C
supp(T,z) < supp.(T,z) + —=.
i T

3

Notice that s 3
4Ce 3" = 4Cemm 8T

Since «(0) =0, a(1) =1, and « is convex, we know that /(1) > 1. It follows that

AT,

3va
4Ce =2 <T

for T sufficiently large. We may thus apply (6.26) to deduce

)

3o

C -
VT~

which concludes the proof of Proposition 6.1.(i), except for the proof of Lemmas 6.2 and 6.3. O

sup p(T, z) < sup pa (T, x) +
T xT

Proof of Lemma 6.2

We first show how the function F' in (6.13) can be obtained, and why it satisfies (6.11). We begin
with the ansatz

p(t,x) = F(a(t, ),

leaving F' as yet undetermined. Intuitively, as discussed in [2], we seek p that gives more weight to
the right than to the left; hence, we wish it to be 1 at x = +00 and 0 at x = —oo. This motivates
the boundary conditions

1=p(t,00)=F(0) and 0=p(t,—o0)=F(1). (6.27)

Next, we compute:

- F/(A)awx —F' (ﬁ)ﬂi (6-28)
(@) [2F" (@) — A'(0)F' (@) 4+ o/ (@) F(4) + a(@)F'(@)] — F"(a)a2

"(@)14 () + Gz [2F' (2) — aa’ (@) F' (@) + o/ (@) F ()] — F"(a)a2.

In the last step we used that in the pushmi-pullyu case we have 7,(u) = v — A(u). The last term

above makes it clear that we want F' to be concave. It is also natural to expect F' to be monotonic.
In view of (6.27), this means F' is decreasing. Hence, we require

F'(u), F"(u) <0 for all u € (0,1). (6.29)

Then, recalling that
0 < W= —1y, — n«(0), (6.30)



we find
— F'(w)uz = (—F"(0))(~uz)(—ug) 2 (—F"(w))(~uz)n(u). (6.31)
Using (6.30) and (6.31) in (6.28) gives

pi + (a(@)p)e — pae = F'(0)0.(0) + 1z [2F' (0) — Gc/ (0) F' (@) + o/ (@) F ()] — F"(@)a3
> F'(0)n. (@) + e [2F" (0) — G0 )
> F'(0)(—1y) + 0 [2F(2) — 4/ (0) F
= 0, [F'(@) — 2/ (@) F'(0) + o/ (@) F (@) + F"(2)n.()].

Hence, we seek a concave function F'(u) such that
F'(u) —ud (u)F'(u) + o (u) F(u) + F" (u)n.(u) = 0. (6.32)

We construct such an F' and then check that it verifies (6.27) and (6.29).
Notice that, using (6.3) once again, we have

.(w) = 1 - afu) — ua/(u).
Thus, (6.32) can be written as

0= F"(u)n«(u) + F'(u) — ud/ (u) F'(u) + o' (u) F(u)

= (F'(w)n«(u)) = F'(u)(1 — a(u) —ud/(u)) + F'(u)[1 — ud/ (u)] + o (u) F(u) (6.33)
= (F'(u)ns(u)) — F'(u)(—a(u)) + o/ (u) F(u) = (F'(w)n«(u) + a(u)F(u))".
Hence, we may take F'(u) such that
Plw) _ a()
F(u) M (u)

The boundary condition F(0) =1 in (6.27) implies that

u / U o /
F(u):exp(—/ a(ul) du’) :exp(—/ %’k(,u)du'),
o Mx(u') o un(u)
which is exactly (6.13). Note that 7,.(1) = 0 and 7, (1) = —a/(1) < 0 (recall that « is convex and
increasing) so that, for some ugy € (0,1),

1,7 ! 1
— Ny 1 1
/Wdu'z /du’=+oo.
o un(u) C Juy 1 —u

Hence, F'(1) = 0. This completes the proof that F'(u) satisfies (6.27).
In addition, one can see directly that F/ < 0. It remains to check the concavity condition
in (6.29). We see from (6.33) that

a(u)  au)

e (1) F () =~ F'(u) + e (u) F'(u) — o' (w) P(u) = F (o)

ne(w) ()
—F(u)au—uaua/u—o/uu —a(u :Fu)au—a/uu
_n*(U)[() (u)o (u) — o/ (wu(l — o(u))] n*(U)[() (wu] <0,

where the last inequality holds by the assumed convexity of «. Thus (6.29) holds. Finally, we note
that the fact that F' € 0120c follows directly from the computations above and the regularity of 7.
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It remains to prove (6.14). First notice that, for any € > 0, there is u. so that

/

1 wud/(u) < au) < (1+5
(I+¢) o'(1) a’(1)
Indeed, to see this, notice that equality holds when € = 0 and v = 1. By making £ > 0, we can then

obtain the above inequalities for some range of u near 1 due to the regularity of a.
Hence, there is C., depending on ¢ and changing line-by-line, so that, for all u € [u,, 1],

F(u) :eXP(—/Ou u’(la—(ua>(u’))du/> > Cl,eexp(— (1)/—;1&; /1: 1i(au(z)/) du') = 61’5(1 —a(u))%.

The lower bound is clear for u < u. by choosing C. = 1/F(u.) and using the monotonicity of F. A
similar argument yields the matching bound

)uo/(u) for all u € [u., 1].

1
F(u) < Co(1 — au))@+9o’@  for all u € [0,1].
This completes the proof. [J
Proof of Lemma 6.3
From the definition of 1, (t) (6.2) and the relationship between @ and @ (6.1), we have
a(tia(t, —5log(t +1) — pa(t)) = 5.

Then, for y <z < —(1/2)log(t + 1) — p4, we have

pa(t,y) = F(lg(t,y)) = exp ( - /Oﬁa(t’y) ;((1;,)) du) = pa(t, z) exp Aa(t , n*(<ul)) du’)

= pa(t, z) exp </yx W@Zaa(t, z) dz) < pa(t, x) exp —/y a(lg(t, 2)) dz)

< palt,z)e B,
In the first inequality, we used that
azaa = _n*(aa) —We < _n*(@a)’

and in the second inequality, we used that a(i,) > 1/2 due to the definition of i, and the mono-

tonicity of @,. As an aside, we note that this is the motivation for the definition of u, as it guarantees

« is positive on all of (y, ). This is not guaranteed (e.g., the case a(u) = 4"(u— (3/4))" for n > 3).
Thus we have, for all x < —(1/2)log(t + 1) — ua,

T

Palt, ) = / " paltsy) dy < palt, ) / ¢'F dy = 2pa(t, ), (6.34)

—0o0 —00

and, consequentially,
Dot ) < 4pa(t, ) < dmax{l,p2(t,z)}pa(t, ). (6.35)

This is exactly the desired conclusion when z < —(1/2)log(t + 1) — pq-
To conclude, we need to obtain the desired bound for z > —(1/2)log(t+1) — 14. By the definition
of u, and the regularity of «, it is easy to see that

1
pa(t,z) > ol for all z > —3log(t + 1) —
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Hence,
Pa(t, ) < Cpy(t,2)pa(t,z) for all z > —Flog(t+ 1) — pq. (6.36)

When x > —(1/2)log(t + 1) — pq, we combine (6.34) with (6.36) and recall that p, and p, are
increasing:

- f% log(t+1)—pa e
Palt,x) = / Pa(t,y) dy + / Pa(t,y) dy
—00 *% log(t+1)—pta

*% log(t+1)—pia z .
< 2/ pa(t,y) dy +/ Cpa(t,y)pa(t,y) dy
—00 *% log(t+1)—pq

< 27, (t.~blog(t+ 1) = ) + Crlt.o) [ o Pty
—5 log(t+1)—pia

< dpa(t,—p1a) + CF2(t, ) < Apa(t, z) + C2R(L, 2)pa(t, 7)
< (4+ C%) max{1,p2(t, 2) }pu(t, ).

This, in addition to (6.35), concludes the proof of (6.19). OJ

6.2.2 Proof of Proposition 6.1.(ii): the lower bound on

In this section, we work only with u.q. As there is no possibility of confusion, we simply referring
to uyq as u below. First, to shorten the proof, we use a preliminary bound obtained in Section 4.1
of [30]: for any € > 0, we have

Cg 132
u(t,x) > t—se_x_ﬁ. (6.37)

Note that this bound is off the optimal by a factor of t¢ but is useful as a first step.
The second ingredient is a preliminary upper bound on the shape defect function: for all ¢ > 1
and any x, we have

C if x < —logt,
(z+logt)2 (638)

w(t,x) <
(t,2) %(x—kl—l—logt)e*‘x* ct if z > —logt.

Indeed, the uniform bound on w over (—oo, —log t) follows by parabolic regularity theory. To obtain
the second bound in (6.38), we note that, under the present assumptions, and since we are in the
pushmi-pullyu case, the function n,(u) = v — A(u) is concave and

o (w)(2 =l (w) = 1 — (1 —nl(u)® < L.
Therefore, it follows from (4.1) that the (non-negative) shape defect function w satisfies
Wy — Wey < W. (6.39)

A lesson of [34] is that bounded functions starting from compactly supported (on the right) initial
data that satisfy (6.39) must also satisfy

3 <2
w(t,x + 2t — §logt) <C(x+1)e " ct,

from which the second bound in (6.38) follows after changing variables.
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The main estimate we need for the proof of Proposition 6.1.(ii) is a uniform bound on the
exponential moment of «

I(t) = / eTii(t, )dz.
This is provided by the following lemma:

Lemma 6.4. There exists C' > 0 such that, for sufficiently large t,

1 I()
G S C. (6.40)

We note that the upper bound in Lemma 6.4 is not used in this paper; however, it comes ‘for
free’ in the proof, so we state it as well. We postpone the proof of Lemma 6.4 momentarily and,
first, show how to apply it to conclude the lower bound in Proposition 6.1.

Proof Proposition 6.1.(ii)

Fix N > 0 to be chosen. We argue by contradiction, assuming, for ¢ fixed and sufficiently large, that
— pu(t) < —N.

In this case (6.4) implies that
a(t,z) < Ce @V, (6.41)

Our goal is to deduce from (6.41) an upper bound on I(t) that violates the lower bound of Lemma 6.4
if IV is too large.
Define the left, middle, and right domains as

L={z:x<-N}, M={z:-N<z<Nvt}, and R={z:NVt<z},

with I7(t), Ins(t), and Ig(t) the decomposition of I(t) into integrals on each respective domain. To
bound I, we simply use that u < 1:

-N
Ip(t) = / et z)dr < e N, (6.42)
—0o0
For I, we use (6.41) to find
NVt NVt
In(t) = / eu(t,x) dr < / Ce Ndr=CNe ™M1+ V7). (6.43)
-N -N

Finally, we estimate Ir from above. We integrate by parts and use the shape defect function to
obtain

Ir(t) = / e‘udr = —eN‘ﬁﬁ(t,N\/i) —/ e’y dr < —/ ey dz

NVt NVt NVt
= / e’ (w —ne(u)) dx < / e dx.
N+t NVt

Applying the second bound in (6.38) yields

®© (x+logt) a2

2
Irt)<C e de < Ce™'C. (6.44)

41



Putting together (6.42), (6.43), and (6.44) with (6.48), we find

This yields a contradiction for ¢ and N sufficiently large. We conclude that there exists L such that
a(u(t,2t — (1/2)log(t) — L)) = 1/2,

which finishes the proof. [J

Proof of Lemma 6.4

First, we compute the time derivative of I(¢), using integration by parts repeatedly and the definition
of the shape defect function:

i) = /e” (10 + F(8) + (2 2(t1+1))ux> da

o ~ o } 1
:/ ‘ <fuﬁn*(u)(?fn*(u))+2u”m“) o (6.45)

[ )+ i 0 @) ot

I
= — (1 —nl(a))wd .
[ e =ty de + 5o
In the pushmi-pullyu case we have
w—ns(u) = A(u) sothat 1—nl(u)=A"(u).

Recall that A(u) is an increasing C? function with A(0) = A’(0) = 0. It follows that
0< /ez(l —n(a)wdr < C’/e””ﬂﬁ) dx =: E(t).

The upper bound of [ is immediate from (6.45) and the fact that £(t) > 0 due to the positivity
of w. Next, we prove the lower bound of I. We claim that

< C'log?(t + 1).

£0) < =77

(6.46)

Before establishing (6.46), we show how to use it to conclude the lower bound of I. Using (6.46)
in (6.45) yields

d [ It C'log?(t +1)
dt<\/ﬁ>>_ (t+1)3/2 °

Fix tg > 0 to be chosen. Integrating the above from ¢y to t, we find

I(t) > I(to) _C/t log2(3—|—1) s> I(to) _CIOgQ(tO—Fl)
Vi+1 T Vg +1 o (s+1)%2 7 7 Vig+1 Vig+1 -

On the other hand, for any € > 0, by (6.37), we have

) _  C
Vio+1 = (to+ 1)
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Hence, fixing t( sufficiently large, the right side of (6.47) is positive. It follows that

I1(t)
> C for all t > tg, 6.48
t+r1 " 0 (6.48)

;

which yields the claimed lower bound in (6.40).
To finish the proof, we establish (6.46). We decompose E(t) as

log(t+1) 0 o
E(t) = / exﬂu?dm—i—/ exfw?dx—i—/ eawdr = E(t) + Epr(t) + Er(2).
- (t+1) 0

o0 —log

For £(t), we note that 0 < @,w < C in order to find

log(t+1) C
& <C / e dx = CelosltH) < _— (6.49)
e t 1
Next, on the domain of integration of Eys(t), (6.38) implies that
- < C'log(t + 1).
- t+1
This gives the bound
Clog(t + 1)*
Evit) < ————~—. 6.50
ult) < S (6.50)
Finally, using (6.38) again, as well as the upper bound for @ in (6.4), yields
)< C/ x + log(t + 1)5%,@)*% g < Clog(t+ 1)e*“(t).
t+1 - t+1
By the already proved Proposition 6.1.(i), we know that —u(t) < L, and, thus,
Clog(t+1)
Er(t) < —————=. 6.51
n(t) < TR (6.51)

Putting together (6.49), (6.50), and (6.51), we obtain (6.46), which completes the proof of Lemma 6.4. OJ

6.3 The second step: the behavior of u at x =t

We now identify the constant order term in the expansion of m(t). This is done in the manner
of [46]. The main step is the following proposition.

Proposition 6.5. Let u be the solution to either (1.1) or (1.24) under the assumptions of The-
orem 1.3 or Theorem 1.4 with @ defined by (6.1). Then there exists aoo > 0 such that, for
any v € (0,1/2), we have
lim e a(t, 1) = aoe.
Jlim e u(t, t") = ax
As the proof of this is similar to that of [2, Corollary 6.3], which is, in turn, based on the proof
of [46, Lemma 4.2], we merely provide an outline of the main points, as well as a description of the
changes needed to be made in the present setting.
As the proof is significantly simpler for solutions to the reaction-diffusion equation (1.1) than for
solutions to the reactive conservation law (1.24), we begin with the proof in former case.
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6.3.1 The proof of Proposition 6.5 for the reaction-diffusion equation (1.1)

In this subsection we only use u.q, so we drop the “rd” subscript. We begin with the weighted
Hopf-Cole transform

v(t,z) = e u(t,z) = exp {:1: + /:O a(u(t, y))dy}ﬂ(t,x),

which satisfies

vt + (Vg — V) — Vpg = G, (6.52)

1
2(t+1)
with

o0 o0

G = (f(@) - i — (@i + 2a(@)a, ) +u - / o ()i dy + /

T T

o (u) (@) )

See the details of Proposition 4.1 in order to see how (6.52) is computed. Due to Proposition 4.1,
we have

G <. (6.53)
Furthermore, for all v > 0, t > 1, and x > 0, we have
G,z +1t7) > —Cexp(—z —17). (6.54)
Here, we are using that, for u small, f(u) —u = O(u?), and, for all £ > 1 and x > 0, we have
u(t,z) <Ce ™ and —a, <Ce ™.

The former is due to the upper bounds in Proposition 6.1 and (6.4), while the latter follows from
the former by parabolic regularity theory.

Additionally, the argument of [2, Lemma 6.1] applies nearly verbatim, so we assert its conclusion
without proof: for all t > 1,

1 Vi

v(t,z) < C forallz >0, and o(tz)> ol for all z < ok (6.55)

Finally, we claim that, for all ¢ > 1, we have
V(£ 7)) <0 and  |ug(t, —t7)] < Ce @MY, (6.56)

We see this as follows: using (6.3), we write
Ve (t, ) = (g (t, ) + nu(U(t, z)))e! = —wel <0, (6.57)

giving the first inequality in (6.56).
We now justify the second inequality in (6.56). Using the computation (6.57), there are three
terms to bound: ., n«(@), and exp(T"). First, observe that, by Proposition 6.1 and (6.4), we have
0<1—a(tz) <Ce¥Me, (6.58)
Thus, by parabolic regularity theory, we have

|tz (t, —17)] < Ce™' M, (6.59)
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Next, from (6.58) and a Taylor approximation (recall that «(1) = 1), we find
0<1—a(a(tz)) < Ce® M,
This yields
ne(@(t, —t7)) = a(t, =) (1 — a(a(t, —t7))) < (1 — ala(t, —t7))) < Ce~ @M, (6.60)

In addition, using (6.4) and a Taylor approximation again, we find, for x <0,
00 0 00
explot [ ailt.g) dy] = exo| [ (atit.) - Vdy+ [ atattn)dy
T T 0

0 00
< exp ’/ C’eo‘,(l)ydy‘ - exp ‘ / Ce_ydy’ <C.
T 0

The combination of (6.57), (6.59) and (6.60) yields (6.56).

As discussed in detail in [2, Section 6], these ingredients, that is, (6.53), (6.54), (6.55), and (6.56),
are all that is needed to prove Proposition 6.5. This concludes the proof of Proposition 6.5 in the
case of the reaction-diffusion equation (1.1).

6.3.2 The proof of Proposition 6.5 for the reactive conservation law (1.24)

We now drop the “rcl” subscript from u, and denote by u the solution to (1.24). We begin by
reviewing the key ingredients in Section 6.3.1 for the reaction-diffusion case. Clearly it is possible to
establish (6.55) and (6.56) verbatim in the reactive conservation law case. In order to check (6.53)
and (6.54), we need to consider the weighted Hopf-Cole transform

o(t,x) = e u(t,z) = et At y)dyg (¢, ).

Changing to the moving frame from (1.24), we have

1
ut — - Uz u())z = Uy u(1l — u)). .61
Ut (2 2(t+1))u + (20())y = Uge + (1 — (@) (6.61)
This allows us to compute
1 1
’Ut+72(t 1) (Vg = V) = Vgg = Tyv + ety + 72(15 1) (erax —av) = (1 —ajv+ erﬂx)x
1 1
_ r _ S e - RN - _
=Tw+e ((2 T 1)>uz (@ ())y + Uge + (1 a(u))) + 2+ 1) (e' Uy — av)
— (= (@)t + (1 — a)?v + 2(1 — a)e ity + e gy
a T~

=Tw— mfu — a(u)etw.

To compute I';, we use again (6.61), as well as (6.3) and integration by parts, to find

T, = /:O o (@) ((2 - 2(7:1+1))“x — (@) + T + (1 — a(a))) dy

- Q(tojr Ty +fed’ — o (@) + / (20/, + o (@)ac(@)iiy — o (@32 + o (@), (7)) dy
= 2(;1 0 + ' + / (-t Gy + iy + o (W) ida (@), — o (@)a2 + o (@)n. (@) dy
= 2(;_7_ ) +a'w — /x (o — "y )w dy.
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Combining both computations above yields

! )(v;r — V) — Vg = er((ﬂa’ — Q)W — ﬂ/:o(o/ — o, )w dy). (6.62)

T

Unfortunately, due to the convexity of a(u), the first term in the right side of (6.62) is positive.
Amazingly, it is zero for exactly one choice, a(u) = u, which was by coincidence considered in [2].
As a result, the analogue of (6.53) does not hold in the reactive conservation law case.

Let us now outline how to bypass this difficulty. Arguing exactly as in Section 6.3.1, it is easy
to check that the analogue of (6.54) holds; that is,

1
2(t+ 1)

In addition, as we have observed, v(t,x) still satisfies the first inequality in (6.56): v, (¢,t7) < 0.
Therefore, a subsolution for v(¢,z) can be found as the solution to

v + (Vg — V) — Vg > —Ce™ " for z > t7.

1 _

Qt—’_m(ym_y)_yzm:_ce ‘ fOI‘J,‘Zf%
with the Neumann boundary condition v, (¢,t¥) = 0. That is, if v(T,z) = v(T,z) for all z > T at
some time T', then

v(t,z) > wv(t,x), forallt>T and x> t7.
This part of the proof is unaffected and proceeds exactly as in [2].
In order to construct a supersolution for v(t,x), we note that
o
er((ﬂa' —a)w — 7],/ (o — "ty )w dy) < Cow.

T

Therefore, a supersolution for v(t,x) is given by the solution to

Ui+ (Vp = T) — Vyp = COW  for z > —17,

1
2(t+ 1)

with the boundary condition
Tp(t, —t7) = —Ce™ @MY (6.63)

Here, we took into account the second inequality in (6.56).
Changing to self-similar variables

V(ry) =v(e",e?y),

yields
_ 1 _ _
Vr+ LV + 5677/2‘/31 =CVeTw(eT,e?y)  fory > —e 712, (6.64)
Here, L is the linear operator associated to the heat equation in self-similar variables:
2 Y 1
L:=-0,— §8y ~ 3

A key feature required to make the proof strategy of [2, Corollary 6.3] work is that, the right hand
side of (6.64) must be ‘suitably’ bounded and tend to zero in a ‘suitable’ fashion as 7 — +oo. In
particular, one needs to show that

oo
/ ”eTw(eT,eT/Q-)HLi dr <oo. and suplle’w(e”,)||pe < 0 (6.65)
0 ¢ >0
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with the Gaussian-weighted measure ,
dug = ¥ /* dy.

Roughly, this allows to treat the right side of (6.64) as an error term when pursuing LZG estimates.
The bounds in (6.65) are a consequence of the following lemma, that we state here and prove in
Section 6.5.

Lemma 6.6. For allt > 1, we have

ct! if v < 1,

@(t,z) < { E (6.66)

Ctlwe % 5t if x > 1.

We now discuss how the above subsolution and supersolution can be used to prove the the
convergence of V(7,y) = v(e™,e™/?y) in a slightly more detail. First, for the sake of a simple
discussion, we assume that both V and V (defined analogously using v) satisfy Neumann boundary
conditions — it is easy to account for the the errors coming from the ‘approximate’ Neumann boundary
condition (6.63) as they are exponentially small in ¢7.

Fix T' > 1 and impose initial conditions

v(T,)=V(T,-)=V(T,-).

Notice that, changing to self-similar variables, the equation for V becomes
1 T
V. + LV + iefT/QKy ——Ce ¥ for y > e T(1/2=7) (6.67)

Recall the equation for V is given by (6.64). Let us take for granted that V(t,-), and V(t,-) are
bounded in LZG N L uniformly in ¢t and T (this is easily established for V in exactly the manner
of [2, 34, 46] and it is then inherited by V and V).

We consider the projection onto the principal eigenfunction

U(y) = %6”2/4-

Here, Z is chosen so that HwHLi = 1. For V, we find

d = 1 —7/2Y7 TUaw (T T
V¥, =—5e P2V (7,0) + Ce™||b(e, e /2')HLﬁG’

and, for V, we find
d
dt
Integrating both identities above and using the initial data, it follows that, for any 7 > T, we have

_Ce_T/2 < <K(T’ ')7¢>L2 - <V(T7 ')77/}>LZG < <V(Tv '))¢>Lic - <V(T’ ')7¢>Lﬁc

Ha

< Vb, — VT, <C [ o6 )y, o

1 -
(V. )rg, = —5e 7PV (r,0) = Ce T2

As the left and right sides tend to zero as T' — oo, due to (6.65), we deduce that (V (7, "), ¢>Lﬁv is a
Cauchy sequence in 7. It follows that there is i, so that ’

<V’¢>Lﬁg — Qoo as T — 00.
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By (6.55), we also know that as > 0.
Similar arguments using the spectral gap of £ show that

IV =V,¥)rz dllzz, =0 as7— o0,

which implies that
IV = acctllz, =0 as7— oo

Then, using parabolic regularity theory and the boundedness of the right hand sides of (6.67)
and (6.64) (here we are using the L>™ bound of e™w (6.65)), this can be upgraded to

[V = acctllre — 0 as T — oo

After undoing the change of variables, this is precisely Proposition 6.5. As the technical details are
exactly those in [2, 46], except for the small changes indicated above, we omit them.

6.4 The third step: convergence to the wave

We now conclude the proof of Theorems 1.3.(ii) and 1.4. We note that the proof of the final step
here is different from that in [2, 46, 47]. It is no extra effort to consider both cases at the same time,
so we use u for both u;q and uz.
Fix v € (0,1/10). We let as > 0 be the constant from Proposition 6.5, and choose x be such
that
lim e U (200 +17) = Qoo. (6.68)

t—o00
Consider the difference
s(t,z) = e*(u(t,x) — Up(Too + € + ).

We point out that, due to (6.68) and Proposition 6.5, we have
0 < s(t,t7) < 2e, (6.69)
for t sufficiently large. Using the identities
W= —t; —u+ A(a) and 0= -U,—U,+ A(U,),

we derive a first order ODE for s:

8y = €ty + 0 — U, — Uy) = e"(—w + A(a) — A(U,)) = —e" + £s (6.70)
where A — A(E
As w > 0 and s(t,t7) > 0, (6.70) implies that
s(t,z) >0 for all x < t7. (6.71)

Next, by (6.38), in the reaction diffusion case, and Lemma 6.6, in the reactive conservation law

case, we have

xT 0, 2
i) < SUTIOBIED) oo

for all z > —logt,

so that C logt + 1 2
(z+logt)
o> ($+?g + )67%, for all z € (—logt, 7).
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Integrating this, we find, for any x > —log(t), we have

Y
logt+1 og t)?
S(t,ﬂf) — S(t7t7) < C/ (y—i_otg—i_)e (?H’lcf;t) dy S \C//YE

In view of (6.69), we deduce that

s(t,z) < \(/;’i + 2e. (6.72)

Putting together (6.71) and (6.72) and undoing the change of variables, we obtain

0<a(t,z) — Us(roo +€+1) <ex<%+2€) for all z < ¢7.
Notice also that
|Us(oo + €+ ) — Us(Too + ) ||z < ||UL|| Lo < Ce.

As a consequence of the previous two inequalities, we obtain

sup  Ju(t,z) — Us(oo + )| < © + Cy/e. (6.73)
z€[—log éﬂf'\/] \/{f

On the other hand, clearly we have

sup |a(t,x) —Us(zoo + )| < sup |a(t,z) — 1|+ sup |1 — Ui(2eo + 7)]
:1:<flog2—15 x<710gi x<710g% (6.74)

< Ce—a'(l)log% _ CEa’(l)/Q

and
sup |a(t, z) — Uy(z 4 Too)| < sup a(t, ) + sup Us(x + 250) < Ce™ . (6.75)
a>t7 a>t7 a>t7
These inequalities can be seen by (6.4), Proposition 6.1 and (6.6).
The proof is now finished by combining (6.73), (6.74), and (6.75). O

6.5 The proof of Lemma 6.6

For notational ease, we drop the ‘rcl’ subscript for the remainder of the proof as we only work with
the reactive conservation law in this section.

As the construction of the supersolution is somewhat complicated and opaque, let us first de-
scribe, roughly, why the claim holds. First, fix "> 1 and recall that w satisfies

1

@y — (2 - m)@ + ()i = tee + (1 — A'(@)).

Ignoring the A’ terms, momentarily, the work of [34, equation (20)], suggests that, for z > 1, we
should have

2
T @re(e

w(t,x) < %e

This is exactly the desire bound on x > 1. On the other hand, in order to obtain a bound on =z < 1,
we must understand the reaction coefficient 1—A’. An important observation is that A’(1) > 1, which
follows from the assumptions: A is convex, A’(0) = 0, and A(1) = 1. Hence, since A'(a) =~ A'(1) > 1
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for < 1 due to Proposition 6.1 (up to a constant shift), the comparison principle immediately
yields

- - C
sup w(t, #) < max{e ¥ w(t,1)} < —.
<1 t
The above two inequalities give (6.66).
We use the above heuristics to construct a suitable supersolution for w. Additionally, slightly
abusing the notation, we let

W(t,x) =wt,x+2t—logt+T)—C) and a(t,z) =u(t,x+2t— Slog(t+71) —C).
Here, we choose C so that, in view of Proposition 6.1,

inf > Uy .
tzégglou(t,x) > Uy, (6.76)

with u, € (0,1) chosen so that A’(u,) > 1. Note that it suffices to prove (6.66) for this shift of w.
The function w satisfies

zm—(2— )wm+AK®wm:wmﬁwM1—AK®) (6.77)

1
2t +T)

Let us define two auxiliary functions:

and, for k € (0,1/4) to be chosen,

T T x? T
exp{4—2 — (1—/1 7>}
+T t+T  4(t+1T) t+T

3;2
= 20(t) exp {4 —2/0(t) - I m/@(t))}.

t pu—
w(t, ) @

We also set

o(t,7) T?T for all z <1,
w(t,r) =
min {—tIT, e‘“”w(t,x)} for all x > 1.

Clearly, it suffices to show that there is A > 0 such that
w(t,z) < Aw(t, ) forallt > 1,2z € R.

To this end, by the comparison principle, it is enough to show the following:

(i) w(1,) < Aw(1,-),

(i) w = e "w on [10, 00),

(iii) e tw(t, 1) > 0(t) for all t > 0,

(iv) @ is a supersolution to (6.77) on (—oo, 10], and

(v) e *w is a supersolution to (6.77) on (0, 00).
Before proceeding, let us discuss the purpose of (ii) and (iiii). The former allows us to only check
(iv) on the domain (—oo,10]. This is crucial because 6 is not a supersolution to (6.77) on R but

only when @ ~ 1. On the other hand, (iii) guarantees the continuity of w. As such, we see that w is
a minimum of two supersolutions on [1, 10] and, thus, is itself a supersolution.
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We now check conditions (i)-(v). As w satisfies a parabolic equation with L! initial data:

/!w(O,x)\ da = /w(wa) dx = /(—&guo — 1« (uo)) dz < /(_axUO)dx =1

it can easily be bounded by ,
w(l,z) < Ce /¢,

Up to increasing T and A, it is clear that
Ce /¢ < Aw,

whence (i) is established.

Both (ii) and (iii) are elementary, by increasing 7" if necessary. Additionally, after increasing T
further and recalling (6.76), we find

6, — (2 - 2(t1—|—T))9$ + A ()05 — Oy — 0(1 — A'(0)) = —th +0(A (uy) — 1) >0,

for z < 10, which implies (iv).
Finally, we check (v). This computation is made easier by noting that it suffices to check that

1

Yt ST

(wy — w) + A (W) wy — Wee > 0. (6.78)

A direct computation yields
gy s — )+ A @ = s
i~ Tt
+ (2(t +T) Al(ﬁ)) 6 - ﬁ(l N ’“/5)) N 2(t1—|—T)
1

(- g+ g (1)

1'2 J
:w[ D i D)
+(qrm +4®) (- mwrm =) - uiz’)”*@]‘

Up to increasing T', we have

= w

(6.79)

0 Vo 3kV0 0 1
- Y7 1— Z >z
NG t+T>t—|—T and K\[+29_2
(recall that x € (0,1/4) and 6 < 1). Using these inequalities and that A’ > 0, (6.79) becomes
1 -
wt+m(wz —w) + A (W)wy — Wiz

(6.80)

Vo x? K0 1 s 1 T
Z9lstrr TagaT)e 2 +<2(15+T)+‘4(“)> <x_2(t+T)>
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The first and second terms in the right side of (6.80) are positive. Next, we show that they dominate
the potentially negative last term.
When = < /2(t + T), the final term in (6.80) is positive as well. We obtain
1

m(wx —w) + A'(@)wy — wer >0 when 2 < \/2(t +T), (6.81)

wt-i-

as desired. Hence, we need only consider the case x > /2(t + T).
In this case, we first show that A’(@) is small when x > /2(t + T'). Indeed, using Proposition 6.1
and (6.4), we see that, up to increasing 7', we have

u(t,z) <u(t,2vt+T) < Cexp(—Vt+T).

Due to the assumptions on A, we then deduce

At ) < Cii(t, 7) < Coxp(—vVELT) < 2(t1+T) (6.82)

Applying (6.82) and Young’s inequality, we have

(e @) G sem) 2 s 1e

x2 1 1 x2 Vo
= T8+ TR 8(t+TP2 T (8(t+T)2\/§+ 2(t+T)> '

Clearly, up to increasing T, this, along with (6.80) implies that

1
wi + m(wz —w)+ A(@)wy — wee >0 when x> /2t +T). (6.83)
The combination of (6.81) and (6.83) yields (6.78). Due to the equivalence of (6.78), this yields
(v), which concludes the proof. OJ

7 Semi-FKPP fronts: proof of Theorem 1.3.(i)

In this section, we show that there is x(y, depending on the initial condition, such that solutions
to (1.17) with x € [0, 1), satisfy

u(t,z + 2t — 3 logt + x0) — U, (), as t — 00.

The general structure of this proof is similar to the previous section. First, we obtain upper and
lower bounds of u that show that the front 2t — (3/2)logt+ O(1). Second, we examine the behavior
at 2t + t7 to identify a candidate for the precise constant shift term. Finally, we use the ‘pulled’
nature of the front to show that closeness of the u and the traveling wave O(t") ahead of the front
yields convergence everywhere.

The first two steps proceed as in the analogous case (5 < 2) in the Burgers-FKPP setting of [2],
with the use of the weighted Hopf-Cole transform in Proposition 4.1. This is recalled briefly in
Section 7.1, where Proposition 7.1 is proved.

On the other hand, the final step, convergence to the traveling wave, is significantly more difficult
than in [2]. This is mostly due to the fact that the equation for the weighted Hopf-Cole transform
of u involves terms that did not appear in [2] where o(u) = u. This part of the proof is presented
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in Section 7.2. The key result here is the differential inequality in Lemma 7.3 that follows from yet
another surprising and intricate set of algebraic cancellations.

In this section, we use the tilde for a change to the moving frame = — x + 2t — (3/2) log(t + 1),
such as

At 7) = ult,z + 2% — g log(t + 1)).

7.1 The precise behavior at 2t 4 t7
The goal of this section is to establish the following proposition, the analogue of [2, Lemma 4.1].

Proposition 7.1. Under the assumptions of Theorem 1.5.(i), there ezists woo > 0, depending on
the initial condition, such that, for any v € (0,1/2), we have
el
c 7y —
tlgrolo - W(t, 1) = woo.-
We discuss below the essential ingredients of [2, Lemma 4.1] and show that they are present in
our setting. We begin with a preliminary upper bound that is required to show that the integral
term in the weighted Hopf-Cole transform is not ‘too big.” Notice that, by the comparison principle,

U < Upp,

where upp, is the pushmi-pullyu front associated to x = 1, with the same initial condition. It follows
immediately from Theorem 1.3.(ii) and (6.4) that

a(t,x) < min(1,Cexp{—z + log(t + 1)}) = min(1,C(t + 1)e™ ™). (7.1)
We deduce that
& C+log(t+1)— if  <log(t+1
/ at,y)dy < { € Tleslt L) —e if e < log(t +1), (7.2)
x C(t+1)e* if z > log(t+1).

Next, we work with the weighted Hopf-Cole transform of u:

v(t, z) = exp x—l—f/ dy) (t,x).
Following the computations in the proof of Proposition 4.1, we see that

3 gla]
2(t+1)(vx—v)— B v =0, (7.3)

UV — Ugg +
where
glul ¢=f(ﬂ) — 1 — xa(@)* + 2/x (@) Uy
—|—u f/ udy—l—f/ )dy)SO.
Using (7.2), we make two crucial observations:

v(t,—t7) < Cexp (— 3(1 — X)) and
glal(t, t7)

a(t, )

7.4
>—Cexp(—%t7), (7.4)

for any v > 0.
The key ingredients in the proof of [2, Lemma 4.1] are
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(i) (subsolution) v satisfies
3

2t +1)

(Uz’ _U) <0

Vg — Vg +
(ii) (not too far from supersolution) for any v € (0,1/2) and = > 7,

3 _
Vg — Ugy + m(vz —v) > —ce ﬂ/C;

(iii) (approximate Dirichlet boundary condition) for any v > 0,

o(t,—t7) < Ce V/C, (7.5)

It is clear that (i) follows from (7.3)-(7.4) while (ii) and (iii) follow from (7.4).
From this point, the proof of Proposition 7.1 is verbatim the same as [2, Lemma 4.1] and is
omitted.

7.2 Convergence to the wave
7.2.1 The setup

We now use Proposition 7.1 to finish the proof of Theorem 1.3.(i). While we follow the approach
of [2], there is a technical complication due to extra terms that appear in the general setting, such
as the nontiviality of a”.

To begin, we make two observations. Firstly, the combinations of Proposition 7.1 and (7.1) yields

t,
lim v(t,t)

t—00 tY

= Woo- (7.6)
In fact, this is the bound we use, not Proposition 7.1. Secondly, since

Wy = vy + (1 — y/xa(a))dv,

we can rewrite the equation for v as

vt = Ve + %(% —v) = 2Ky, — Gliiv = 0. (7.7)

Here, for a suitably smooth and decaying function p, we define

Gl = 2 - 2Py o)1 - yalo)

_LP) 1 — xa(p)? — 2/ xa(p)(1 — /xa(p))

_ \/> / py dy +/x / p)dy.
With some arithmetic, this can be simplified to the form we use below:

Glp] = — (1 +x)a(p) — 2v/X(1 = VX)p) + xpe’ (p)(1 — a(p))
—f/ "( pydy+f/ p)dy
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The re-writing of (7.7) in terms of G, at the expense of introducing an extra drift term in the left
side of (7.7) compared to (7.3), is crucial in the proof of the main Lemma 7.2, below. This algebraic
ingredient is a major difference with the proofs of [2, 46, 47].

We now take the weighted Hopf-Cole transform of a suitable shift of the traveling wave. To this
end, for w € (weo/2,2ws ), we let

vu(t,z) = Uz + (1)), (7.8)
with ¢, to be chosen. This satisfies
Do — 020 — (2= =Y O — flpw) = (5o + & ) Duipu (7.9)

Next, we define its Hopf-Cole transform:

wultia) =ep (4 VR [ aleultn) dy)pu(t. o)
and fix the shift ¢, (¢) by the normalization
Yo (t, 1) = wt?. (7.10)
Recall that there are constants D > 0 and B € R so that the traveling wave has the asymptotics
Ui(x) = Dxe ® + Be * +o(e™ ") for x > 1.

Thus, we have

Co(t) = — log (%) + %(% ~log (%)) Fo(t), (7.11)
and
G (®)] < t% (7.12)

The constant C is independent of w due to the restriction w € (wso/2, 2wso). From (7.9) and (7.12),
we find

Outis — 5B0ha + o (Duths — 1) — 2y/Xalp)uths — Clplis| < 20x forlal <. (713)

7.2.2 The main lemma and heuristic description of the proof of Theorem 1.3.(i)

The main step in the proof of Theorem 1.3.(i) is the following analogue of [2, Lemma 4.3] bounding
the difference between the weighted Hopf-Cole transforms.

Lemma 7.2. Under the assumptions of Theorem 1.5.(i), if ¢ € (0,ws0/2) and if v < 1/3, then there
is A > 0 so that

C
v(t, ) — Yyte(t,z) < Y forallt > T, and |x| < t7.

The proof of Lemma 7.2 is substantially more intricate than [2, Lemma 4.3]. We postpone it to
Section 7.2.3.

A simple consequence of Lemma 7.2 useful in the proof of Theorem 1.3.(i) is that, for any L > 0,
we have

sup v(t,z) < C. (7.14)
|z|<L
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Proof of Theorem 1.3.(i)

While the proof of Theorem 1.3.(i) is very similar to that of [2, Theorem 1.1 for 8 < 2|, we give the
complete details due to the subtle but important difference between Lemma 7.2 and [2, Lemma 4.3];
that is, that we use v directly, here, whereas [2] uses an auxiliary function.

The two key inequalities that we prove are: for any L,e > 0,

i U — > — < . .
xlgtfv(u Pum—c) >0 and tlgloao x;ug L](u Pumte) < Ce (7.15)

Before establishing these, we show how to use them to conclude the proof.
We begin with an observation:

er+
H fL‘+ + ].

(Pwoe = Pune—c) < Cg, (7.16)

due to the regularity of the traveling wave U, the definition of ¢, (7.8), and the expansion of

Co (7.11).
We immediately see from (7.15) and (7.16) that

lim [|& — Qo || Lo~ r,27) = 0 (7.17)

t—o00

To handle the domain (—oo, —L), it suffices to use both inequalities in (7.16) to find: for all x €
(=00, —L) and t sufficiently large,

[P (B 7) = Ut T)| < [[Puwne = Puo—cllLoe + [Puo—e(t, ) — U(t, )]
< Ce+|pu. c(t,x) —a(t,z)| = Ce + a(t,x) — pu, _-(t, ) (7.18)
<Ce+1— . _o(t,z) < Ce+ Ce ML,

To handle the domain (L, 00), we argue similarly to find: for all € (L, +00) and ¢ sufficiently large,
|, (t, ) — Ut z)| < Ce+ Ce™ L. (7.19)

The claim is established after putting together (7.17), (7.19), and (7.18) and then sequentially
taking ¢ to infinity, € to zero, and L to infinity. Hence, our goal is now to prove (7.15).

We begin with the lower bound in (7.15). For ¢ sufficiently large, it follows from (7.10) and the
smallness of the integrals in the respective definitions of the weighted Hopf-Cole transforms that

Wt 1) > Pu—e(t, 7).
Since u is steeper than U, and, thus, than ¢,,_ _., we deduce that
U(t, ) > Py —e(t, x) for all z < 7, (7.20)

which concludes the proof of the first inequality in (7.15).
Next, we consider the second inequality in (7.15). We decompose the difference as

ﬂ(t,x) - (Pwoo+e(ta$)
= exp { — T — \/i/ a(‘Pwoo-i-a(ta y)) dy} [U(tv :C) - wwoo'i‘f(t’ $)] (7.21)

ematn)[exp { - v [ attta)dr} e { < VT [ alpasictn) )]
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The first term is easy to estimate using Lemma 7.2:

exp { =2 = VX [ alpunaclte ) dy}[ot2) — drltn)] < e (7.22)

as desired.
Next, we consider the second term in (7.21). Using (7.1), it is clear that, up to an error term,
we can restrict the limits of integration slightly:

“ott.a)[exp { VX [ atatt) dn - exo { - v / O reltr)) dy ]
< Qe 3! +ex(m)[exp \r/ dy}
e { vz [ " (b)) dy}]
We further decompose the second term above
oo { VA [ atu)as) - en{ - vk / O(pumse(t0) d
= [exp{ \F/ alt,y)) dy} — exp { \F/ (P (t:9)) dy }|
e { i [ ot} —eo { & [ et @)]

The first term in the right side is nonpositive because « is increasing and @ > ¢, —. (recall (7.20)).
For the second term, we use a Taylor expansion and (7.16) to conclude that

t t
exp{ VA [ aleuctar) —eo{~ V3 [ aloratn) i)
t7 t7
= e VI el 1 oxp { = T [ (@lurrelt0) = alpur—e(t.0)))
£ :
<1-ep{ = VX [ (@uce(tn) — alun—(t.0)) dy}
tY
VR [ (@funrelt) — (b)) dy < O
Using the boundedness of e *v (7.14) as well as the work above, we find

ewota)[exp { = VT [ atattdr} - exo { < VK [ alpunsctt) )]

o (7.23)
< Cema T Ce.
By applying (7.22) and (7.23) in (7.21), we obtain
C
Wt ) — Qo e < Ce 3 4 o T Ce

This yields exactly the second inequality in (7.15), which completes the proof. [J
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7.2.3 Proof of Lemma 7.2
A key step in proving Lemma 7.2 is the derivation of a differential inequality for
s(t,z) = v(t,x) — Yy te(t, x).

As the computation is somewhat complicated, we state it here as a further lemma and prove it after
we show how it is used to prove Lemma 7.2.

Lemma 7.3. In the setting of Lemma 7.2, whenever s > 0, we have
3 C
St — Sza + Q—t( —5) —2y/xo(t)sy < e for |x| < t7. (7.24)

Proof of Lemma 7.2

We prove this via the construction of a supersolution for (7.24) on [—t7,¢7]. First, we check the
boundary conditions for s. Using (7.5), we find

s(t,—t7) < Cexp (— &t7). (7.25)
Additionally, using (7.6) and (7.10) and the choice of 7 = weo + & with & > 0, we find
s(t,17) < 0. (7.26)

We now define a supersolution to (7.24). Fix any A € (0,1 —4v) and @ > 1, and let

_ Q T+t Q 1
st @) = tACOS( 2% )_TA cos (2t7+2>

We first notice that 5, < 0 on [—t7,¢?]. This allows us to drop a positive term in the first step
below, after which we directly compute:

_ 3 _
st—sm+%( —3) —2¢/xo(u )stSt—sm—i—%(sx—s)
AL 7Qx . 1 1 _ 3 @ . 1
= 75T g o (2t7+2>+4t27 Jr2t(_2tv+A - <2t7+2> )

Taking ¢ sufficiently large and then using that, for |z| < t7, we have 3(¢,z) > Q cos(1)/t*, we see

_ 3 _ 1 CQ _ Qcos(l) CQ _ Qcos(1)
§t= 82z + 275(53” —3) 2foz( W5y > 8t2fys IRETEY = Q27N fl+A = 16127+X1

The last inequality follows because 2y + A < 1+ A (recall that v < 1/3). Recalling that @ > 1 and
decreasing A so that 2y + A < 1 — v yields

S~ Fea + (50— ) ~ 2RO, > s (7.27)

H~

for ¢ sufficiently large. In other words, 5 is a supersolution to (7.24) for ¢ sufficiently large (indepen-
dent of Q) and |z| < t7. We let Tj be such that (7.27) holds for ¢ > Tp.
By Lemma 7.3 and the comparison principle, we have

s(t,z) < 5(t, x) on |z| <tV (7.28)

for all ¢ > Tj sufficiently large as long as we can verify that s <§ on the parabolic boundary.
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We first check the portion of the parabolic boundary ¢ = Tj. There, it is easy to see that we can
choose @ such that s(Tp, z) < 5(Tp, z) for all |z| < Ty; indeed, s(Tp, ) is bounded above and 5/Q is
bounded below on [—t7,t7].

Next we check the portion of the parabolic boundary |z| = ¢7. Notice that

Qcos(l)'

s(t, ) = =3
From (7.25) and (7.26), we see that
s(t, £t7) < Ce /€.

Clearly s(t,£t7) < 3(t,£t7) for ¢ > Ty for some T;. Hence, up to increasing @ to handle the
range t € [Ty, max{7Tp,11}], we have

s(t, £t7) < 5(t, £t7) for all t > Tp.

The previous two paragraphs show that s <$ on the parabolic boundary. The inequality (7.28)
follows, from which the conclusion of Lemma 7.2 follows. [J
Proof of Lemma 7.3

We now establish the differential inequality (7.24). As w remains fixed throughout the proof below,
we drop it notationally, for ease. We start by obtaining a few preliminary results that help us
establish (7.24). First, note that

@ > ¢ whenever s> 0. (7.29)

Indeed, take x; to be the ‘farthest right’ point where s(z;) = 0 (it is clearly negative at +o0, so this
is well defined). Then, we have

a(t, x¢) exp xt + \f/ u(t,y )dy) = @(t, z¢) exp (ajt + f/ (t,y)) dy).

Suppose that (¢, x¢) < ¢(t,x¢). In this case, as @ is steeper than ¢, it follows that @ < ¢ on (z, ),
so we find, using monotonicity of a(u),

a(t, ve) < p(t,z1) = u(t, v¢) exp ( - \/Y/oo(a(w(t, y)) — a(u(t,y))) dy) < a(t, w),

which is clearly a contradiction. It follows that @(¢, x¢) > ¢(t,z¢), and another use of the steepness
comparison together with the choice of x; implies that

u(t,x) > p(t,z) for all x < zy. (7.30)

Now, by construction of zy, if s(¢,x) > 0 it must be that z < x;. Thus, by (7.30), a(t,z) > ¢(t,z),
as desired. This completes the proof of the claim (7.29).
Next, since u(t,-) and U, are strictly decreasing, we can find the function (¢, u) such that

Uy (t, ) = n(t, u(t, x)).

One can see immediately that n(t,u(t,z)) = w(t,z) + n«(u(t,x)), and the positivity of w implies
that, for any z € (0, 1),
n(t, z) > 14(2). (7.31)
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In addition, Proposition 3.2 and Lemma A.4 yield

f(z) =nu(2)2 = 1i(2))  and  X(z = A(2)) S mu(2) < 2= A(2). (7.32)
We are now ready to prove (7.24). By combining (7.7) and (7.13), we see that

St — Sgpz + %(Sw —8) — 2y/x() Sy

< A+ 2yX(al@) — al)be + Cliilo — Clely
< 2 2yl — al@) + Clis + (Gl — Clel)o-

Thus, it suffices to prove

2y/x(a(i) = a(e))s + GliJs + (Gli] - Glg] ) < 0. (7.33)

This is the reason for the change from using g to G, cf. (7.3) and (7.7). As we see below, the key
observation in the proof of (7.33), and, as a consequence, a key step in the proof of Theorem 1.3.(i),
is that
Gla] - Glg] < 0. (7.34)
|-

The analogous term had we not made the ‘swap’ is g[u] — g[¢]; however, we are unable to prove this
is nonpositive. On the other hand, the cost of making the ‘swap’ is the —2x«(a)s, term in the left
hand side of (7.24). As we have seen in the proof of Lemma 7.2, this term, while it may not have a
definite sign, did not pose an issue with constructing a supersolution.

The easiest term in (7.33) is ¢,. Here, we simply use its relationship to ¢ and (7.32) to find:

Y

Y = ;(% + (1= Vxa(p))e) < :ﬁ(—\/?so(l — (@) + (1 = Vxalp))p) = (1 = VX)¢-

Now, we prove (7.34). We estimate integral terms in the definition of G using (7.31):
VA [ @@ - @ @) dy+ VT [ (@006~ (9 ()) d

— V& /0 (a"n(t,2) - ((t)’;f) 2+ vx [ (o) - SO o,

(-2 e [ -
i oo

On the other hand, we can convert some of the non-integral terms in G to integral terms:

—_

— (@) — xpe! () (1 — a(p))
=x | (2 (2)(1 - a(2)) dz X/ (o/(2)(z — A(2))' d2

xae! (1) (

@
=X . a"(2)(z — A(2))dz + x /@ )(1—A'(2))dz
=X . o"(2)(z — ))dz + [O o ( (zf(jl)(z) - 1)) dz.

60



Using then (7.32), we find

xao! (w)(1 — a(a)) — xea' (9)(1 — a(p))

<Vt [ (@ ex [ (- (w0 e

Hence, we have

+ xad (@)(1 — a(a) — xpa' (¢)(1 = a(p))
U , 1 ~
<x [ @@ (14 1) ds = (e Dlal@) - ale)).
To summarize, we have so far arrived at:
Gla] — Glo] <(x + D)(a(@) — a(p)) — (1 +x) (@) — a(p))
= 2y/x((@) — a(p))(1 = vX) = =2¢/X(1 = VX) (@) — a(p)).

A similar computation yields

Gli] < — 2yX(1 — yW)ali).
Combining all of the above, we have
2X(a(@) — a(p)) b + Glils + (Gl — Gl
< 2yR(a(@) ~ ale)) (s + (1~ VRale)e) 2
—2%(1 = yRali)s — 231 — vX)(al@) — ).

Using again (7.32) to estimate ¢, in addition to the fact that @ > ¢ (recall (7.29)) and the noneg-
ativity of 1, we find

2y/x(a(a) — o)) + Gluls + (Glu] — Gle])y

< 2yx((@) — a(p))(—v/xe(l — alp) + (1 - \/%a«o))so)ﬁ

— 2/X(1 — yX)a(@)s — 2¢/X(1 — /X) (@) — )¢
= —2yX(1 = Vx)a(a)s < 0,

where the last inequality follows due to the assumed nonnegativity of s.
Thus, (7.33) is established, completing the proof. [J
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A Auxiliary results on nonlinearities and traveling waves

In this appendix, we discuss some auxiliary elementary facts related to the models introduced in
this paper.

A.1 Non-triviality of the semi-FKPP range

We first show that the semi-FKPP range is nontrivial.
Lemma A.1. Suppose that A € C*([0,1]) satisfies (2.10) and xrrpp is defined by (3.5). Then, we
have xprxpp < 1/2.

We note that a sharper bound than 1/2 could be obtained by taking into account the order of
vanishing where A “lifts away” from 0. If the order is n — 1, one obtains 1/n. We opt for a simpler
proof since sharpness is not our goal here.

Proof. If A”(0) > 0, one obtains this from L’Hopital’s rule:

XFKPP < lim A(U) = lim A/(U)
T u—0 A(u)(u— A(u)) w0 A'(u)(1 — A'(w)) + A" (u)(u — A(w))
. A'(w)
= 5 W) (1 = A(w)) — A (w) A7 () + A7() (u — A(w) + A7(a) (1 = A'(w)
A"(0) 1

T AT(0)+ A7(0) 2
This concludes the proof in this case.
If A”(0) =0, let us be the smallest u > 0 so that A”(u) = e:

ue = inf{u : A”(u) = e}.

The existence of such a u. follows from (2.10) for e sufficiently small. Clearly, u. is increasing in e.
Hence, there is uy € [0, 1] such that u. — ug as ¢ — 0. By construction, we have

A(U,O) = A/(UO) = A//(UO> =0.
The definition of u. and (2.10) imply that

Al(ue) = / A" (u)du < eu,

0
and, more generally, we have
Al(u) = / A(v)dv < eu, for all 0 < u < u,.
0

This gives

Alu,) = / A (u)du < =0 /2.

0

Arguing again by L’Hopital’s rule, we find

AW A
XFEPP = uhﬁuo A(u)(u— A(u)) i—>0 A (ug)(ue — A(ue)
i Ao o |
e=0 A'(ue)(1 — A'(ue)) + A" (ue)(ue — A(ue)) N0 1 — A/(u.) + i/’/((;t)) (ue — A(ue))
1 1 1

<1 —lim-—— = ..
S 0T —eus + = (o —eu2/2) w02 - Bew /2 2

Thus, the proof is complete. [
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A.2 The pushed case

We have mentioned in the introduction that waves are pushed when x > 1 in (1.17). Although
the pushed regime is not a focus of this paper, we provide a short proof of this fact for the sake of
completeness.

Proposition A.2. Suppose that x > 1, the function A(u) satisfies (1.18), and
fu) = fy(u) = f/(0)(u— A(u))(1 + xA'(u)). (A.1)

Then, the minimal speed cy is given by

o= VIO (= + V) > 2/F0)

and the minimal speed traveling wave profile function is
e (u) = /X (u — A(u)). (A.2)
As a consequence, traveling wave solutions of (1.1) have a purely exponential decay, as in (1.10).

Proof. We may assume that f'(0) = 1 without loss of generality. To obtain an upper bound
on ¢4, first observe that

1
flu) =ppu)(ey —pp(u))  where ¢y = /X + x and py(u) = /X(u — A(u)).
Then applying (1.4), we obtain the upper bound

/ flu)y _
e < usel[l()l?l] (pf(u) + pf(u)) = ¢y

To prove the lower bound
Cx = Cy,

we argue by contradiction, assuming that c. < c,. Let 7, be the traveling wave profile function. It
follows from (3.11), (3.13), and the remark in between that, since ¢, < ¢,, we have

%m—&+v i V = VX = 7;(0). (A.3)

s

As we see below, the contradiction comes from the fact that (A.3) says that the traveling wave
moving with the speed ¢, > ¢, decays faster that the minimal speed wave Us.
Proposition 3.1 implies that

pr(u)(ex = py(u) = f(u) = ne(u)(cx — nl(u)). (A.4)

Integrating the identity (A.4) from 0 to w, letting P and N be the anti-derivatives of p; and 7,
respectively, and rearranging terms yields

ey P(u) — e N(u) = - . (A.5)
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Observe that, due to (A.3), we know that pg(u) > n,(u) for all u that are positive and sufficiently
small. Hence, we have ¢, P(u) > c,N(u) for small u as well. Let uy be the smallest u > 0 so
that pr(uo) = 74 (up). This must exist because pr(1) = n.(1).

From the construction of 1y, we have that

pr(u) > n(u) for all u € (0, uo).

Recalling that ¢, < ¢, by assumption, it follows that
uo ug
ey P(ug) > ¢ P(ug) = c*/ pr(u)du > c*/ N (u)du = ¢ N (up). (A.6)
0 0

On the other hand, by (A.5) and the fact that ps(ug) = 7+(uo), we find

ey P(ug) = e N (ug) + pf(;m)Q - n*(;o)z = ¢ N (up).

This contradicts (A.6). We conclude that c, > ¢, finishing the proof. [
As a consequence of Proposition A.2 and the comparison principle, we have the following.

Corollary A.3. Suppose that x > 1, the function A(u) satisfies (1.18), f(u) satisfies (1.2), and
fu) = f1(0)(u — A(u)) (1 + xA'(u)).

Then, the minimal speed c, obeys a lower bound

2 VIO (2 + V) > 2/F0)

As a consequence, traveling wave solutions of (1.1) are pushed.

A.3 The generality of the class of nonlinearities

We discuss here how restrictive the assumptions (1.17)-(1.18) on the nonlinearity f(u)are. The main
point is that, while there is always at least one pair (x, A) such that the form (1.17) holds for a
given f(u) satisfying assumptions (1.2), it is not clear when A satisfies the conditions in (1.18). For
simplicity, we assume that f/(0) = 1.

We first show the existence of a pair (y, A). Indeed, letting x be the larger solution of

1
Cx = —=+ X
R TVX

and using the traveling wave profile function 7, we can define, as in (A.2),
1
Alu) =u — —n(u). A7
(u) A (u) (A.7)
Then, from Proposition 3.3, we have:
fu) = nu(u)(es —ni(w) = vX(u — A(w))(cx — vX(1 — A'(u)))
= VX (u = A(u)) (e = VX) + /XA ()
VX

! ! = (u— A(u "(u
(= ) (= + VA (u)) = (u— A@)(1 1 xA(w).
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Hence f(u) is in the form of (1.17). However, the function A(u) defined in (A.7) need not satisfy the
conditions in (1.18). Actually, when the minimal speed traveling wave has an extra linear factor in
the exponential asymptotics (1.11), we do know from Proposition 3.2 that 1, (u) is not C?[0,1]. Thus,
in that case this construction does not give a function A(u) satisfying the regularity assumptions
in (1.18).

Neither does A(u) given by (A.7) have to be convex. Indeed, take any non-convex, smooth,
positive n(u) satisfying 7'(0) = 1 and 7(0) = 0 = n(1), for example,

/1 1 sin(10u)
n(u) = (§u 510 )(1 — ).
Then, defining A(u) by (A.7) with x = 1, and setting

flu) = (u— A(u) (1 + A'(u))

we obtain a nonlinearity of the form (1.17) and satisfying (1.1)-(1.2), but for which the choice of A(u)
in (A.7) is not convex.

Next we discuss the uniqueness of xy and A. Due to Proposition A.2, uniqueness of x > 1
and A(u) satisfying (1.18) holds for nonlinearities of the form (A.1). On the other hand, uniqueness
is not necessarily true in the pulled case. Indeed, consider the following simple example: for any
n > 3, take the nonlinearity

flu) =u—u"
Immediately, we see that, with x = 0 and A(u) = ™, this has the form of (1.17):

fu) = (u—u™)(1+0-(nu"1)) = (u—Au)(1+0-A'(u)).

There is, however, another decomposition of the form (1.17): choosing m = (n+1)/2, x = 1/(m—1),
and A(u) = u™, we can write
flw)=u—u"+u™ —u" =u—u™ +u™ Hu—u™) = (u—u™)(1+u™")
= (u— A(u)(1 + ¥A'(u)).

Hence, the choice of y and A(u) is not necessarily unique in the pulled case.

Let us comment that we saw above an example of xy and A(u) for which (u) has the form (1.17)
but for which A(u) is not convex. However, this example was pulled, so we do not necessarily have
uniqueness of this decomposition. It is, thus, possible that f(u) has another decomposition of the

form (1.17) with a new A(u) that is convex. We leave it as an open question to determine conditions
on f(u) that guarantee the existence of a suitable x and A(u) such that (1.17)-(1.18) hold.

A.4 Bounds for the traveling wave profile

Lemma A.4. Let f(u) be of the form (1.17) with x € [0,1] and A(u) that satisfies (1.18). Then,
the minimal speed traveling wave profile satisfies

VX(z = A(2)) < ni(2) < 2 — A(). (A.8)
Proof. The minimal speed traveling wave U(x) = U,(x) satisfies

e U =U"+ F0)U — AU))(1 + yA (U)). (A.9)
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Introducing V = —U’ > 0, we write (A.9) as

CfTZ _ v % — eV 4 FO)U — AU+ xA(T)).
This leads to
v _ . f10)(U — A(U))(1 + xA'(U))
au Vv '

We claim that when 0 < y < 1, all trajectories are trapped in the region D; bounded by the curves

tr={V = Vxf(0)(U - AU))},

and ¢y = {V = /f'(0)(U — A(U))}. The reason is that along ¢;, we have

W oo YOy,

av - VX

and the slope of the curve ¢ itself is \/x f/(0)(1— A’(U)). Since U is decreasing along the trajectory,
the trajectories point into the region D; along ¢ if

Cy — V\];;,EO) (14 xA(U)) < /xf(0)1 = A(U)), forall U e|0,1].

This condition is satisfied, as

e =2 f'<o>§vff'i‘”+ 0.

On the other hand, the trajectories point into the region D; along /5 if
e — V1 (0)1 4+ XA (U)) > /F(0)(1 — A'(U)), forall U e [0,1].
This condition is also satisfied, as
e = 2/F(0) 2 2/ F(0) + V(0 (x - DA'(U),

for all U € [0,1] and 0 < x < 1, because A(U) is increasing. Therefore, the minimal speed traveling
wave trajectory lies in the region Dj. Thus, for any 0 < z < 1 such that z = U,(z), we have

F0)vx(z = A(2)) < n:(2) <V [(0)(2 = A(2)),
which is (A.8). O
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