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A B S T R A C T

The solidification microstructure of a melt pool under additive manufacturing conditions is highly heteroge-
neous due to the heterogeneity in the thermal spatio-temporal fields. This work combines a finite element
(FE)-based thermal model with a phase field model (PFM) to predict microstructure distribution among the
process parameter span in LPBF, which is strongly controlled by local thermal histories. The segregation
distribution across the parameter space can be classified into four different microstructure distribution types:
(i) fully planar, (ii) bottom dendritic, (iii) top dendritic, and (iv) fully dendritic. Also, the relationship
between the thermal histories (the temperature gradient (G) and the growth rate (R)) variation induced by
P and 𝑉 and the microstructure distribution is clearly analyzed in the paper. For a Ni-20 at.%Cu alloy, the
predicted microstructural distribution is verified experimentally. The parameter space is further divided into
homogeneous and heterogeneous regions using the predicted area fraction of cellular–dendritic segregation
across the melt pools. The process map is then used to build AM parts with homogeneous microstructures,
where only planar microstructure is found experimentally. This methodology will aid in the exploitation of the
alloy and processing space to identify alloy-process combinations that yield microstructurally-homogeneous,
defect-free parts, provided an unconditionally printable regime can be identified.
1. Introduction

Additive manufacturing (AM) can create three-dimensional objects
that are geometrically and topologically complex in a layer-by-layer
fashion [1–5]. Laser powder bed fusion (LPBF) that leverages a laser
beam on a bed of metallic powder to melt and fuse the material to
form the three-dimensional part is one of the most common metal AM
processes [6–8]. The common process parameters included in LPBF
are laser power (P), scanning velocity (𝑉 ), hatch spacing, and layer
thickness. AM has the potential to produce parts with highly precise
and tailored properties, but a highly variable range of properties and
performance can be found in AM-fabricated parts. This variability is
often attributed to processing condition variations and the complex and
difficult-to-control local thermal histories that occur during AM. This
can lead to challenges in producing consistent and reliable parts using
AM [9,10].

To produce consistent and high-quality parts using AM, it is im-
ortant to understand the relationships between process parameters
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and microstructural heterogeneity. By selecting appropriate values for
these parameters, it is possible to achieve desirable microstructures.
However, microstructure variation in the form of solute element mi-
crosegregation can be caused by the complex thermal history distri-
bution at the melt pool front, which is influenced by the processing
conditions. This microstructural heterogeneity significantly impacts the
performance of AM-fabricated prints. Understanding the links between
process parameters and microstructural heterogeneity is critical for
optimizing AM processes and producing reliable parts with consistent
properties [11–13].

Many research groups have extensively studied the relationship
between process parameters like P and 𝑉 and the formation of mi-
crosegregated microstructures during AM. These investigations have
aimed to understand how different processing conditions can influence
the microstructural heterogeneity of AM-fabricated parts, and how
this heterogeneity can be controlled to produce parts with consistent
and desired properties [14–16]. Seede et al. examined the influence
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of alloy composition and related phase diagrams on microstructure
development in LPBF of four binary nickel-based alloys (Ni-20% Cu, Ni-
5% Al, Ni-5% Zr, and Ni-8.8% Zr) [17]. They studied both single tracks
and bulk parts. The researchers discovered that the primary dendritic
arm spacing (PDAS) in AM components can be regulated by modifying
P and 𝑉 , which in turn affect the local temperature gradient (G) and
growth rate (R) conditions. Additionally, the solidification range and
partition coefficient in the phase diagram were found to impact the
amount and extent of solute segregation across the laser power-scan
speed parameter space. This suggests that by carefully selecting process
parameters and considering phase diagram features, it is possible to
produce AM parts with a desired microstructure [17].

Microstructural evolution of specific alloy systems can be predicted
using several approaches during LPBF in AM. These methodologies
can help to optimize AM processes and improve the consistency and
predictability of the resulting microstructures [18–28].

Karayagiz et al. demonstrated that a finite interface dissipation
hase field model (PFM) coupled with a finite element (FE) ther-
al model could be used to predict the formation of dendritic mi-
rostructure in a Ni–Nb alloy system during AM. The FE thermal model
mplemented the finite element method to solve the heat transfer
quation based on a reference frame of a heat source [29]. Steinbach
t al. developed the finite interface dissipation PFM, which effectively
escribes both equilibrium and strongly non-equilibrium conditions.
n their work, they introduced the notion of interface permeability
o manage the atom transition between different phases [30]. In the
ntegrated model, the FE model accepts P and 𝑉 as inputs, and it
utputs G and R at the melt pool. These values are then used as
nputs for the PFM to predict the evolution of the microstructure. By
onsidering the thermal history, including G and R at the interface
etween solid and liquid phases, this approach was able to accurately
redict the microstructural evolution of the alloy, as validated by
xperimental observations. In regions with low linear energy density
LED), planar microstructures tend to dominate. Conversely, in areas
ith high LED, dendritic microstructures are more prevalent. Planar
nd cellular–dendritic microstructural formation in relation to G and
in L-PBF was investigated. In low R regions, planar microstructures
re favored. As R increases, dendritic morphology begins to appear.
owever, if R continues to increase, planar microstructures eventually
ecome dominant again. This methodology could potentially be used to
ptimize AM processes and improve the consistency and predictability
f the resulting microstructures in this alloy system [31].
Wang et al. used a quantitative PFM to study the formation of

aves phase particles in a IN718 alloy system during AM. They found
hat a rich Ni concentration in the liquid phase, caused by a large
ngle between the G direction and the crystalline orientation, can
uppress the formation of Laves phase particles due to its continuous
ong chain shape. This research suggests that hot cracking resistance
an be improved at solidification sites with a large misorientation angle
y controlling the Nb concentration in the liquid phase. This approach
ould potentially be used to optimize AM processes and improve the
erformance of IN718 alloy parts [32].
Sahoo et al. [33] used a PFM to study the relationship between

ellular–dendritic grain growth and solidification parameters, such as G
nd R, in Ti–6Al–4V during AM. They found that dendrite arm spacing
nd 𝑉 are negatively correlated. This research could potentially be used
o optimize AM processes and improve the microstructural consistency
f Ti–6Al–4V parts.
Finally, Huang et al. [34] developed a workflow for constructing

‘hybrid printability maps’’ that can predict defect-free and
icrostructure-homogeneous regions within P and 𝑉 parameter space
or Ni–Nb alloy parts produced through AM. These maps are con-
tructed by calculating the fraction of the melt pool, under a particular
et of processing conditions, that solidifies through a stable dendrite
rowth pattern. However, it is not yet fully understood how process
2

arameter conditions control microsegregation within the melt pool. b
Further research is needed to explore the mechanisms that govern the
microstructural distribution at the melt pool front.

Recent interest has been in identifying the optimal process parame-
ter combinations for AM to produce parts with desirable microstruc-
tures and without macroscopic defects. Additionally, microstructure
simulations have been developed to predict microstructural variation
within a single melt pool. These efforts [29,31,33,35–37] have aimed
to improve the consistency and predictability of AM processes and
produce parts with improved properties.

Although significant progress has been made in understanding the
relationships between process conditions, material properties, and mi-
crostructural variation in AM, a comprehensive framework for directly
linking these factors within a single melt pool is still lacking. Cur-
rently, the effects of processing conditions are commonly studied using
single-track scans, which examine how different combinations of laser
parameters(i.e., P and 𝑉 ) influence solidification conditions and, ul-
timately the microstructure distribution. Further research is needed to
fully understand these relationships and develop a more comprehensive
framework for predicting and controlling microstructural distribution
in AM processes [17,37,38].

The microstructure distribution of single-track scans in AM can be
classified into two main categories: homogeneous and heterogeneous.
The microstructure distribution within the process parameter space
can be further divided into four types: fully planar, bottom dendritic,
top dendritic, and fully dendritic. Planar microstructures exhibit no
microsegregation (Fig. 1(a)), whereas dendritic morphologies display
microsegregation (Fig. 1(d)). Planar growth occurs due to solidifi-
cation under equilibrium conditions, while dendritic growth arises
when the liquid phase undergoes undercooling before the formation
of the solid phase [39–41]. Understanding these microstructure dis-
tribution types and how process parameters influence them can help
optimize AM processes and produce parts with consistent and desirable
microstructures.

Micrographs showing examples of dendritic and planar structures
within single track cross-sections for each of the four microstruc-
ture distribution types (fully planar microstructure/ bottom dendritic
icrostructure/ top dendritic microstructure/ fully dendritic microstruc-
ure) are presented in Fig. 1. These micrographs can help visualize the
ifferences between the four types of microstructure distributions and
ow the process parameters influence them.
Fig. 1a shows a single track cross-section with a homogeneous
icrostructure consisting only of planar growth, which is an example
f fully planar microstructure. The absence of a dendritic pattern in-
icates that the process parameters were selected to promote planar
rowth and produce a consistent microstructure throughout the melt
ool. Fig. 1b shows a bottom-dendritic microstructure, where the top
f the melt pool has a planar microstructure, and the bottom has a
endritic microstructure, as observed in SEM images. Fig. 1c shows
top-dendritic microstructure, where the top of the melt pool has a
endritic microstructure, and the bottom has a planar microstructure.
inally, Fig. 1d shows a fully dendritic microstructure, where dendrites
re present across the entire melt pool. Understanding these differ-
nt microstructure distributions and how process parameters influence
hem can help optimize AM processes and produce parts with consistent
nd desirable microstructures.
The selection of different microstructures in AM is related to local

ooling conditions and the stable regions for dendritic or planar growth
n temperature gradient-growth rate (G-R) maps. Fig. A.2 shows an
xample of a G-R map for Ni- 20 at. % Cu, where the combination of
and R falls within a triangular region demarcated by a purple line.
he dendritic-planar boundary predicted by PFM separates dendritic
nd planar morphologies on the G-R map. A dendritic microstructure
an be predicted if the (G, R) combination is within the triangular
egion. Otherwise, a planar microstructure is expected to form. The
-R map, which plots the G and R at the solid–liquid interface, can

e used to predict the evolution of the material microstructure during
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Fig. 1. Scanning Electron Microscopy (SEM) images for four representative microstructure distribution types and the corresponding magnified images of the melt pool cross-sections
for Ni-20 at. % Cu: (a) fully planar, (b) bottom dendritic, (c) top dendritic, and (d) fully dendritic.
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solidification. Different microstructures are selected based on the local
cooling conditions, which can be influenced by the process parameters
and the region of stability on the G-R map. By understanding these
relationships and how they are affected by process parameters, it is
possible to optimize AM processes and produce parts with consistent
and desirable microstructures.

In this study, a finite element (FE) based thermal model and a
finite interface dissipation phase-field model (PFM) were integrated to
predict the distribution of the microstructure segregation in a Ni-20
at.% Cu alloy (as shown in Fig. 2). This study aimed to understand how
process parameters influence the alloy’s microstructural evolution dur-
ing AM and optimize the AM process to produce parts with consistent
and desirable microstructures.

The Ni–Cu alloy was chosen because it is relatively simple and has
well-known thermophysical properties, making it easier to implement
and deploy binary phase field models compared to more complex alloy
systems. The results of the simulations were compared to experimental
observations under nominally identical processing conditions, allowing
for quantitative analysis of the microstructural evolution of the alloy
under various process parameter combinations. By predicting the mi-
crostructure distribution, it is possible to optimize the AM process and
produce parts with consistent and desirable microstructures.

In the integrated model, the melt local thermal history, such as
temperature gradient (𝐺𝑥,𝑦,𝑧,𝑃 ,𝑉 ) and growth rate (𝑅𝑥,𝑦,𝑧,𝑃 ,𝑉 ), was de-
fined as a function of position (𝑥, 𝑦, 𝑧) of the melt pool front, 𝑃 , and
𝑉 . And G and R were predicted by the FE-based thermal model. The
local microstructural type at the corresponding position (𝑥, 𝑦, 𝑧) was
predicted by the finite interface dissipation PFM taking these combi-
nations of the thermal history parameter (𝐺𝑥,𝑦,𝑧,𝑃 ,𝑉 and 𝑅𝑥,𝑦,𝑧,𝑃 ,𝑉 ) as
inputs. This integrated model can be used to predict microsegregation
within the solidification front. The microstructure distribution type can
be predicted based on the location of the dendritic pattern within
the domain, with four typical microstructure types shown in Fig. 2.
Additionally, a microstructure printability map can be generated based
on the area fraction of dendritic microstructure, which is a function
of the process parameters, reflecting the dominant microstructure type
predicted over the cross-section longitudinally (the y–z plane projection
of the melt pool front) of a single track.

In this work, we defined the microstructure printability map as the
mapping, in the processing space of P and 𝑉 , of the degree of microseg-
regation under a given set of process conditions. While this map could
also be referred to as a microstructure selection map, we specifically use
3

c

the term ‘‘printability’’ to emphasize the fact that in AM, it is generally
desirable to produce parts with as homogeneous a microstructure as
possible, which can be achieved by selecting suitable process parame-
ters. This avoids the need for additional post-processing steps that may
result in coarsening of the printed microstructure or other detrimental
effects. The microstructure printability map provides a valuable tool
for optimizing the AM process and selecting process parameters that
produce parts with consistent and desirable microstructures.

A finite element-based thermal model was combined with a finite
interface dissipation phase-field model to predict the microstructure
printability map for Ni-20 at.% Cu. The map was verified through
single-track experiments by extensively exploring the process space.
These experiments were followed by a detailed characterization of
the solidified microstructure throughout the entire melt pool. This
allowed for a comprehensive evaluation of the predicted microstructure
distribution under various process conditions. The experimental results
were then compared to the predictions made by the model, providing
validation for the accuracy of the microstructure printability map in
predicting microsegregation in this (model) Ni–Cu alloy system.

2. Experimental methodology

LPB-F Ni–Cu specimens were fabricated by using gas atomized Ni-20
at.%Cu powder(powder size range: 2-100μm, D50: 24.7 μm, D80: 51
μm) provided by Nanoval GmbH & Co. KG. A 3D Systems ProX DMP
200 system (fiber laser with a Gaussian profile 𝜆 = 1070 nm, and beam
size = 80 μm) was used to print Single tracks. 10 mm length and 1 mm
spacing between adjacent tracks were selected to print the tracks on
a Ni-20 at.%Cu substrate under the industrial grade argon atmosphere
with < 500 ppm oxygen content. Wire electrical discharge machining
EDM) was utilized to cut the cross-sections of the single tracks. Then
he cross-sections were polished down to 0.25 μm with water-based
iamond suspension polishing solutions. The Ni-20 at.%Cu single tracks
ere etched using Kalling’s Solution No. 2 (5 g CuCl2, 100 mL HCl, and
00 mL ethanol) to obtain optical micrographs.
A Keyence VH-X digital microscope equipped with a VH-Z100 wide-

ange zoom lens was used for Optical microscopy (OM). A CAMECA
XFive electron probe microanalyzer equipped with a LaB6 electron
ource was used to perform wavelength dispersive spectroscopy (WDS).
FEI Quanta 600 scanning electron microscope (SEM) was used to
apture backscattered electron (BSE) images of polished single-track

ross-sections. The settings to obtain the quantitative WDS composition
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Fig. 2. Following is the workflow to predict a map of the microstructure printability in this study: A FE-based thermal model is utilized to predict the thermal history, including
G and R, for each P and 𝑉 combination. The microstructural evolution, microstructure distribution type, and fraction of dendritic microstructure across the melt pool are predicted
by a finite interface dissipation PFM based on the thermal history. A printability map showing the microstructural segregation for the parameter space is generated by the area
fraction of the dendritic microstructures across each melt pool cross-section predicted. This map can be used to identify regions of the parameter space that produce parts with
desirable microstructures and can be utilized to optimize the AM process for a given material system.
maps were 15 kV, 100 nA, and 110 μs pixel dwell time with a 0.1 μm
tep size. The SEM images of the top center and the bottom of the melt
ool and OM images are taken for three processing parameters (P =
1 W, |𝑉 | = 300 mm/s), (P = 71 W power, |𝑉 | = 50 mm/s), and (P =
12 W, |𝑉 | = 50 mm/s) to verify the microstructure distribution type
nd the melt pool dimension predicted by the integrated model.

. Simulation methodology

The thermal history of different locations within the melt pool,
ncluding G and R, was calculated using the FE model for various
ombinations of P and 𝑉 . These values were then input into the
FM, which predicted the microstructural evolution and resulting mi-
rostructure distribution at each position within the melt pool. The
patial distribution of microstructure types (e.g., planar, dendritic) was
btained within the entire cross-section of the melt pool based on the
ocal cooling conditions. The dendritic area fraction, calculated as the
atio of the area of the melt pool cross-section with dendritic growth
o the total cross-section area, was used to obtain the microstructure
rintability map, mapping the degree of microsegregation in processing
pace (power-scan speed).

.1. Finite element (FE) thermal model

For computational efficiency, a FE thermal model under a steady-
tate condition was utilized in this work, based on a reference frame
f a heat source. We assume the heat source is moving with a constant
elocity 𝑉 . Using the equation below, the heat transfer equation can
e calculated:

𝐶𝑝(∇𝑇 ⋅ 𝑉 ) + ∇(−𝑘∇𝑇 ) = 𝑄 (1)

here 𝐶𝑝 is specific heat, 𝜌 is density and 𝑘 is thermal conductiv-
ty [29].
The heat transfer equation for the steady-state thermal model

Eq. (1)) includes a heat source term (𝑄) that accounts for vaporization,
atural convection, surface radiation, and the deposited beam power.
qs. (3) and (4) represent the radiation and convection terms, which
are commonly used in FE thermal models for L-PBF. Eq. (5) shows the
xpression for the evaporative energy loss, while Eq. (6) refers to the
beam deposition energy [29]. The latter also incorporates adjustments
that consider both mass transport and energy transport within the
vapor phase [29]. Eq. (5) adheres to the Bolten-Block/Eagar model with
light modifications to include temperature-dependent partial pressure
4

relationships, as computed by the equations detailed in Ref. [42]. Con-
versely, Eq. (6) contains a phase-dependent absorptivity term, enabling
the integration of keyhole formation without considering expensive
fluid dynamics [29].

𝑄 = 𝑞𝑟𝑎𝑑 + 𝑞𝑐𝑜𝑛𝑣 + 𝑞𝑣𝑎𝑝 + 𝑞𝑏𝑒𝑎𝑚 (2)

𝑞𝑟𝑎𝑑 = 𝜀𝜎𝐵(𝑇 4
𝑎𝑚𝑏 − 𝑇 4) (3)

𝑞𝑐𝑜𝑛𝑣 = ℎ(𝑇𝑎𝑚𝑏 − 𝑇 ) (4)

𝑞𝑣𝑎𝑝 = 𝐿𝑣

𝑛
∑

𝑖=1
𝑋𝑖44.331𝑝𝑖(𝑇 )

√

𝑀𝑊𝑖
𝑇

(5)

𝑞𝑏𝑒𝑎𝑚 = 𝑎(𝑇 )𝑃
[ 1
2𝜋𝜎2

𝑒𝑥𝑝
(

−
(𝑟 − 𝑟0)2

2𝜎2
)]

(6)

According to whether the parameter depends on the temperature or
the phase, the parameters in Eqs. (1)–(6) can be divided into two gen-
eral categories, the temperature/phase-dependent properties, and the
temperature/phase- independent properties. The temperature/phase-
independent parameters include molecular weights of each element
(𝑀𝑊𝑖), the Stefan–Boltzmann constant (𝜎𝐵), ambient temperature
(𝑇𝑎𝑚𝑏), and emissivity (𝜀), as well as laser process parameters including
centerpoint (𝑟0), standard deviation (𝜎), 𝑃 , and 𝑉 . These parameters are
assumed to be constant. The temperature/phase-dependent parameters
consist of the partial pressure of each element (𝑝𝑖), thermal conductivity
(𝑘), specific heat (𝐶𝑝), absorptivity (𝑎), and density (𝜌). h is the
natural convection coefficient. Table 1 displays the details of the phase-
independent parameters, while Table 2 presents the phase-dependent
parameters in detail implemented in the FE thermal model. The finite
element method is implemented using COMSOL with a mesh size of
1 μm, which is fine enough to capture the physics near the laser beam
region [29]. Based on the surface orientation and shape, COMSOL is
used to calculate h [43].

After obtaining the temperature profile in the melt pool, G and R
are calculated by the following equations [31]:

𝐺 =

√

( 𝜕𝑇
𝜕𝑥

)2
+
(

𝜕𝑇
𝜕𝑦

)2
+
( 𝜕𝑇
𝜕𝑧

)2
(7)

𝑅 = |𝑉 | ⋅ cos 𝜃 (8)

where 𝜃 is the angle between the normal vector of the solidification
front and the scanning velocity.

3.2. Finite interface dissipation(FID) phase field model

The microstructure printability map shows the degree of hetero-

geneity, measured as the dendritic microstructure area fraction, of the
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Table 1
Phase-independent thermo-physical parameters imple-
mented in the FE thermal modeling of the Ni-20 at.%Cu
investigated in this work.
Phase (i) Parameters Source

𝑇𝑎𝑚𝑏 [K] 298 [31]
4𝜎𝐵 [μm] 70 Manuf.
𝑀𝑊𝐶𝑢 [g/mol] 63.546 [44]
𝑀𝑊𝑁𝑖 [g/mol] 58.7 [44]
𝜀 0.07 [29]
𝑃 [W] 60–250 User
𝑉 [mm/s] 50–2400 User

Table 2
Phase-dependent thermo-physical parameters implemented in the FE thermal
modeling of the Ni-20 at.%Cu investigated in this work.
Phase (i) Solid (S) Liquid (L) Vapor (V )

𝜌𝑖 [kg/m3] 8910 [45] 8450 [45] 𝜌(𝑇 )
𝐶 𝑖
𝑝 [J/kgK] 520 [46] 746.4 [46] 𝐶𝑝(𝑇 )

𝛼𝑖 [unitless] 0.45[29] 0.45[29] 0.45[29]
𝑘𝑖 [W/mK] 100[47] 130 [47] 5 [29]
𝑘𝑖𝑧 [W/mK] 3000[29]
𝑝𝑖 [Pa] p(T)

Transform. (t) Solid ↔ Liquid (m) Liquid ↔ Vapor (v)

𝑇𝑡 [K] 1670[45] 2902[45]
𝛥𝑇𝑡 [K] 50[29] 200[29]
𝐿𝑡 [kJ/kg] 241[47] 5773[47]

longitudinal cross-section of the melt pool at a given set of processing
conditions. This is calculated using an integrated model that couples
the FE thermal model and the finite interface dissipation PFM. The
FE thermal model predicts the thermal history parameters, such as
G and R, at the solidification fronts, which are then projected onto
a two-dimensional plane (the y–z plane in Fig. 2) to produce the
2D (𝐺,𝑅) combinations at the longitudinal cross-section of the melt
pool. The G and R values are used as inputs for the finite interface
dissipation PFM in order to determine the microstructure morphology
at the corresponding position of the melt pool cross-section.

The simulations of the microstructure evolution are conducted for
Ni-20 at.%Cu via PFM, developed by Steinbach et al. [30,48]. The grid
spacing is set to 8 nm, and the domain size is 2000 × 2000 in this
ork [31]. An order parameter, 𝜙, is included in PFM, representing
he pure liquid phase when 𝜙 is equal to 0 and the pure solid phase
hen 𝜙 is equal to 1. PFM also includes fields describing composition
nd temperature. The total Gibbs free energy can be expressed by [30]:

= ∫𝛺

{

𝑓 intf + 𝑓 chem
}

,

intf =
4𝜎𝛼𝛽
𝜂

{

−
𝜂2

𝜋2
∇𝜙𝛼 ⋅ ∇𝜙𝛽 + 𝜙𝛼𝜙𝛽

}

,

chem = 𝜙𝛼𝑓𝛼
(

𝑐𝛼
)

+ 𝜙𝛽𝑓𝛽
(

𝑐𝛽
)

+ 𝜆
{

𝑐 −
(

𝜙𝛼𝑐𝛼 + 𝜙𝛽𝑐𝛽
)}

.

(9)

where 𝜂 is the interface width and 𝜎𝛼𝛽 is the interface energy. The La-
range multiplier 𝜆 can be determined assuming that the equilibration
chieves between two phases inside a reference volume RV and 𝜆 is
iven by [30]:

= 𝜙𝛼
𝜕𝑓𝛼
𝜕𝑐𝛼

+ 𝜙𝛽
𝜕𝑓𝛽
𝜕𝑐𝛽

−
𝜙̇𝛼𝑐𝛼 + 𝜙̇𝛽𝑐𝛽

𝑃
(10)

he concentration evolution equations of 𝑎 and 𝛽 phases, 𝑐𝑎 and 𝑐𝛽 , are
as follows:

𝜙𝑎 ̇𝑐𝑎 = ∇(𝜙𝑎𝐷𝑎∇𝑐𝑎) + 𝑃 𝑖𝑛𝑡𝑓𝜙𝑎𝜙𝛽 (
𝜕𝑓𝛽
𝜕𝑐𝛽

−
𝜕𝑓𝑎
𝜕𝑐𝑎

) + 𝜙𝑎𝜙̇𝑎(𝑐𝛽 − 𝑐𝑎) (11)

𝜙𝛽 ̇𝑐𝛽 = ∇(𝜙𝛽𝐷𝛽∇𝑐𝛽 ) − 𝑃 𝑖𝑛𝑡𝑓𝜙𝑎𝜙𝛽 (
𝜕𝑓𝛽
𝜕𝑐𝛽

−
𝜕𝑓𝑎
𝜕𝑐𝑎

) − 𝜙𝛽 𝜙̇𝛽 (𝑐𝛽 − 𝑐𝑎) (12)
5

s

Table 3
Material parameters used in the PF simulations.
Parameter (i) Values (S)

Grid spacing, 𝛥𝑥 (nm) 8 [31]
Interface width, 𝜂 (nm) 32 [31]
Molar volume, 𝑉𝑚 (cm3/mol) 6.6 [45]
Interface energy, 𝜎𝑎𝛽 (J/cm2) 1 ×10−5 [31]
Interface mobility, 𝜇𝑎𝛽 (cm4/Js) 2
Diffusivity of solid, 𝐷𝑆 (cm2/s) 1.0 ×10−9 [45]
Diffusivity of liquid, 𝐷𝐿 (cm2/s) 1.0 ×10−5 [45]
Interface permeability, 𝑃 𝑖𝑛𝑡𝑓 (cm3/Js) 50 000

where 𝐷𝑎 and 𝐷𝛽 are the chemical diffusivity for 𝑎 phase and 𝛽 phase,
eparately, 𝑓𝑎 and 𝑓𝛽 are the free energy densities of phase 𝑎 and
, respectively, generated by the CALPHAD database, and 𝑃 𝑖𝑛𝑡𝑓 is
he interface permeability coefficient [45]. 𝑃 𝑖𝑛𝑡𝑓 in this work can be
derived by 8𝑀

𝑎𝜂 [30]. And the lattice constant, a, is 3 × 10−8 cm, and
the mobility, M, can be estimated according to 𝐷𝛼 = 𝑀𝑅𝑇

𝑉𝑚
[31]. Since

𝐷𝛼 can be 𝐷𝐿 and 𝐷𝑆 , the range of M value can be between 10−12
and 10−9 cm5∕Js. M is selected to be 6 × 10−10 cm5∕Js in this work.
Therefore, 𝑃 𝑖𝑛𝑡𝑓 for Ni-20 at.% Cu is 50 000 cm5∕Js. The CALPHAD
formalism is used to define the free-energy densities for the liquid phase
and the solid phase [49]:

𝑓𝛼𝑉𝑚 = 𝑐𝛼𝐺
0
𝑁𝑏 +

(

1 − 𝑐𝛼
)

𝐺0
Cu

+𝑘𝑐𝑇
(

𝑐𝛼 ln
(

𝑐𝛼
)

+
(

1 − 𝑐𝛼
)

ln
(

1 − 𝑐𝛼
))

+ 𝑐𝛼
(

1 − 𝑐𝛼
)

𝑛
∑

𝑖=0
𝐺𝑖

(

2𝑐𝛼 − 1
)𝑖

(13)

where 𝑉 𝑚, 𝑘𝑐 , and 𝑇 represent the molar volume, ideal gas constant,
and temperature, respectively. 𝐺0

Ni, 𝐺
0
Cu are reference states of con-

stituent elements. 𝐺𝑖 terms are coefficients contributing to excess Gibbs
energy. The coefficients for each phase are obtained from [47].

The phase field evolution equation can be derived as following [30]:

𝜙̇𝛼 = −𝜋2

8𝜂
𝜇𝛼𝛽

{

𝛿𝐹
𝛿𝜙𝛼

− 𝛿𝐹
𝛿𝜙𝛽

}

= 𝜇𝛼𝛽

{

𝜎𝛼𝛽

[

∇2𝜙𝛼 +
𝜋2

𝜂2
(

𝜙𝛼 −
1
2

)

]

− 𝜋2

8𝜂
𝛥𝑔̃𝛼𝛽

} (14)

where

𝛥𝑔̃𝛼𝛽 = 𝑓𝛼 − 𝑓𝛽 −

(

𝜙𝛼 𝜇̃𝛼 + 𝜙𝛽 𝜇̃𝛽 −
𝜙̇𝛼

(

𝑐𝛼 − 𝑐𝛽
)

𝑃

)

(

𝑐𝛼 − 𝑐𝛽
)

(15)

By rearranging Eq. (14), the order parameters of the finite interface
dissipation PFM can be expressed as:

𝜙̇𝑎 = 𝐾{𝜎𝑎𝛽 [∇2𝜙𝑎
2 + 𝜋2

𝜂2
(𝜙𝑎 −

1
2
)] − 𝜋2

8𝜂
√

𝜙(1 − 𝜙)𝛥𝑔𝜙𝑎𝛽} (16)

𝐾 =
8𝑃 𝑖𝑛𝑓 𝜂𝜇𝑎𝛽

8𝑃 𝑖𝑛𝑓 𝜂 + 𝜇𝑎𝛽𝜋2(𝑐𝑎 − 𝑐𝛽 )
2

(17)

𝛥𝑔𝜙𝑎𝛽 = 𝑓𝑎 − 𝑓𝛽 + (𝜙𝑎
𝜕𝑓𝑎
𝜕𝑐𝑎

− 𝜙𝛽
𝜕𝑓𝛽
𝜕𝑐𝛽

)(𝑐𝛽 − 𝑐𝑎) (18)

where 𝜇𝑎𝛽 is the interfacial mobility, 𝐾 is the kinetic coefficient de-
scribing the impact of solute ‘‘jump’’ between phases, and 𝛥𝑔𝜙𝑎𝛽 is the
hemical driving force.
The frozen temperature approach is implemented to simplify the
odel and further speed up the prediction process. The temperature
volution equation can be written as:

(𝑦) = 𝑇0 + 𝐺(|𝑛| − 𝑅𝑡) (19)

here 𝑛 is along with the solidification direction, and 𝑇0 is the reference
emperature. Table 3 shows the detailed parameters used in the PFM
imulation.
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3.3. Boundary between the dendritic and the planar microstructure in G-R
map

FID was used to predict the boundary between the dendritic and
the planar microstructure in G-R map [31]. The thermal history, G
and R, are the input for FID, and the microstructure for the given
(G,R) combination can be predicted by FID. Therefore, the connection
between the microstructure morphology and the thermal history can
be built. Fig. A.1(a) displays the concentration profile for Cu, and
Fig. A.1(b) denotes the Cu concentration varies along the x direction,
as indicated by the red dash line in Fig. A.1(a). In Fig. A.1(b), 𝐶𝑖𝑛𝑡
represents the concentration between the cell cores. 𝐶𝑠 corresponds
to the concentration within the cell core. When (𝐶𝑖𝑛𝑡−𝐶𝑠)

𝐶𝑠
falls below

0.1%, the microstructure is considered to be planar; otherwise, it is
recognized as dendritic.

In Fig. A.2, 49 G and R combinations (G ranging from 105 K∕m to
08 K∕m and R ranging from 10−3 m∕s to 1 m∕s) was selected to roughly
stimate the range of the planar-to-dendritic and dendritic-to-planar
ransition growth rate for a given G. We also selected 30 additional (G,
) combinations to more accurately locate the transition growth rate
ithin the previous 49 data points. The predicted planar microstructure
s indicated by blue square symbols, while the predicted dendritic
icrostructure is indicated by red triangle symbols in Fig. A.2. The
G, R) combinations selected to predict the dendritic-planar boundary
re shown by the purple line in Fig. A.2. The planar and dendritic
oundary (red line) was generated to ensure that only dendritic mor-
hologies can be predicted within the triangle region surrounded by the
endritic-planar boundary in G-R map by the FID model. In contrast,
xclusively planar morphologies can be predicted outside the triangle
egion surrounded by the dendritic-planar boundary in the G-R map.

.4. The microstructure distribution

The thermal history, or (G, R) distribution, at the front of the melt
ool, can be calculated using a finite element thermal model. Based on
he (G, R) distribution across the entire melt pool, the corresponding
icrostructure can be predicted using a phase field model. This allows
s to obtain the microstructure distribution across the whole melt
ool front. After the microstructure pattern within the melt pool cross
ection is obtained, we can classify the microstructure distribution on
he basis of the presence and location of dendritic microstructures. If
o dendritic microstructure is predicted in the entire melt pool, the
icrostructure distribution is defined as ‘‘fully planar.’’ If the dendritic
icrostructure is located mainly at the bottom of the melt pool, the
icrostructure distribution is defined as ‘‘bottom dendritic.’’ Moreover,
he dendritic microstructure is mainly located at the melt pool top part;
he microstructure distribution is defined as ‘‘top dendritic’’. Finally, if
endritic microstructures are present throughout the entire melt pool,
he microstructure distribution is defined as ‘‘fully dendritic’’.

.5. Dendritic area fraction(FD)

As mentioned, the microstructure of the melt pool can be quantified
y the area fraction occupied by dendritic microstructures at the longi-
udinal cross-section of the melt pool. For instance, when this fraction
s zero, fully planar microstructures are present at the melt pool front,
hich corresponds to a case where planar growth is dominant. The
endritic area fraction (𝐹𝐷) is calculated using the following equation:

𝐷 =
𝐴𝐷
𝐴𝑡𝑜𝑡𝑎𝑙

(20)

where 𝐴𝐷 is the area where dendritic microstructures are found within
the longitudinal cross-section of a melt pool, and 𝐴𝑡𝑜𝑡𝑎𝑙 is the total area
of the longitudinal cross-section of the melt pool.

We use an approximate method to calculate the dendritic area
6

fraction (𝐹𝐷). First, we use a finite element thermal model to predict
the microstructure at each grid point in the domain using a mesh with a
size of 1 micrometer. A value of 0 is allocated to the grid when a planar
microstructure is predicted, whereas a value of 1 indicates a prediction
of dendritic microstructure. However, because we use the finite element
method to analyze a three-dimensional domain in COMSOL, there is no
direct relationship between the number of data points and the area they
represent. To establish this relationship, we subsample several data
points inside the melt pool on a grid of 0.1 μm by 0.1 μm. We then used
K-Nearest Neighbors(KNN) function with six neighbors in Matlab to
nterpolate the microstructure type of the sampled points based on the
ata predicted by the integrated model [50]. KNN uses the melt pool
osition as input, and its output labels correspond to the microstruc-
ure morphology, either planar or dendritic. Fig. A.3(a) indicates the
icrostructure morphology predicted directly by the integrated model,
oupling the phase field model and the thermal model [31]. The blue
olor represents the planar microstructure, while the red color indicates
he dendritic microstructure. Note that the data point distribution in the
elt pool is non-uniform due to the adaptive mesh. Fig. A.3(b) shows
he microstructure distribution predicted by KNN on 0.1 μm-by-0.1 μm
esh. Comparing Fig. A.3(a), Fig. A.3 (b) can determine the microstruc-
ure morphology uniformly on the melt pool. In Fig. A.3(b), we obtain
he number of subsampled points with dendritic microstructure 𝑛𝑑 (red
ymbols) and the total number of subsampled points 𝑛𝑡(red symbols and
lue symbols). 𝑛𝑑

𝑏𝑡
s a good approximation for 𝐴𝐷

𝐴𝑡𝑜𝑡𝑎𝑙
, or FD.

4. Results and discussion

In this section, we show the thermal history (G and R) distribution
throughout the melt pool for low, medium, and high LED. Two process-
ing parameters are selected for the low, and the high LED cases and
two processing parameters are chosen for the medium LED showing
top-dendritic and bottom-dendritic morphology, since LED is a suitable
processing parameter to control the material properties [29,51,52]. LED
is defined as:

LED = 𝑃
|𝑉 |

(21)

We also show each LED’s corresponding microstructure distribution
type and compare it with experimental results. Furthermore, we in-
vestigate the relationship between the thermal history distribution and
the microstructure distribution. Finally, we present a microstructure
printability map for Ni-20 at.%Cu, which predicts the homogeneous
and heterogeneous regions in the process parameter range based on
experimental results.

To understand the physical underpinnings for the formation of the
different microstructure distribution types, the effect of the thermal
histories distribution on the microstructure distribution is investigated
first in the case corresponding to the low LED condition in Fig. 3. We
define 𝑥 as the coordinate along the melt pool width direction, while
corresponds to the coordinate along the melt pool depth direction.
he origin is located at the top center of the melt pool. Since every
osition (𝑥, 𝑦) in the melt pool cross-section has its corresponding local
hermal history (𝐺 (𝑥, 𝑦) and R(𝑥, 𝑦)), we plot the G-R maps with color
ndicating positions in Fig. 3(a) and 3(c) to visualize how the local
hermal histories affect the local microstructure in Fig. 3(b) and 3(d).
hus, the color of the points in the G-R map (Fig. 3(b))indicates the 𝑥
osition within the molten pool (Fig. 3(a)), while the color of the points
n the G-R map (Fig. 3(d)) denotes the 𝑦 position within the molten pool
Fig. 3(c)).
The position-dependent G and R for the low LED case are shown in

ig. 3(b) and (d). The red line in the G-R map represents the dendritic-
lanar boundary, calculated using the FID model. Fig. 3(e) displays
he predicted microstructure distributions at the melt pool cross-section
ith low LED. The red points indicate the dendritic microstructure
s predicted at the melt front position (𝑥, 𝑦), while the blue points
epresent a planar microstructure. Fig. 3(e) shows a fully-planar mi-
rostructure distribution from the prediction with parameters P = 94 W,
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Fig. 3. Fully Planar Microstructure Distribution (low LED condition): This figure shows the relationship between the color (G, R) and microstructure morphologies (planar and
endritic) in a sample. Panel (a) shows the relationship between color and position along the width direction (x), as depicted in panel (b). In panel (b), the position-dependent G
nd R are shown, along with the thermal-histories-associated microstructure morphologies. Similarly, panel (c) shows the relationship between color and position along the depth
irection (y), as depicted in panel (d). In panel (d), the position-dependent G and R and the thermal-histories-amicrostructure morphologies are shown. The red lines in panels
b) and (d) indicate the boundary between planar and dendritic microstructures on the (G, R) space. The predicted microstructure distribution under a low LED condition (P =
4 W, |𝑉 | = 2260 mm/s, LED = 41.59 J/m) is shown in panel (e). The planar microstructure is predicted when (G, R) is within the red line, while the dendritic microstructure
s obtained outside the line.
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𝑉 | = 2260 mm/s, and LED = 41.59 J/m. Most of the points in Fig. 3(b)
nd (d) are located in the planar region since, in the low LED case,
at the melt pool front is large due to the fast 𝑉 in Eq. (8). Under

hese rapid solidification conditions, the microstructure has insufficient
ime to evolve stable dendritic growth patterns. The predicted FD value
or the track is 0.0045, indicating that the predicted microstructure
istribution type for the track is fully planar. Based on OM images,
he melt pool width is 68.4 ± 21.1 μm, and the depth is 4.8 ± 3.4 μm
xperimentally. The predicted melt pool dimension by the integrated
odel is 57.7 μm in width and 9.62 μm in depth. The predicted melt pool
idth is consistent with the experimental result, while the predicted
elt pool depth is slightly larger than the experimental result.
In Fig. 4, we study the microstructure distribution in a melt pool

reated with intermediate values for LED (P = 71 W, |𝑉 | = 300 mm/s
nd LED = 236.67 J/m). Fig. 4(b) and (d) show position-dependent
hermal histories (G and R) predictions across the longitude cross-
ection. The colors in Fig. 4(b) correspond to the 𝑥 coordinate along the
width direction, and the relative position in the melt pool cross-section
can be matched in Fig. 4(a). Similarly, the colors in Fig. 4(d) correspond
to the 𝑦 coordinate along the width direction, and the relative position
in the melt pool cross-section can be matched in Fig. 4(c). Based on OM
images, the experimental melt pool width is found to be 85.9 ± 0.9 μm,
and the depth is 19.8±3.2 μm. The integrated model predicts melt pool
dimensions of 77.6 μm in width and 17.1 μm in depth. These predicted
elt pool dimensions agree with the experimental results.
As in the case of the low LED case shown in Fig. 3, we can use

his visualization scheme to understand the resulting microstructure
istribution. In contrast to that case, a larger number of locations
ithin the cross-section of the melt pool is located within the region
nclosing the stable dendrite growth regime. This suggests that under
hese processing conditions, dendrites would form more readily. Yet,
ther locations within the melt pool are well within the planar growth
egion. In contrast to the low LED case, the local cooling conditions
orrespond to low 𝑅 based on Eq. (8), and in this case, a planar growth
icrostructure results from the slow evolution of the solid/liquid inter-
ace, corresponding to low solidification driving forces, suppressing in
urn dendrite growth.
7

Observing the figure more closely, we can see that the blue markers
n Fig. 4(b) correspond to points located at the midpoint of the melt
ool. Additionally, the blue markers in Fig. 4(d) correspond to the
ottom of the melt pool, as indicated by the link between these colors
nd the 𝑦 position shown in Fig. 4(c). Many of these points are located
ithin the stable dendrite growth regime (0.01 < 𝑅 < 0.2 m/s,
< 108 K/m), suggesting that dendrite growth is likely to occur at

he bottom of the melt pool. On the other hand, in Fig. 4(d), yellow
arkers tend to be in the planar regime because their local 𝑅 is so fast
𝑅 > 0.2 m/s) that dendrites do not have sufficient time to form. These
ellow markers correspond to the top of the melt pool, as shown in
ig. 4(c).
By mapping locations to the 𝐺 − 𝑅 maps, we can determine the
icrostructure distribution throughout the melt pool. The predicted
D by the integrated model is 0.6341, showing that both planar and
endritic morphologies exist in the melt pool. Fig. 4(e) shows a bottom-
endritic microstructure distribution under medium LED processing
onditions, which is consistent with the SEM result in Fig. 4(f). Due
o the medium 𝑉 , R under these medium LED conditions is lower than
hat of the low LED case. The lower R results in the top-central region
f the melt pool becoming planar. In contrast, the local solidification
onditions at the bottom of the melt pool are mostly located within the
table dendrite region in the 𝐺−𝑅map, as shown previously in Fig. 4(b)
nd (d).
Compared with the low LED case, where the fully planar microstruc-

ure can be observed, the formation of the dendritic microstructure
ccurs with the medium and high LED cases. In this medium LED case
P = 71 W, |𝑉 | = 50 mm/s, LED = 1420 J/m), we find that the blue
arkers in Fig. 5(b) and yellow markers in Fig. 5(d) correspond to
oints located at the center of the melt pool. The G-R values for these
oints have a moderate R (0.2 > 𝑅 > 0.01 m/s) and are located in
he dendritic region, so we expect to see only dendritic microstructures
t this location. The blue markers in Fig. 5(b) and yellow markers in
ig. 5(d) indicate that the points are located at the bottom of the melt
ool. Because the G-R values for most of these points have a small
(𝑅 < 0.01 m∕s) and are located in the planar region, we expect to
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Fig. 4. Bottom Dendritic Microstructure Distribution (medium LED condition): This figure illustrates the relationship between the microstructure distribution and position-dependent
thermal histories in a melt pool under medium LED conditions (P = 71 W, |𝑉 | = 300 mm/s, LED = 236.67 J/m). (a) Shows the relationship between color and position along the
width direction in (b). (b) Displays the position-dependent (x along the width direction) G and R and the corresponding microstructure morphologies (planar and dendritic) based
on the thermal histories. (c) Shows the relationship between color and position along the depth direction in (d). (d) Displays the position-dependent (y along the depth direction)
G and R, as well as the corresponding microstructure morphologies (planar and dendritic) based on the thermal histories. (e) Predicts the microstructure distribution. (f) Shows
the corresponding SEM results of the microstructure distribution under these medium LED conditions. The white dot line in (f) shows the melt pool boundary. The red lines in
(b) and (d) indicate the boundary between planar and dendritic microstructures in the (G, R) space. Microstructures are predicted to be planar when (G, R) falls within the line
and dendritic otherwise.
Fig. 5. Top Dendritic Microstructure Distribution (medium LED condition): This figure presents the relationship between microstructure morphology and G in the width and depth
directions during a processing condition of 71 W laser power, 50 mm/s laser velocity and 1420 J/m LED. In panels (b) and (d), the position-dependent G and R are plotted, with
the red lines indicating the boundary between planar and dendritic microstructures on the (G, R) space. Panel (e) shows the predicted microstructure distribution based on these
relationships, while panel (f) presents the corresponding scanning electron microscopy results. The white dot line in (f) shows the melt pool boundary. The relationship between
the color and position in panels (a) and (c) corresponds to the data plotted in panels (b) and (d), respectively.
see a dominant planar microstructure at the bottom of the melt pool.
Fig. 5(e) shows a predicted top-dendritic microstructure distribution.
The predicted FD of the processing parameter is 0.7067, indicating the
majority of the melt pool forms the dendritic microstructure. When 𝑉
is further decreased, the entire (G, R) distribution shifts toward the side
with a lower R compared to the previous medium LED case. As a result,
the dendritic pattern begins to form at the top-central part, while the
bottom part of the melt pool forms a planar microstructure. According
to OM images, the experimental melt pool width measures 94.2±8.3 μm,
and the depth is 29.3±4.3 μm. The integrated model predicts melt pool
dimensions of 88.8 μm in width and 21.9 μm in depth. The predicted
8

melt pool width aligns well with the experimental result, while the
predicted depth is smaller than the observed value.

There is some difference between the simulated and predicted re-
sults in Fig. 5, with the simulation showing a top-dendritic microstruc-
ture distribution with parameters P = 71 W and |𝑉 | = 50 mm/s in
Fig. 5(e), while the SEM images in Fig. 5(f) show a fully-dendritic
microstructure. However, it is essential to note that the processing
condition depicted in Fig. 5(e) is close to the boundary between mixed
and fully dendritic growth patterns, and as such, it is not unexpected
to see some deviation between the simulated and experimental results.
Nonetheless, FD in Fig. 5(e) is greater than 0.8, indicating that over
80% of the melt pool has the dendritic microstructure. Therefore, the
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Fig. 6. Fully Dendritic Microstructure Distribution (high LED condition): This figure presents the relationship between microstructure morphology and G during a high LED processing
condition (P = 212 W, |𝑉 | = 50 mm/s, LED = 4240 J/m). The position-dependent G and R are plotted in panels (b) and (d), respectively, with the red lines indicating the
oundary between planar and dendritic microstructures on the (G, R) space. Based on these relationships, the predicted microstructure distribution is shown in panel (e), and the
orresponding scanning electron microscopy results are displayed in panel (f). The white dot line in (f) shows the melt pool boundary. The relationship between the color and
osition in panels (a) and (c) corresponds to the data plotted in panels (b) and (d), respectively.
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odel can accurately predict the dominant microstructure of the melt
ool. When considering the entire processing space, there is overall
ood agreement between the predicted and experimentally determined
icrostructure heterogeneity.
In Fig. 6, we examine the microstructure distribution across the

ross-section of a melt pool produced under high LED conditions (P
212 W, |𝑉 | = 50 mm/s, LED = 4240 J/m). The panels in this

igure show that most points fall within the stable dendritic growth
egime (panels b and d). As a result, the microstructure distribution
redicted in panel (e) indicates that the entire cross-section of the melt
ool will solidify into a dendritic structure, confirmed by the scanning
lectron microscopy image in panel (f). The high laser power, in this
ase, leads to a lower G. At the same time, the moderate R provides
solidification driving force that is strong enough to encourage the
rowth of solid/liquid instabilities without being so fast as to suppress
endritic formation. The predicted FD is 0.9863, presenting that the
icrostructure distribution type for the processing parameters is fully
endritic. Based on the OM images, the experimental melt pool width
s 353.3±17.6 μm, and the depth is 409.3±22.4 μm. The integrated model
redicts a melt pool dimension of 186 μm in width and 119 μm in depth.
he discrepancy between the predicted melt pool dimensions and the
xperimental results can be attributed to the absence of fluid flow
echanisms in the FE thermal model. Since the processing parameter
s located in the keyhole region in Fig. 7b, the fluid flow effect can be
ominant.
The analysis presented above for four locations in the processing

pace suggests that the average cooling rate decreases with increasing
ED, and high LED values result in (G, R) combinations that promote
he onset of dendritic growth. By performing a similar analysis across
he entire processing space, it is possible to gain a more comprehensive
nderstanding of the effect of processing conditions on the extent of
icrostructure heterogeneity, which arises from the complex interde-
endence between process parameters and local cooling conditions, as
hown in Fig. 7.
The microstructure printability map in Fig. 7(a) presents the area

raction containing the dendrite microstructures (FD) in cross-sections
f the melt pool as a function of the processing parameters for the Ni-20
t.%Cu alloy. This map was generated using an integrated model com-
ining the FE thermal model and the finite interface dissipation PFM
9

nd is displayed with five contour lines (FD = 0.1/0.3/0.5/0.7/0.9)
indicated as black lines. The predictions of the map are validated
by experimental measurements of 46 single tracks, which are plotted
and classified into four microstructure distribution types: fully planar
(purple points), top dendritic (red points), bottom dendritic (black
points), and fully dendritic (white points). Fig. 7(c) shows OM images
and the corresponding WDS images of typical planar and dendritic
microstructure morphologies.

The microstructure printability map in Fig. 7(a) indicates that at
𝑉 | > 800 mm∕s, fully planar microstructures are expected to be
bserved in the cross-sections of the melt pool. This is due to the
apid solidification of the system, which does not allow enough time
or dendritic growth instabilities to develop and results in a homo-
eneous microstructure. On the other hand, at lower laser speeds
|𝑉 | ≤ 800 mm∕s), a mixture of planar and dendritic structures is
bserved experimentally and computationally. When the laser speed
s low (|𝑉 | < 500 mm∕s), dendritic-dominant microstructures are
represented for the cross-sections of the melt pool, this is because high
laser energy density (LED) melt pools have lower cooling rates (𝐺 ∗ 𝑅),
as shown in Fig. 6. As LED increases, the average cooling rate decreases
and the combination of (G, R) values that favor dendritic segregation
is obtained. The condition, 𝐹𝐷 = 0.5, is used to establish a bound-
ary between planar-dominant and dendritic-dominant microstructures,
which is indicated by the solid black line with the label 0.5 in Fig. 7(a).
As shown in Fig. 7(a), experimental results are consistent with the
simulations, showing only dendritic microstructures observed at low
laser speeds (|𝑉 | < 500 mm∕s) and only planar microstructures oc-
curring experimentally at higher laser speeds (|𝑉 | > 800 mm∕s). The
microstructures of the single track transits from a planar pattern to a
dendritic pattern with increased LED. All prints with fully dendritic
microstructures observed in the experimental results are predicted to
be in the dendritic-dominant microstructure region.

Setting an appropriate threshold for the area fraction of predicted
dendrite structures (FD) makes it possible to distinguish between het-
erogeneous and homogeneous microstructure types. In the experiment,
46 microstructure types were observed, with 32 out of 46 identified as
fully planar. These cases are indicated by purple symbols in Fig. 7(a).
By choosing the right threshold, it may be possible to predict the
onset of microstructure heterogeneity consistent with experiments—for
instance, setting a threshold of 0.3 results in 4 out of 46 cases being
misclassified, or an 8.7% discrepancy. Slightly higher disagreement
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Fig. 7. Figure (a) presents a microstructure printability map for LPBF Ni-20 at.%Cu, displaying the area fraction where the dendritic pattern is observed (FD) across the cross-section
n relation to the processing parameter in single track scans. The solid black line indicates the boundary where FD is 0.1/0.3/0.5/0.7/0.9, and the purple, red, white, and black
oints represent experimentally observed fully planar, top dendritic, fully dendritic, and bottom dendritic microstructures, respectively. Figure (b) shows a defect printability
ap for Ni-20 at.%Cu during LPBF, displaying the types of defects across the processing space. The markers represent the single-track defects observed experimentally across
he power–velocity space, including keyholing (green triangle), lack of fusion (orange triangle), and balling (magenta triangle). The blue circles represent good prints that were
xperimentally obtained, and the green, magenta, orange, and white regions indicate the keyholing, balling, lack of fusion (LOF), and good processing regions predicted by the
agar–Tsai model in Seede et al.’s work [17]. The yellow region represents the predicted processing parameter region that leads to a homogeneous, dendrite- and defect-free
microstructure. Within this region, this alloy is predicted to be unconditionally printable. Figure (c) displays two OM images with the corresponding processing parameters shown
on the map. The wavelength dispersive spectroscopy (WDS) images on the right indicate the Cu compositional distribution of two single-track scans. These maps illustrate the
characteristic dendritic and planar morphology predicted in single-track scans under varying processing parameters.
is observed when FD is set to 0.1, leading to 6 out of 46 cases,
or 13%, being misaligned with the experimental results. However, a
prediction of FD = 0.1 indicates that at least 90% of the melt pool
cross-section would correspond to a planar microstructure, and all the
processing parameter predicted to have the fully planar is consistent
with experiments. Therefore, to obtain a homogeneous microstructure,
selecting FD equal to 0.1 is recommended, as it will not misclassify a
heterogeneous microstructure. Furthermore, since more than 90% of
the whole melt pool area shows a planar pattern, the microstructure in
the melt pool is nearly homogeneous.

Note that the experimental microsegregation conditions are only
investigated in the melt pool’s top, bottom, and edge parts. This limited
observation may result in an underestimation of the dendritic area
fraction, as the whole melt pool front is not fully observed. As per
our analysis, one out of 32 single tracks printed as fully planar on
the printability map, the experimentally observed microstructure was
predicted to be dendritic-dominant. However, this point is located
on the boundary between planar-dominant and dendritic-dominant
microstructures.

The discrepancy between the predictions and experiments in this
region of the processing space may be due to variance in the solidifi-
cation conditions along the length of the melt pool. The complicated
solidification environment at the melt pool front can result in differ-
ent microstructure distributions in the longitude cross sections taken
at different locations for the same single track. Additionally, the FE
10
thermal model used in this work did not consider fluid flow effects,
which may significantly impact the solidification process in high-LED
process regions.

By combining the microstructure printability map in Fig. 7a with the
defect printability map, the defect-free and microstructure-homogeneous
region can be predicted in the processing parameter space. Fig. 7b
shows the defect printability map predicted by the Eagar–Tsai model
in Seede et al.’s work [17]. This map displays the processing parameter
regions where three types of macroscopic defects are predicted to occur:
keyholing (green), lack of fusion (orange), and balling (magenta). The
corresponding experimental data points are shown in the same colors
as the predicted regions, and the blue points represent the process
parameters in which good prints without macroscopic defects were
obtained experimentally. The keyholing criterion is 𝑊 ∕𝐷 ≤ 1.2 and
the lack of fusion criterion is 𝐷 ≤ 0.667, where 𝑊 corresponds to
the melt pool width and 𝐷 is the melt pool depth. A support Vector
Machine (SVM) classifier was used to predict the balling region based
on experimental results [17]. In their work, A third-degree polyno-
mial kernel support vector machine (SVM) classifier was employed
to identify the balling region for each material. After establishing
these defect criteria, finalized processing maps can be created for each
alloy [53]. In Fig. 7b, the solid black line indicates the location where
FD is 0.1/0.3/0.5/0.7/0.9, which represents the predicted boundary
between the heterogeneous and homogeneous microstructure with

varying thresholds in the processing parameter space.
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Fig. 8. Microstructure Distribution at unconditionally printable regime: This figure presents the relationship between microstructure morphology and G in the width and depth directions
during a processing condition of 212 W laser power, 1050 mm/s laser velocity, and 201.9 J/m LED. This processing condition corresponds to the small yellow region in Fig. 7(b).
In panels (b) and (d), the position-dependent G and R are plotted, with the red lines indicating the boundary between planar and dendritic microstructures on the (G, R) space.
Panel (e) shows the predicted microstructure distribution based on these relationships. The relationship between the color and position in panels (a) and (c) corresponds to the
data plotted in panels (b) and (d), respectively. FD is 0.083, indicating a mostly planar microstructure with minimal microsegregation.
By comparing Fig. 7(a) and Fig. 7(b), it is evident that there is
only a small region in the processing space, indicated by the yellow
color in Fig. 7(b), where fully homogeneous microstructures can be
expected in the printable region of the processing space for LPBF.
This result is significant because it indicates that, for this alloy, there
are intrinsic limits to the ability to print defect-free homogeneous
microstructures. The dendritic microstructure can be identified as a
significant contributor to certain defects, such as hot cracking [54,55].
The yellow region corresponds to the unconditionally printable regime,
in which parts can be printed that would require no post-processing
to homogenize the microstructure. In contrast, a significant portion of
the printable region for this system would result in microstructures
dominated by dendritic growth patterns.

The microstructure distribution and corresponding local thermal
history at a set of processing conditions within the unconditionally
printable regime (yellow region in Fig. 7(b)) are shown in Fig. 8. As
shown in Fig. 8(b) and (d), the majority of the local thermal histories
in the (G, R) map are located within the planar region, resulting in a
primarily planar microstructure throughput the melt pool cross-section
as shown in Fig. 8(e). According to the OM images, the experimental
melt pool width is 102.6 ± 2.1 μm and the depth is 51.6 ± 8.6 μm.
he integrated model predicts a melt pool dimension of 101 μm in
idth and 48.1 μm in depth, which agrees with the experimental
esults. The predictions suggest that only a tiny region at the bottom of
he melt pool is likely to solidify as a dendritic microstructure with
icrosegregation. The computed FD for this particular condition is
.07, which is below the 0.1 that we observed was the threshold to
redict an experimentally observed melt pool cross-section consisting
f exclusively planar growth solidification microstructures. Within this
egime, increasing |𝑉 | could potentially move the entirety of the local
(G, R) conditions within the melt pool to the (fast) planar growth
regime, but at these |𝑉 | it is likely that balling defects would form. On
the other hand, decreasing |𝑉 | would move (G, R) conditions within the
elt pool to the (slow) planar growth regime. However, under these
onditions, it is likely that the LED would be so high that keyhole
orosity would be observed. This suggests that control of the melt
ool thermal history to minimize microsegregation may be possible but
11

uite challenging in practice, particularly considering that the thermal
histories, under the same nominal process settings, may actually change
quite significantly depending on the local cooling conditions.

We note once again that this alloy has a relatively narrow solid-
ification range of approximately 20 K, which is comparable to the
solidification range of many alloys currently being investigated for
AM applications. However, it is expected that the vast majority of a
given alloy space will have significantly higher solidification ranges.
While the onset of dendrite growth is also strongly influenced by
other thermophysical properties such as thermal conductivity and mass
diffusivities in both solid and liquid phases, the solidification range,
𝛥𝑇 , is a dominant factor: as 𝛥𝑇 increases, the region in the G-R map
corresponding to stable dendrite growth expands accordingly.

Although it may be difficult to find processing conditions that
simultaneously eliminate both macroscopic defects and microscopic
heterogeneities within alloy spaces of interest to the AM community,
it is not impossible. Finding a solution to this challenge could bring
significant advancements in the process science for AM and lead to even
greater possibilities in the field. Additionally, the potential impacts of
the top, bottom, and fully dendritic microstructure distributions needs
future investigation."

5. Conclusion

In this study, we used an integrated model combining phase field
and thermal models to predict the microstructure distribution in a
model Ni–Cu binary alloy under low, medium, and high LED condi-
tions. The resulting melt pool cross-sections were observed to belong
to four major categories: fully planar, bottom dendritic, top dendritic,
and fully dendritic. These different microstructures were found to be
the result of different cooling conditions and locations in the G-R maps.
By combining the microstructure printability map with a process print-
ability map, we were able to identify a narrow region in the processing
space known as the unconditionally printable regime, where little or no
post-processing is necessary to achieve parts that are porosity-free and
have homogeneous microstructures. The major findings of the present

work can be summarized as follows:



Computational Materials Science 231 (2024) 112605X. Huang et al.

m
c
L
H
a
l
h
m

s
m
p
m

u
f
a
d
b
b

t
v
r
t
m

p
t
’
m
u

i
p
l
t
p

Fig. A.1. (a) Typical dendritic microstructure forms under L-PBF condition by FID model (G = 3.2 × 107 K/m, R = 0.0126 m/s). Cu concentration varies along line 𝑥 axis (b).
1. In the Ni-20 at.% Cu alloy system, we observed four different
icrostructure distribution types under low, medium, and high LED
onditions. Experimentally and computationally, we found that low
ED conditions result in a fully planar microstructure distribution.
owever, as LED is increased, dendritic growth patterns tend to form
t the bottom of the melt pool. As LED increases even further, the
ocation of dendrite growth shifts to the top of the melt pool. At very
igh LED levels and low scan velocities, we observe fully dendritic
icrostructures.
2. The thermal history distribution at the melt pool front has a

trong correlation with the distribution of the microstructure across the
elt pool. When the LED is high, the local cooling rate at the melt
ool front tends to be low, which causes the formation of the dendritic
icrostructure.
3. A microstructure printability map was created for Ni-20 at.%Cu

nder L-PBF AM conditions using an integrated model coupling phase
ield and thermal models. The map was used to predict the dendritic
nd planar microstructure distribution under various solidification con-
itions across the laser power-scan velocity processing parameter space,
ased on the dendritic area fraction. These predictions were validated
y experimental results.
4. The microstructure printability map was also used to predict

he homogeneous and heterogeneous microstructure distribution under
arious solidification conditions across the laser power-scan speed pa-
ameter space. Homogeneity was defined as a fully planar microstruc-
ure with no microsegregation. The simulated results were found to
atch the experimental results well.
5. By combining the microstructure printability map with a defect

rintability map predicted by the Eagar–Tsai model, it was possible
o identify a region in the processing space that corresponds to the
unconditionally printable regime’, in which it is possible to obtain both
icrostructure-homogeneous and defect-free prints. This regime can be
sed to avoid costly post-processing.
6. The relatively narrow solidification range of approximately 20 K

n the Ni-20 at.%Cu alloy system is similar to that of many commonly
rinted alloys. However, the fact that an alloy with such a narrow so-
idification range has a small unconditionally printable regime suggests
hat it may be challenging to find alloys with wide unconditionally
12

rintable regimes in practice.
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Fig. A.2. The (G, R) Combinations used to generate the dendritic-planar boundary predicted by PFM. The blue point indicates that the planar microstructure was predicted by
FM. The red point shows that the dendritic microstructure was predicted by PFM. The purple line represents the boundary between the dendritic microstructure and planar
icrostructure predicted by PFM.
Fig. A.3. The microstructure morphology predicted (a) by the integrated Model and (2) on 0.1 μm × 0.1 μm based by KNN.
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