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ABSTRACT

Deep Learning (DL) systems have received exponential growth in

popularity and have become ubiquitous in our everyday life. Such

systems are built on top of popular DL libraries, e.g., TensorFlow

and PyTorch which provide APIs as building blocks for DL systems.

Detecting bugs in these DL libraries is critical for almost all down-

stream DL systems in ensuring effectiveness/safety for end users.

Meanwhile, traditional fuzzing techniques can be hardly effective

for such a challenging domain since the input DL programs need

to satisfy both the input language (e.g., Python) syntax/semantics

and the DL API input/shape constraints for tensor computations.

To address these limitations, we propose TitanFuzz ś the first

approach to directly leveraging Large Language Models (LLMs)

to generate input programs for fuzzing DL libraries. LLMs are ti-

tanic models trained on billions of code snippets and can auto-

regressively generate human-like code snippets. Our key insight

is that modern LLMs can also include numerous code snippets

invoking DL library APIs in their training corpora, and thus can

implicitly learn both language syntax/semantics and intricate DL

API constraints for valid DL program generation. More specifically,

we use both generative and infilling LLMs (e.g., Codex/InCoder) to

generate and mutate valid/diverse input DL programs for fuzzing.

Our experimental results demonstrate that TitanFuzz can achieve

30.38%/50.84% higher code coverage than state-of-the-art fuzzers

on TensorFlow/PyTorch. Furthermore, TitanFuzz is able to detect

65 bugs, with 44 already confirmed as previously unknown bugs.

This paper demonstrates that modern titanic LLMs can be lever-

aged to directly perform both generation-based and mutation-based

fuzzing studied for decades, while being fully automated, gener-

alizable, and applicable to domains challenging for traditional ap-

proaches (such as DL systems). We hope TitanFuzz can stimulate

more work in this promising direction of LLMs for fuzzing.
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1 INTRODUCTION

Deep Learning (DL) is constantly providing revolutionary results

and systems in critical fields like autonomous driving [34, 85],

healthcare [9], and finance [68]. To build these systems, developers

use popular DL libraries such as TensorFlow [66] and PyTorch [57]

by composing individual library API calls, typically exposed in

Python, to build models and perform computations. Due to the

significance of detecting and fixing bugs in these DL libraries, re-

searchers have applied various automated bug-finding techniques

to test/analyze these libraries [16, 27, 45, 56, 70ś72, 77]. One such

popular methodology is fuzzing [8, 65, 84] ś where a large set of

inputs are generated and fed to the libraries to find potential bugs.

Previous work on fuzzing DL libraries mainly falls into two cat-

egories: API-level fuzzing [16, 72, 77] and model-level fuzzing [27,

44, 56, 71]. API-level fuzzing focuses on testing individual library

APIs by generating various different inputs for each target API to

discover potential crashes or result inconsistencies. On the other

hand, model-level fuzzing techniques aim to generate diverse com-

plete DL models and then compare the model outputs on different

backends (e.g., different low-level libraries of Keras [36]) to discover

potential bugs. While both model-level and API-level fuzzing tech-

niques have been shown effective in bug finding, they still suffer

from the following limitations:

1) Lack of diverse API sequences. Previous API-level fuzzers [16,

72] only focus on fuzzing each single DL library API in isolation.

These techniques attempt to create many different inputs to a partic-

ular target API via simple mutation rules. However, these inputs are

usually constructed by single code lines (at most one library input
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test and the test signature written by human developers. TestPi-

lot [63] directly uses Codex by prompting with the source code and

example usages of the method under test to automatically generate

unit tests. Additionally, TestPilot also involves an adaptive compo-

nent which re-generates failed unit tests by querying Codex given

the error message. CodaMosa [41] combines traditional search-

based software testing (SBST) [19, 20] with LLMs (e.g., Codex) for

effective unit test generation. Such existing techniques on LLM-

based unit test generation are project/system specific by requiring

precise information such as detailed code units under test and/or

dynamic test execution traces combined with prompting to elicit

generation of unit tests. In contrast, our approach directly leverages

the pre-training strategies of LLMs to auto-complete/infill code and

therefore can easily generalize to arbitrary real-world systems such

as compilers/interpreters of different programming languages, DB

systems, SMT solvers, smart contracts, and additional popular li-

braries with sufficient code examples in the massive pre-training

corpora of LLMs. Furthermore, such unit testing techniques can

only assist developers and require manual interaction since even

current largest LLMs (e.g., PaLM [14] and ChatGPT [62]) cannot re-

liably produce oracles for unit tests, while TitanFuzz on the other

hand is a fully automated approach through the usage of effective

fuzzing oracles (such as differential testing) at the system level, and

has already detected various bugs for real-world systems. Addi-

tionally, TitanFuzz is the first work to demonstrate that LLMs can

perform both generation-based [30, 80] and mutation-based [39, 50]

fuzzing studied for decades [84], while being fully automated, gen-

eralizable, and applicable to domains challenging for traditional

approaches (such as DL systems).

3 APPROACH

Figure 4 shows the overview of our TitanFuzz approach. Given any

target API, TitanFuzz first uses a generative LLM to generate a list

of high-quality seed programs for fuzzing (Section 3.1). This is done

by providing the model with a step-by-step prompt [60] to generate

code snippets that directly use the target API. For the generated

seeds, we further apply an evolutionary fuzzing algorithm to itera-

tively generate new code snippets (Section 3.2). In each iteration, we

start by selecting a seed program with a high fitness score from the

seed bank. We systematically replace parts of the selected seed with

masked tokens using different mutation operators (Section 3.2.1) to

produced masked inputs. Mutation operators are selected using a

multi-armed bandit algorithm [67] (Section 3.2.2) aiming to maxi-

mize the number of valid and unique mutations generated. Using

the masked inputs, we leverage the ability of infilling LLMs to per-

form code infilling to generate new code that replaces the masked

tokens (Section 3.2.3). For each generated mutant, we first filter out

any execution failures and use our fitness function (Section 3.2.4)

to score each mutant. We then place all generated mutants into

the seed bank, and for future mutation rounds, we prioritize seeds

that have a higher score, allowing us to generate a more diverse

set of high-quality code snippets for fuzzing. Finally, we execute

all generated programs using differential testing oracle on different

backends (CPU/GPU) to identify potential bugs (Section 3.3).

While our approach is general for any pair of generative and

infilling LLMs, in this work, we use Codex [12] and InCoder [21]

as our generative and infilling models, respectively. Codex is a state-

of-the-art generative code model based on the popular GPT-3 [10]

architecture where the model weights are first initialized using GPT-

3 weights trained on natural language text and then fine-tuned on

a large corpus of open-source code files. Codex can be used to

perform auto-completion where the input is simply a description

of the task (known as a prompt [10, 43]). In TitanFuzz, we use

Codex to automatically create the high-quality seed programs for

our evolutionary fuzzing algorithm. To obtain mutations from the

seed programs, we use the InCodermodel to perform code infilling.

Unlike the generative models such as Codex which only uses the

context before, InCoder is able to fill in code in the middle by using

both the context before and after. In TitanFuzz, we combine the

power of both types of LLMs by first using the generative model

(Codex) to produce high-quality seed programs and then using the

infilling model (InCoder) to generate additional mutated programs.

3.1 Initial Seed Generation

To generate the initial seed programs for a target DL API, we first

query the Codex model with a step-by-step prompt and sample mul-

tiple completions. Codex is trained using causal language modeling

where the model aims to predict the next token using all previous

generations. Given a training sequence of tokens 𝑇 = {𝑡1, 𝑡2, ..., 𝑡𝑛},

let 𝑇<𝑚 = {𝑡1, 𝑡2, ..., 𝑡𝑚−1} be the token sequence generated so far

(𝑚 ≤ 𝑛) and 𝑃 be the Codex model which outputs the probability

of generating a token. The Codex loss function is defined as:

L𝐶𝑜𝑑𝑒𝑥 = −
1

𝑛

𝑛∑︁

𝑖=1

𝑙𝑜𝑔 (𝑃 (𝑡𝑖 | 𝑇<𝑖 )) (1)

Figure 5 shows an example of the constructed prompt and model

output. In the prompt, we wrap our task description in a docstring

following [12]. More specifically, we include the target library (e.g.,

TensorFlow) and the target API signature (e.g., tf.nn.conv2d(input,

filters, ...)) in the prompt. The API signature is automatically

extracted from the API documentation with an HTML crawler. We

also design a step-by-step instruction (i.e., Task 1: ... Task 2:

... Task 3: ... in Figure 5) to improve the model’s performance

following [2, 47, 53, 73]. More precisely, we instruct the model to

perform three tasks sequentially: (1) import the target library; (2)

generate input data; and (3) invoke the target API. The constructed

prompt serves as the initial input for Codex and the raw seed

programs are obtained by sampling the autocompletion from Codex.

3.2 Evolutionary Fuzzing

Algorithm 1 describes the main evolutionary fuzzing algorithm of

TitanFuzz. We start by initializing the seed bank with the Codex

generated seeds (Line 2). The seed bank maintains the list of code

snippets that have been generated so far. Next, we initialize the

prior distribution of each mutation operator, which we will use and

update in the main loop for selecting mutation operators (Line 3).

We then enter the generation loop by selecting a current seed for

mutation according to a fitness score (Line 5). This seed selection

process first prioritizes those with higher fitness scores by choosing

the top 𝑁 seeds with the highest fitness score. Out of the top 𝑁

seeds, we perform a softmax [22] operation on their exact fitness

scores to determine the probability of picking each seed.
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Algorithm 2:Mutation operator selection algorithm
1 Function InitializeMPrior():
2 for m ∈ MutationOps do
3 m.S, m.F← 1, 1

4 Function SelectMutationOp():
Output :The chosen mutation operator m

5 for m ∈ MutationOps do
6 Sample 𝜃m ∼ Beta(m.S, m.F)

7 m★ = 𝑎𝑟𝑔𝑚𝑎𝑥m𝜃m
8 return m★

9 Function UpdateMPosterior(m, NumValid, NumInvalid):

10 m.S← m.S + NumValid
11 m.F← m.F + NumInvalid

the argument-replacement operator which replaces the entire argu-

ment list (which can includemore than one argument), the keyword-

insertion operator appends two span tokens at the end of the ar-

gument list. The two span tokens sandwich an equal sign, which

signifies to the model that the two spans together should form a

keyword. The equal sign is important, as without it, the model may

think that an additional argument should be added here instead of

a keyword. Keywords can unveil many interesting bugs because

typically only the base case keyword values are tested; this is espe-

cially true for API sequences, as the combination of keywords in

multiple API calls can lead to previously undiscovered bugs.

Prefix/Suffix. Just modifying the arguments of a specific API can

only produce limited code mutants, since there are only a limited

number of variables/literals available in the current scope for each

argument in the API call. As such, to further augment the seed

input, we apply prefix and suffix mutation operators, which choose

a code segment (spanning one or multiple lines) before or after

the target API invocation to insert the span token. In Figure 6, the

prefix-only operator replaces the first line in the seed input with the

span token. Themodel may then fill in this span tokenwith different

input generation methods instead of torch.rand. On the other hand,

the suffix-only operator adds a span token after the target API.

This allows the model to generate more code, potentially applying

other DL APIs on the output of the prior code, covering additional

interesting program behaviors/bugs. Since both the prefix and suffix

can affect arguments of the API, we further combine the prefix and

suffix together with the argument (i.e., the prefix-argument and

suffix-argument operators) to allow more freedom for generating

code before/after at the same time as argument generation.

Method. We include the method operator which replaces a ran-

domly chosen library API method name with a span token. The

idea is to generate a different library API invocation while using the

existing arguments. The inspiration comes from prior work [16],

which shows that it is common in DL libraries for related APIs to

share the same input, and borrowing inputs from one API can help

trigger bugs in its relational APIs. We can also leverage the method

operator to generate more unique code snippets and test more APIs.

3.2.2 Mutation Operator Selection. We first formulate our muta-

tion operator selection problem as a multi-arm bandit (MAB) prob-

lem [67], and then detail our algorithm. Our assumption is that

the mutation operator that works well (e.g., generating more bug-

triggering mutants) can be different for different DL APIs. Thus, we

would like to adaptively learn the effectiveness of each operator in

the generation loop. Intuitively, the validity of generated programs

from a mutation operator can be a strong hint for prioritizing/de-

prioritizing the operator. Thus, we model the mutation operator

selection problem as a Bernoulli bandit problem [61] as follows:

Definition 1. Bernoulli Bandit. Suppose there are 𝐾 arms, and

when played, each arm yields either a success or a failure. Each arm 𝑖 ∈

{1, . . . ,K} is associated with a success probability 𝜇𝑖 ∈ [0, 1], which

is unknown to the agent. At each time step 𝑡 , the agent will pull an

arm 𝑖𝑡 and observe a success/failure output drawn from the Bernoulli

distribution 𝐵𝑒𝑟 (𝜇𝑖𝑡 ). The objective is to maximize the accumulated

number of successes over 𝑇 rounds of experimentation.

Definition 2. Beta-Bernoulli Bandit. For a Bernoulli bandit

problem, let the agent adopt a Bayesian framework and choose the

standard beta distribution [1] as the independent prior belief over

each arm𝑚. The probability density function of the beta distribution,

for 0 ≤ 𝑥 ≤ 1, and parameters 𝛼 > 0, 𝛽 > 0 is given by

𝑓 (𝑥 ;𝛼, 𝛽) =
Γ(𝛼 + 𝛽)

Γ(𝛼)Γ(𝛽)
𝑥𝛼−1 (1 − 𝑥)𝛽−1

, where Γ denotes the gamma function [4]. If the prior is a 𝐵𝑒𝑡𝑎(𝛼, 𝛽)

distribution, the posterior will also be a beta distribution, with 𝛼 or 𝛽

increases by one with each observed success or failure, respectively.

For TitanFuzz, each mutation operator𝑚 can be seen as an arm

associated with an unknown expected success probability, defined

as the unique pass rate (percentage of generated code snippets

when using a mutation operator that are valid and different from

historical generations). When wełplayž an arm at time 𝑡 , we apply

the mutation operator to generate programs, validate them, and

interpret each program execution status as a success or failure.

To balance the exploitation and exploration trade-off in this

beta-Bernoulli bandit problem, we leverage the classic Thompson

Sampling (TS) algorithm [11, 67]. Algorithm 2 shows how TS, spe-

cialized for our mutation operator selection, proceeds. By initializ-

ing𝑚.𝑆 and𝑚.𝐹 to 1 (Lines 2-3), the algorithm assumes each arm

𝑚 has prior 𝐵𝑒𝑡𝑎(1, 1) (i.e., uniform distribution). After observing

𝑚.𝑆 − 1 successes and𝑚.𝐹 − 1 failures of arm𝑚, the posterior dis-

tribution of 𝜇𝑚 is updated as 𝐵𝑒𝑡𝑎(𝑚.𝑆,𝑚.𝐹 ). To select an arm, we

draw a sample 𝜃𝑚 from each of those posterior distributions (Line 6)

and play the arm with the largest sampled value (which indicates

that it has the highest probability of having the highest success

rate). After generation using LLMs, we then update the posterior

of the chosen mutation operator based on the execution statuses

of generated programs (Lines 10-11). Compared to randomly pick-

ing mutation operators to use, this approach allows us to identify

mutation operators that help generate more valid and unique code

snippets. Note the best mutation operators can be different for dif-

ferent target APIs, therefore we start a separate MAB game and

re-initialize the operator prior distribution for each end-to-end run

of the evolutionary fuzzing targeting one API.

3.2.3 Code Generation. After using the selected mutation oper-

ator to produce the masked input for code generation, we use

InCoder to generate new code to fill-in the masked-out location.

InCoder is trained using causal masking objective [21] to per-

form code infilling by using bi-directional context to determine

reasonable code snippets to place in the middle. Let 𝑇𝑚𝑎𝑠𝑘𝑒𝑑 =

{𝑇1,𝑇2, ...<SPAN>,𝑇𝑛} be training code tokens where span mask to-

kens are inserted,𝑀 = {𝑚1,𝑚2, ...,𝑚𝑘 } be the tokens masked out,
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𝑀<𝑔 = {𝑚1,𝑚2, ...,𝑚𝑔−1} be the list of tokens generated so far

(𝑔 ≤ 𝑘), 𝑃 be the InCoder model which outputs the probabilities of

generating a token. The loss function of InCoder can described as:

LInCoder = −
1

𝑘

𝑘∑︁

𝑖=1

𝑙𝑜𝑔 (𝑃 (𝑚𝑖 | 𝑇𝑚𝑎𝑠𝑘𝑒𝑑 , 𝑀<𝑖 )) (2)

We leverage the ability of InCoder to generate arbitrary but related

code snippets to target intricate library API relationships as the

model can learn from the context (surrounding code which already

focuses on library APIs) to generate additional APIs/code. As DL

library APIs operate on Tensors, a shape mismatch (e.g., vector

addition with incorrect dimensions) can lead to runtime errors.

Traditional mutations (e.g., changing random code elements) do not

work in generating valid DL programs since they can easily cause

runtime errors by incorrectly mutating the input and argument

space, and also cannot easily ensure the semantic validity [38, 55]

of the generated programs due to the dynamically typed language.

In contrast, InCoder is trained on millions of code snippets, many

of which contain usages of these library APIs [28]. This allows

InCoder to directly provide interesting/correct code based on the

bi-directional context and generate potentially valid DL programs.

Using the code generated by InCoder, we place them directly into

the <SPAN> of the mutated input to produce new code snippets.

3.2.4 Fitness Function. Similar to the mutation operator, the seed

programs we choose to mutate over are also important to generate

unique and interesting code snippets for fuzzing. As such, we design

a fitness function and score to rank each generated program. We

apply static analysis to calculate the fitness scores of each test pro-

gram. The intuition behind the fitness calculation is to give higher

scores to the generated mutation programs with deeper execution

path, more diverse computation graph, and more complicated API

invocations. Specifically, we consider the following features:

• Depth of dataflow graph.We statically analyse the dataflow of

variables within the generate code snippets to build a dataflow

graph with each edge representing data dependencies between

two operations. The depth of the dataflow graph (D) is defined

as the maximum number of edges in any path of the graph.

• Number of API calls. We count the number of unique library

API calls (U) that exist within each code snippets. Since LLM

tends to generate many code snippets where code line(s) are

repeated, we also count and penalize the number of library APIs

that are repeatedly called with the same inputs (R).

Combining all these factors, given generated code snippet 𝐶 , we

define our fitness function to be:

FitnessFunction(𝐶) = D + U − R (3)

According to the formula, TitanFuzz favors input programs in-

volving long-chained API sequences and more unique APIs. In this

way, it allows us to cover more interactions between different APIs,

potentially triggering more interesting program behaviors/bugs.

Meanwhile, using only the first two sub-terms would cause Titan-

Fuzz to cover longer and longer API sequences with repeated API

calls, making the fuzzing process less efficient. Therefore, Titan-

Fuzz further penalizes the sequences with repeated API calls.

3.3 Oracle

After the generation loop, we leverage differential testing oracle to

detect bugs by running the generated code snippets on two separate

backends. In short, we execute the generated code snippets on CPU

and GPU, record all the variables including the intermediate ones,

and detect potential bugs. We focus on the following bug types:

Wrong-Computation. We compare the values of all intermedi-

ate variables across the two execution backends and find wrong-

computation when values are significantly different. Due to the

non-deterministic nature of certain computations leading to slightly

different results on CPU or GPU, we follow previous work [72]

and use a tolerance threshold to check if values are significantly

different. Difference in computed values can indicate a potential

semantic bug in different backend implementations of a library API

or interactions between different APIs.

Crash. During program execution, we also detect unexpected

crashes, e.g. segmentation faults, aborts, INTERNAL_ASSERT_FAILED

errors. Such crashes indicate failures to check or handle invalid

inputs or corner cases, and can lead to security risks.

4 EVALUATION

We aim to investigate the following research questions:

• RQ1: How does TitanFuzz compare against existing DL

library fuzzers?

• RQ2: How do the key components of TitanFuzz contribute

to its effectiveness?

• RQ3: Is TitanFuzz able to detect real-world bugs?

4.1 Implementation

For seed generation, we use the Codex Completion model with

code-davinci-002 engine to sample 25 programs for each API. Since

the Codex model is not open-sourced, we access it by interacting

with the Codex API through HTTP requests from Python. Our

default setting for code completion for Codex uses top-𝑝 (nucleus)

sampling [31] with 𝑝 = 0.95 following previous studies [12, 21], and

𝑚𝑎𝑥_𝑡𝑜𝑘𝑒𝑛𝑠=256, 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒=0.4 tuned for our task. Since we

pose a maximum token limit to Codex model for code completion,

the generated program can end with an incomplete line. Thus, for

each Codex-produced program, we iteratively remove the last line

of the program until the syntax parsing succeeds. For fuzzing, we

choose𝑁=10 for seed selection and use the PyTorch implementation

of the InCoder 1.3B model on Hugging Face [33]. Our default

setting when using InCoder uses temperature = 1 with default

settings of top 𝑝 = 0.95 from previous studies [21]. We apply code

filtering to remove unnecessary code generated by the model such

as print statements. Furthermore, we apply dataflow analysis to

perform dead code elimination.

4.2 Experimental Setup

Targeted DL libraries. We include both PyTorch (v1.12) [57] and

TensorFlow (v2.10) [66], since they are two of the most popular

DL libraries and are widely studied in prior DL library testing

work [70, 72, 77].

Fuzzing budget. By default, we use a one-minute fuzzing budget

per API for all possible APIs of both studied libraries. Meanwhile,
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Figure 8: Codex seed generation trend

only provides the API name instead of API signature in the prompt

(e.g. replacing the entire target API signature with tf.nn.conv2d

in Figure 5). TitanFuzz-step removes the first two steps (import

library and input generation) and only asks Codex to call the target

API from the specified library version. First, we find that our default

sampling temperature value of 0.4 (red dotted line) provides a good

balance in terms of generating more valid programs and also cover-

ing more unique APIs on both PyTorch and TensorFlow. Second, we

observe that by adding step-by-step instructions (first import the

library and generate input data) to the prompt, we can substantially

improve Codex’s performance in both the number of unique valid

programs generated and API coverage, demonstrating the power

of prompt engineering for fuzzing for the first time. Furthermore,

by adding the API signature to the prompt, we provide Codex with

valuable information regarding the input parameter space to help

Codex generate more valid programs.

5.2.2 Evolutionary Generation. Next we look at the different fac-

tors and choices in the evolutionary fuzzing algorithm.

Mutation Operators.We examine the effectiveness of each of our

additional mutation operator types (except the default argument

operators). Table 3 shows results when we remove each type from

TitanFuzz. Column Valid considers only unique valid programs

and Column All also includes programs with runtime errors. We

observe that the highest number of unique programs and coverage

is obtained when we use full set of mutation operator. This shows

that each of the mutation operators can help in producing more

unique programs and covering additional lines.

Table 3: Ablation study of operators

Variants
PyTorch TensorFlow

# Unique Prog. Coverage # Unique Prog. Coverage

Valid All Valid All Valid All Valid All

TitanFuzz 6969 18245 17411 17957 5173 16865 84447 86536
-Suffix 5770 15813 16709 17691 4642 14501 81145 85294
-Method 6239 16943 16886 17615 3492 12519 83405 85454
-Prefix 6211 17082 17075 17797 3359 12345 83435 85645

Fitness Function. We compare our default fitness function against

its variants, as well as random selection (Random) and a simplistic

coverage guided [18, 35, 42, 50] (Coverage) baseline in Table 4. The

fitness function variants are constructed by removing each sub-

term from the original fitness function (Equation 3). We observe

that our chosen fitness function (D+U-R) is able to achieve close to

the highest coverage and number of unique programs generated for

both TensorFlow and PyTorch. Compared to random selection, our

chosen fitness function approach is able to obtain higher coverage.

This is due to the fitness function’s ability to guide the fuzzing pro-

cess towards using seeds with more unique APIs and longer chained

API sequences, leading to covering more lines of code. Compared to

our coverage-guided baseline which only adds programs with new

coverage to the seed bank for later mutation, our fitness function

has minimal additional overhead. This allows TitanFuzz to spend

more time on the generation, leading to not only higher coverage

but also more unique code snippets for testing.

Table 4: Ablation study of fitness function

Variants
PyTorch Tensorflow

# Unique Prog. Coverage # Unique Prog. Coverage

Valid All Valid All Valid All Valid All

D+U-R 6960 18245 17411 17957 5173 16865 84447 86536
D+U 5817 15609 17725 18415 2993 11253 82963 85455
D-R 5872 16916 17229 18046 2876 11861 83563 85599
U-R 6234 17321 16894 17820 4315 15495 84057 86286

Random 7288 20720 16674 17586 3274 13237 83440 85045
Coverage 5098 15300 16715 17617 3210 12880 83030 84194

Operator Selection Algorithm. We compare our default Thomp-

son Sampling operator selection algorithm (TS) with a uniformly

random selection baseline (Random). Table 5 summarizes the re-

sults. The TS bandit algorithm helps to generate more unique valid

programs and achieve higher code coverage in both libraries com-

pared to the random strategy. Specifically, the TS strategy can

generate around 2X more valid unique programs for TensorFlow;

in PyTorch, although TS can generate fewer unique programs in

total, it can still produce 12.5% more valid ones, demonstrating the

effectiveness of our MAB-based operator prioritization.

Table 5: Evaluation of operator selection algorithms

Library Algorithm
#Unique programs Coverage

Valid All Valid All

PyTorch
TS 6960 18245 17411 17957
Random 6185 18504 17003 17683

TensorFlow
TS 5173 16865 84447 86536
Random 2612 11816 83238 85469

InCoder vs Codex. Lastly, we also take a closer look at the con-

tribution of both Codex and InCoder in generating unique test

programs (# Unique Prog. per API) and time cost per unique pro-

gram (Time) in Table 6. We observe that while Codex can provide

high-quality seed programs, it is relatively slow compared to the

smaller InCoder model, demonstrating the benefits of leveraging

infilling LLMs and evolutionary mutation to further complement

the powerful but costly large generative LLMs for fuzzing.

Table 6: Generation efficiency of Codex and InCoder

Library Model
# Unique Prog. per API Time per Prog. (s)

Valid All Valid All

PyTorch
Codex 13.55 23.16 0.82 0.48
InCoder 92.38 450.68 0.51 0.10

TensorFlow
Codex 6.85 22.26 1.69 0.52
InCoder 67.17 358.06 0.67 0.13

5.3 RQ3: Detected Bugs

Table 7 summarizes the statistics of bugs detected by TitanFuzz. In

total, TitanFuzz detected 65 bugs, with 55 confirmed (including 20

crash and 35 wrong-computation bugs), including 44 confirmed as
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