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ABSTRACT

Deep Learning (DL) systems have received exponential growth in
popularity and have become ubiquitous in our everyday life. Such
systems are built on top of popular DL libraries, e.g., TensorFlow
and PyTorch which provide APIs as building blocks for DL systems.
Detecting bugs in these DL libraries is critical for almost all down-
stream DL systems in ensuring effectiveness/safety for end users.
Meanwhile, traditional fuzzing techniques can be hardly effective
for such a challenging domain since the input DL programs need
to satisfy both the input language (e.g., Python) syntax/semantics
and the DL API input/shape constraints for tensor computations.

To address these limitations, we propose TitanFuzz — the first
approach to directly leveraging Large Language Models (LLMs)
to generate input programs for fuzzing DL libraries. LLMs are ti-
tanic models trained on billions of code snippets and can auto-
regressively generate human-like code snippets. Our key insight
is that modern LLMs can also include numerous code snippets
invoking DL library APIs in their training corpora, and thus can
implicitly learn both language syntax/semantics and intricate DL
API constraints for valid DL program generation. More specifically,
we use both generative and infilling LLMs (e.g., Codex/INCODER) to
generate and mutate valid/diverse input DL programs for fuzzing.
Our experimental results demonstrate that TiTANFuZzz can achieve
30.38%/50.84% higher code coverage than state-of-the-art fuzzers
on TensorFlow/PyTorch. Furthermore, TITANFUZZ is able to detect
65 bugs, with 44 already confirmed as previously unknown bugs.

This paper demonstrates that modern titanic LLMs can be lever-
aged to directly perform both generation-based and mutation-based
fuzzing studied for decades, while being fully automated, gener-
alizable, and applicable to domains challenging for traditional ap-
proaches (such as DL systems). We hope TrTanFuzz can stimulate
more work in this promising direction of LLMs for fuzzing.
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1 INTRODUCTION

Deep Learning (DL) is constantly providing revolutionary results
and systems in critical fields like autonomous driving [34, 85],
healthcare [9], and finance [68]. To build these systems, developers
use popular DL libraries such as TensorFlow [66] and PyTorch [57]
by composing individual library API calls, typically exposed in
Python, to build models and perform computations. Due to the
significance of detecting and fixing bugs in these DL libraries, re-
searchers have applied various automated bug-finding techniques
to test/analyze these libraries [16, 27, 45, 56, 70-72, 77]. One such
popular methodology is fuzzing [8, 65, 84] — where a large set of
inputs are generated and fed to the libraries to find potential bugs.

Previous work on fuzzing DL libraries mainly falls into two cat-
egories: API-level fuzzing [16, 72, 77] and model-level fuzzing [27,
44, 56, 71]. API-level fuzzing focuses on testing individual library
APIs by generating various different inputs for each target API to
discover potential crashes or result inconsistencies. On the other
hand, model-level fuzzing techniques aim to generate diverse com-
plete DL models and then compare the model outputs on different
backends (e.g., different low-level libraries of Keras [36]) to discover
potential bugs. While both model-level and API-level fuzzing tech-
niques have been shown effective in bug finding, they still suffer
from the following limitations:

1) Lack of diverse API sequences. Previous API-level fuzzers [16,
72] only focus on fuzzing each single DL library API in isolation.
These techniques attempt to create many different inputs to a partic-
ular target API via simple mutation rules. However, these inputs are
usually constructed by single code lines (at most one library input
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x = torch.randn(3, 3, dtype=torch.float32)

print("Intermediate: ", torch.log(x * 2 - 1)) # Intermediate contains NaN
output = torch.matrix_exp(torch.log(x * 2 - 1)) # on CPU: Contains NaN

x = x.cuda()

output = torch.matrix_exp(torch.log(x * 2 - 1)) # on GPU: Does not contain NaN

a)

-8, 0, -0] # generated by previous statements
/ torch.clamp(x, min=0, max=1)
P
Pl

=1/ [-6, 6, -0] = [-Inf, Inf, -Inf] wrong!
=1/ [e, o, @] = [Inf, Inf, Inf] correct!

b)
Figure 1: Bugs in DL Libraries

creation AP, e.g., randomly initializing a tensor with a certain data
type and shape) and cannot reveal bugs that are caused by chained
API sequences. While model-level fuzzing techniques [27, 56, 71]
can potentially test API sequences, the mutation rules usually have
strict constraints, e.g., LEMON’s layer addition rule cannot be ap-
plied to layers with different input and output shape [71], while
Muffin needs to manually annotate input/output restrictions of
considered DL APIs and uses additional reshaping operation to
ensure valid connections [25]. As a result, model-level fuzzers can
only cover a limited set of APIs with limited patterns [72], missing
many diverse and interesting API sequences that can lead to bugs.

Figure 1a shows an example bug in PyTorch exposed by an API
sequence. A random input is created and the code produces an in-
termediate variable by invoking the log APIL The log function will
produce NaN (Not a Number) for negative inputs. In theory, when
matrix_exp is applied it should also contain NaN values. However,
when running this code on GPU, it does not output any NaN values.
More interestingly, this incorrect behavior on GPU cannot be repro-
duced if we just pass the intermediate tensor (which contains NaN)
instead of the API call log to matrix_exp. The bug is only triggered
by a synchronization error when we apply the API sequence. Prior
API-level fuzzers cannot find this bug; model-level fuzzers can also
hardly detect this bug as the specific sequence of log followed by
matrix_exp is rarely used in building DL models where the focus is
on layer APIs such as Conv2d or MaxPool2d.

2) Cannot generate arbitrary code. DL library APIs are exposed
to the end user in Python which is not a statically typed language,
making it hard to directly obtain the input and output argument
types. Also, library APIs usually operate on input tensors where a
shape mismatch (e.g., matrix multiplication with incorrect dimen-
sions) can lead to runtime errors. Traditional program synthesis
techniques [51, 54, 64] typically restrict themselves to a small set of
functionalities in the language and cannot deal with a large num-
ber of library APIs, each with their own specific input and output
parameters and types. As such, existing DL library fuzzers use pre-
defined generation grammars that focus on mutating a small part
of the program to minimize these errors. This limits the variety in
both code structure and also the types of inputs that we can use
to test library APIs. For example, FreeFuzz [72], a state-of-the-art
API-level fuzzer, will first collect the valid argument space (e.g.,
type and shape of the input tensor) for a target API by mining
open-source code snippets. During the fuzzing loop, FreeFuzz will
perform small mutations of these valid inputs to generate new in-
puts, e.g., changing the data type (e.g., float32 to float16). As such,
FreeFuzz is limited by the traced argument space and predefined
mutation rules. Meanwhile, Muffin [25], a recent state-of-the-art
model-level fuzzer, generates diverse models via using manually
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annotated specifications for each manipulated API and predefined
code structures (e.g. models consisting of sequential layers) in order
to preserve model validity. As such, such prior DL library fuzzers
cannot fully explore the huge search space that exists when it comes
to using DL library APIs.

Figure 1b shows an example bug in PyTorch which cannot be
detected by previous fuzzing techniques. The bug is caused by the
clamp function not clamping negative zero to positive zero on CPU.
Even though this bug is due to a single API, previous techniques
cannot detect this bug as negative zero is almost zero. However, the
bug is exposed when we apply 1 divided by the clamped list where
the correct value should be Positive Inf not Negative Inf (significant
value difference). Such Python basic expression is often used by
developers in combination with library APIs. However, this bug is
missed by prior work due to the restricted generation methods of
both existing API-level and model-level techniques.

Our Work. We propose TitanFuzz — the first fully automated
approach for fuzzing DL libraries via Large Pre-trained Language
Models (LLMs) [10]. As discussed earlier, DL libraries expose APIs
mostly in Python (dynamically typed), making it challenging to
directly apply traditional program synthesis to generate syntacti-
cally/semantically valid DL programs [6]. Moreover, DL APIs may
involve complicated input/shape constraints for tensor computa-
tions that are extremely hard to satisfy without additional manual
efforts. In contrast, modern LLMs can serve as a natural solution
as they are built using the popular Transformer [69] architecture
which allows for autoregressive generation (based on left context)
or infilling (based on bi-directional context) trained using billions
of code tokens to generate “human-like” programs. Our key insight
is that modern titanic LLMs can include numerous code snippets using
various DL libraries in their training corpora (e.g., there are >400,000
TensorFlow/PyTorch projects on GitHub, which is an important train-
ing source for modern LLMs), allowing them to implicitly learn both
Python syntax/semantics and intricate types/constraints of DL APIs to
directly generate/mutate valid DL programs for fuzzing DL libraries.

In TrranFuzz, we first use a generative LLM with a step-by-
step input prompt [47] to produce the initial seed programs for
fuzzing. To enrich the pool of test programs, we further adopt an
evolutionary strategy to produce new test programs by using LLMs
to automatically mutate the seed programs. This mutation process
is done using multiple mutation operators designed to leverage an
infilling LLM to replace only parts of the seed with new code. In
order to generate more complicated and diverse API call relations,
we design a fitness function which prioritizes seeds or mutated
test programs based on data-dependency depth and number of
unique library APIs, allowing us to discover bugs that can only be
found when studying complex API relationships. Finally, we execute
the generated test programs with differential testing on different
backends to detect bugs. In fact, both bugs in Figure 1 which cannot
be detected by any previous DL library fuzzers are detected by
TrtanFuzz and confirmed by developers as previously unknown
bugs. While our approach is general and can be built upon any
LLMs, we build our technique on Codex [12] and INCODER [21] as
they have shown state-of-the-art results for generative and infilling
tasks, respectively. Also, while we evaluate on two most popular
DL libraries: TensorFlow and PyTorch, our idea of directly using
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LLMs as the generation engine can be applied for fuzzing any DL
libraries with little additional effort and can further be extended for
fuzzing/testing software systems from other application domains.
In summary, this paper makes the following contributions:

e Dimension. This paper opens a new dimension for fuzzing
DL libraries (and beyond) by directly using LLMs as generation
engines. To our knowledge, this is also the first work demon-
strating that modern titanic LLMs can directly perform both
generation-based [80] and mutation-based [50] fuzzing studied
for decades, while being fully automated, generalizable, and
applicable to domains challenging for traditional approaches
(such as DL systems). Our approach can be easily extended to
test software systems from other application domains (e.g., com-
pilers, interpreters, DB systems, SMT solvers, smart contracts,
and other popular libraries). Moreover, this paper demonstrates
the promising future of directly leveraging modern LLMs for
fuzzing and testing in general.

e Technique. We implement TrranFuzz, a fully automated fuzzer
for DL libraries that first uses a generative LLM (Codex) to syn-
thesize high-quality seed inputs and then combines an infilling
LLM (INCoDER) with an evolutionary algorithm to guide the gen-
eration towards a higher number of unique library API usages
and valid/diverse DL programs.

e Study. We perform an extensive evaluation on two of the most
popular DL libraries: PyTorch and TensorFlow. Our result shows
that TITaANFuzz is able to cover 1329 / 2215 APIs with 20.98% /
39.97% coverage on PyTorch and TensorFlow respectively, im-
proving on the state-of-the-art fuzzing tools by 24.09% / 91.11%
in API coverage and 50.84% / 30.38% in code coverage. In ad-
dition, TrtaNFuzz is able to detect 65 bugs, with 44 already
confirmed as previously unknown bugs. Furthermore, we per-
form a broad ablation study to justify the design of components
in TrranFuzz.

2 BACKGROUND AND RELATED WORK

2.1 Fuzzing Deep Learning Libraries

DL libraries (e.g., TensorFlow [66] and PyTorch [57]) serve as the
fundamental building block for all DL pipelines by providing thou-
sands of APIs for building, training, and deploying DL models.
Figure 2 shows an example DL model that classifies an input image
with its associated training and inference steps. The DL model con-
sists of two convolutional (Conv2d) and one fully connected linear
(Linear) layers. In the forward pass, the first convolutional layer
with a non-linear activation function (RELU) produces an interme-
diate output, which is then passed to the second convolutional
layer. Next, the fully connected layer is called to produce the final
output. In short, using these sets of library APIs, which define the
functionality of each layer, the DL libraries essentially create a
computational graph, highlighting the flow of data in the model as
shown on the right side of the figure. In order to train the model,
we first initialize it together with an optimizer that updates the
model weights. Next, we load the training data, and for each pair of
input and its associated label, we obtain the model output. Finally,
we compute the loss together with its gradient to perform back-
propagation and update the model weights. To use the model for
inference, we first load the trained model and then pass the chosen
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Model Class
class ConvNet():

self.convl = Conv2d(3, 6, 3)
self.conv2 = Conv2d(6, 12, 3) N v

self.fc = Linear(300, 10)

def forward(self, input):
output = self.convi(input)
output = RELU(output)

output = self.conv2(output)
output = self.fc(output)

return output _—| \Jo
— Conv2d |y 2
Training Loop
NN = ConvNet() Linear
optim = Adam(NN.param, 1r=0.085)

train_Dataset = load_train_dataset() o) O
for input, label in train_dataset: 9
output = NN(input)
loss = loss_fn(output, label)
loss.backward()
optim.step()

[0.2, 4 ... 0.2, 8]

SoftMax [6, 1 ... 9, 8]
Inference label

NN = LoadNet(saved_file)

Image = Camera() Dog: 99%

output = NN(Image) Cat: 1%

prob = Softmax(output)

Figure 2: Deep Learning basics

image to get the model output. Further, we can use the Softmax API
to obtain the probability representation of the output.

Prior work on fuzzing DL libraries can be mainly classified into
two categories, namely model-level and API-level fuzzers. Model-
level fuzzers attempt to leverage complete DL models (which cover
various sets of DL library APIs) as test inputs. CRADLE [56] is one
of the first work in the area that detects inconsistencies by run-
ning existing models on multiple low-level backends of Keras [36].
To generate more diverse models, LEMON [71] and AUDEE [27]
further extend the idea of CRADLE to apply predefined mutation
rules on seed models/inputs. Muffin [25] further applies a top-down
approach to generate DL models for bug detection in both the in-
ference and training phases. Very recently, NNSmith [44] leverages
symbolic constraint solving and gradient-based search for high-
quality model synthesis. While such model-level fuzzers are able
to find bugs in DL libraries, due to the input/output constraints
of DL APIs, model-level mutation/generation rules either are re-
strictive to certain shape-preserving APIs [71] or require manual
annotation of the restrictions of all targeted APIs [25], leading to a
limited number of unique APIs covered. Different from model-level
fuzzing, API-level fuzzing focuses on finding bugs within a single
API at a time. FreeFuzz [72] is an API-level fuzzer that first learns
the valid inputs for each target API through mining open-source
code snippets and then applies simple mutations to generate diverse
inputs to test a target APL Similarly, DocTer [77] mines the input
constraints from API documentation by learning the extraction
rules with 30% manually annotated API parameters, and then gen-
erates valid and invalid inputs based on the extracted constraints to
detect crashes. More recently, DeepREL [16] and VFuzz [79] further
leverage relational APIs (e.g., APIs that always return the same re-
sults/statuses given the same inputs) and automatic differentiation,
respectively, as the test oracle for more effective API-level DL li-
brary fuzzing. While researchers have demonstrated that API-level
fuzzing can cover many more DL library APIs than model-level
fuzzing [16, 72, 79], API-level fuzzers cannot detect any bug that
arises from interactions within a complex API sequence.

2.2 Large Pre-trained Language Models

Large Pre-trained Language Models (LLMs) typically follow the
Transformer [69] architecture of an encoder to produce an encoded
representation of the input and a decoder to generate output tokens.
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Encoder-only Models
(Masked-Language Models)

i Decoder-only Models
| (Left-to-Right Models)

input = torch.
Decoder :|
zeros

Figure 3: Overview of different LLM architectures

Encoder-Decoder Models

training | input = torch.<SPAN> 6)

input input = torch.<ASIO(3, <MASIO) |

i | !
nodel i Encoder i EncodeTs
| | 3 DeCQder :]

output | <MASK>:zeros <MASK>:6 <SPAN>:zeros(3,

These LLMs are pre-trained on billions of available text on the inter-
net and have been widely used in many different Natural Language
Processing (NLP) tasks [10, 49, 81]. Due to the large amounts of
available pre-training data, LLMs without any fine-tuning on spe-
cialized datasets can already be directly used for very specific down-
stream tasks. This is accomplished using prompt engineering [47],
where a natural language description of the task together with a
few demonstrations of the task is provided to the LLM first before
the actual input. Researchers have demonstrated that this paradigm
of directly leveraging LLMs through prompts can already achieve
state-of-the-art performance on downstream tasks [10]. More re-
cently, supported by code naturalness [28], researchers have begun
to apply LLMs for programming languages [12, 17, 21, 78]. Similar
to the impressive performance achieved on NLP tasks, LLMs can
also excel in many code related tasks such as code completion [12],
code synthesis [6, 46], and automated program repair [74-76].

Based on the model architectures and pre-training tasks, LLMs
can be categorized into: Decoder-only, Encoder-only and Encoder-
decoder. Figure 3 shows the three LLM types. Decoder-only mod-
els [10, 12] use the decoder to predict the probability of the next
token based on all previous tokens. These models can be used in
an auto-regressive manner to perform auto-completion given all
previous (or left) context. Encoder-only models [17, 26] aim to pro-
vide a representation of the input through the use of the encoder
component. Such models are trained using the Masked Language
Model (MLM) objective where a percentage (e.g., 15%) of the tokens
during training are masked out, and the goal is to recover the true
values of these masked tokens based on both the context before
and after. Encoder-decoder models [5, 59] use both the encoder
and decoder component and are most commonly trained using the
Masked Span Prediction (MSP) objective. Instead of replacing each
chosen token with a masked token, MSP replaces a sequence of
tokens with a single masked span token. The model is then asked to
recover the entire sequence during training. During inference, these
models can be used to directly fill in code in the middle using both
the context before and after. However, training both the encoder
and decoder components can be time-consuming. As such, recently,
researchers have proposed the INCODER [21] model which uses
only the decoder component but can fill in text/code in the middle
through the Causal Language Model training objective [21]. Instead
of using the decoder to autoregressively predict the next token in
the original training data, similar to MSP, INCODER also replaces
random sequences in the training data with masked span tokens.
Using this processed training data, INCODER only autoregressively
predicts the original masked sequence given the processed input.
With this training strategy, the resulting INCODER model is also
able to perform infilling and achieve state-of-the-art results.

In summary, LLMs can perform two main types of code genera-
tion tasks: generative and infilling. Generative tasks involve auto-
completing a complete code snippet given the left context only
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(e.g., some starting code or a natural language description), typi-
cally done using decoder-only models. Infilling tasks aim to insert
the most natural code based on bi-directional context (e.g., in the
middle of a code snippet), which can be done using encoder-only,
encoder-decoder, and also decoder-only models that are trained
for infilling, such as INCODER. In this work, we leverage modern
LLMs to perform both types of generation tasks for fuzzing DL li-
braries. Besides generative models, inspired by recent work [74, 75]
on infilling-style program repair (where LLMs generate correct
patches by directly filling in the correct code given the context), we
also leverage infilling models to perform mutations by replacing a
small part of an input program with masked tokens and then filling
in generated code to produce even more diverse programs.

2.3 Testing using Deep Learning Models

Due to the recent advances in Deep Learning (DL), researchers have
looked into using DL models to facilitate automated test generation
or fuzzing of different software systems. Traditionally, such tech-
niques rely on training a neural network to produce code snippets
automatically. Seqfuzzer [86] employs a Recurrent Neural Network
(RNN) [13, 29] and GANFuzz [32] leverages the Generative Adver-
sarial Network (GAN) [24] for protocol fuzzing. Learn&Fuzz [23],
DeepSmith [15] and DeepFuzz [48] each trains a RNN to gener-
ate programs for PDF file parsers, OpenCL and C, respectively.
Similarly, Montage [40] targets JavaScript engines by training a
RNN to mutate subtrees of a seed input to produce valid JavaScript
programs. None of the above work has leveraged LLMs for fuzzing.

More recently, COMFORT [82], has been proposed to fine-tune
GPT-2 (with 1.5B parameters) [58] on open-source JavaScript pro-
grams. COMFORT then uses the fine-tuned GPT-2 model to synthe-
size JavaScript programs to test specific engines. While COMFORT
has demonstrated the potential of LLMs for fuzzing, it did not
leverage state-of-the-art LLMs for code and thus requires an ex-
tensive fine-tuning dataset. Moreover, COMFORT cannot perform
end-to-end test generation using GPT-2, and has to rely on addi-
tional heuristics to generate inputs for the synthesized programs.
In contrast, our work demonstrates for the first time that directly
leveraging state-of-the-art LLMs (e.g., Codex with 12B parameters)
can already perform end-to-end input generation for fuzzing real-
world systems (without any further fine-tuning). Also, our work
shows for the first time that step-by-step prompt engineering [60]
can substantially help boost fuzzing. Moreover, to our knowledge,
we are the first to apply infilling models (e.g., INCODER) to directly
perform mutation-based fuzzing [39, 50] to generate more diverse
input programs in an evolutionary fuzzing loop.

In addition to using DL techniques for fuzzing, another very
recently explored direction involves using LLMs for automated unit
test generation, e.g., GitHub Copilot has been shown to be promis-
ing for such purposes [7]. Different from fuzzing which focuses on
general approaches for testing complex real-world software sys-
tems, unit test generation involves targeting particular modules or
functions. As such, unit test generation requires additional knowl-
edge from the program under test such as callable modules (e.g.,
constructors) and functions. TeCo [52] fine-tunes the CodeT5 [83]
model to perform test completion for any targeted method under
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test and the test signature written by human developers. TestPi-
lot [63] directly uses Codex by prompting with the source code and
example usages of the method under test to automatically generate
unit tests. Additionally, TestPilot also involves an adaptive compo-
nent which re-generates failed unit tests by querying Codex given
the error message. CodaMosa [41] combines traditional search-
based software testing (SBST) [19, 20] with LLMs (e.g., Codex) for
effective unit test generation. Such existing techniques on LLM-
based unit test generation are project/system specific by requiring
precise information such as detailed code units under test and/or
dynamic test execution traces combined with prompting to elicit
generation of unit tests. In contrast, our approach directly leverages
the pre-training strategies of LLMs to auto-complete/infill code and
therefore can easily generalize to arbitrary real-world systems such
as compilers/interpreters of different programming languages, DB
systems, SMT solvers, smart contracts, and additional popular li-
braries with sufficient code examples in the massive pre-training
corpora of LLMs. Furthermore, such unit testing techniques can
only assist developers and require manual interaction since even
current largest LLMs (e.g., PaLM [14] and ChatGPT [62]) cannot re-
liably produce oracles for unit tests, while TrTANFuzz on the other
hand is a fully automated approach through the usage of effective
fuzzing oracles (such as differential testing) at the system level, and
has already detected various bugs for real-world systems. Addi-
tionally, TrTaNFuzz is the first work to demonstrate that LLMs can
perform both generation-based [30, 80] and mutation-based [39, 50]
fuzzing studied for decades [84], while being fully automated, gen-
eralizable, and applicable to domains challenging for traditional
approaches (such as DL systems).

3 APPROACH

Figure 4 shows the overview of our TITaANFuUZz approach. Given any
target API, TrtaNFuzz first uses a generative LLM to generate a list
of high-quality seed programs for fuzzing (Section 3.1). This is done
by providing the model with a step-by-step prompt [60] to generate
code snippets that directly use the target API For the generated
seeds, we further apply an evolutionary fuzzing algorithm to itera-
tively generate new code snippets (Section 3.2). In each iteration, we
start by selecting a seed program with a high fitness score from the
seed bank. We systematically replace parts of the selected seed with
masked tokens using different mutation operators (Section 3.2.1) to
produced masked inputs. Mutation operators are selected using a
multi-armed bandit algorithm [67] (Section 3.2.2) aiming to maxi-
mize the number of valid and unique mutations generated. Using
the masked inputs, we leverage the ability of infilling LLMs to per-
form code infilling to generate new code that replaces the masked
tokens (Section 3.2.3). For each generated mutant, we first filter out
any execution failures and use our fitness function (Section 3.2.4)
to score each mutant. We then place all generated mutants into
the seed bank, and for future mutation rounds, we prioritize seeds
that have a higher score, allowing us to generate a more diverse
set of high-quality code snippets for fuzzing. Finally, we execute
all generated programs using differential testing oracle on different
backends (CPU/GPU) to identify potential bugs (Section 3.3).
While our approach is general for any pair of generative and
infilling LLMs, in this work, we use Codex [12] and INCODER [21]
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as our generative and infilling models, respectively. Codex is a state-
of-the-art generative code model based on the popular GPT-3 [10]
architecture where the model weights are first initialized using GPT-
3 weights trained on natural language text and then fine-tuned on
a large corpus of open-source code files. Codex can be used to
perform auto-completion where the input is simply a description
of the task (known as a prompt [10, 43]). In TrtanFuzz, we use
Codex to automatically create the high-quality seed programs for
our evolutionary fuzzing algorithm. To obtain mutations from the
seed programs, we use the INCODER model to perform code infilling.
Unlike the generative models such as Codex which only uses the
context before, INCODER is able to fill in code in the middle by using
both the context before and after. In TritaNFuzz, we combine the
power of both types of LLMs by first using the generative model
(Codex) to produce high-quality seed programs and then using the
infilling model (INCODER) to generate additional mutated programs.

3.1 Initial Seed Generation

To generate the initial seed programs for a target DL API, we first
query the Codex model with a step-by-step prompt and sample mul-
tiple completions. Codex is trained using causal language modeling
where the model aims to predict the next token using all previous
generations. Given a training sequence of tokens T = {t1,t2, ..., tn},
let Tey = {t1, t2, ..., tm—1} be the token sequence generated so far
(m < n) and P be the Codex model which outputs the probability
of generating a token. The Codex loss function is defined as:

1 n

Leodex ==~ 21) log (P (t; | T<i)) M

Figure 5 shows an example of the constructed prompt and model
output. In the prompt, we wrap our task description in a docstring
following [12]. More specifically, we include the target library (e.g.,
TensorFlow) and the target API signature (e.g., tf.nn.conv2d(input,
filters, ...))in the prompt. The API signature is automatically
extracted from the API documentation with an HTML crawler. We
also design a step-by-step instruction (i.e., Task 1: ... Task 2:
. Task 3: ... in Figure 5) to improve the model’s performance
following [2, 47, 53, 73]. More precisely, we instruct the model to
perform three tasks sequentially: (1) import the target library; (2)
generate input data; and (3) invoke the target APIL. The constructed
prompt serves as the initial input for Codex and the raw seed
programs are obtained by sampling the autocompletion from Codex.

3.2 Evolutionary Fuzzing

Algorithm 1 describes the main evolutionary fuzzing algorithm of
TrtanFuzz. We start by initializing the seed bank with the Codex
generated seeds (Line 2). The seed bank maintains the list of code
snippets that have been generated so far. Next, we initialize the
prior distribution of each mutation operator, which we will use and
update in the main loop for selecting mutation operators (Line 3).
We then enter the generation loop by selecting a current seed for
mutation according to a fitness score (Line 5). This seed selection
process first prioritizes those with higher fitness scores by choosing
the top N seeds with the highest fitness score. Out of the top N
seeds, we perform a softmax [22] operation on their exact fitness
scores to determine the probability of picking each seed.
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]
Task 1: Import [TensorFlow|2.10.0 target library

Task 2: Generate input data

F;:rom ptt Task 3: Call the API|tf.nn.conv2d(input,filters,strides,
npu
P padding, data_format="NHWC',dilations=None, name=None)

import tensorflow as tf target API signature
tf.__version__

Codex input = tf.variable(tf.random.normal([1, 10, 1@, 1]))

Output

filter = tf.variable(tf.random.normal([3, 3, 1, 1]))
op = tf.nn.conv2d(input, filter, strides=[1, 1, 1, 1], padding='VALID')

Figure 5: Example generation from the Codex model.

Besides the seed selection, we also decide which mutation opera-
tor will be applied on the seed (Line 6). Since the mutation operators
that work well in helping the model to generate valid and unique
mutations can be different for different target APIs, we dynami-
cally learn the operator prioritization strategy using a Multi-Armed
Bandit (MAB) [67] algorithm. Each mutation operator will mask
out one or multiple segments of the current seed program with a
special <SPAN> token (Line 7). The masked input is then fed into the
INCoDER model to generate code snippets that infill the masked
regions (Line 8) with sampling. For each sample generated, we run
and statically analyze the code snippet (Line 9). Specifically, we
determine the code snippets that can be compiled (ValidSamples).
We then update the posterior distribution of the mutation operator
according to the number of valid and invalid samples it produced
(Line 10). For each valid sample, we compute the fitness score ac-
cording to our defined fitness function (FitnessFunction), which
is designed to prioritize a diverse set of seeds that have a high
number of unique interactions between different APIs, enabling us
to discover more potential bugs. Using the fitness score, we add
these samples into the seed bank for next iteration of seed selection
(Line 12). Finally, when the time budget is exhausted, we terminate
the generation and return the seed bank, now filled with a number
of unique code snippets using the target APL Next, we will detail
the key components for our algorithm.

3.2.1 Mutation Operators. We use four basic types of mutation
operators: argument, prefix, suffix and method. Figure 6 shows
the example masked inputs generated using each of our mutation
operators. We start by identifying the target API (e.g., torch.mm) in
the seed code snippet. Each mutation operator replaces a particular
location of the chosen seed code with a masked span token (<SPAN>).
For example, the argument-replacement mutation operator will

Algorithm 1: Evolutionary fuzzing algorithm

1 Function EvoFuzz(API, Seeds, T_Budget):

Input :The test target API, the seed programs Seeds, the time budget T_Budget
Output: The generated programs
2 SeedBank «— Seeds
3 InitializeMPrior ()
4 while T_Elapsed < T_Budget do
5 CurrentSeed «— SelectSeed (SeedBank)
6 MutationOp < SelectMutationOp ()
7 MaskedInput < Mask (CurrentSeed, MutationOp)
8 Samples <— InCoder (MaskedInput)
9 ValidSamples, InvalidSamples «— Evaluate (Samples)
10 UpdateMPosterior (MutationOp, Count (ValidSamples), Count
(InvalidSamples))
11 FitnessScore <— FitnessFunction (ValidSamples)
12 SeedBank «— SeedBank U ValidSamples
13 | return SeedBank
Seed A = torch.rand(50, 50)
Input B = torch.clone(A
= target API
(argument-replacement prefix-only
A = torch.rand(5@, 50) <SPAN>
B = torch.clone(A) B = torch.clone(A)
= torch.mm(<SPAN>) C = torch.nm(A, B)
argument< keyword-insertion prefix prefix-argument
A = torch.rand(50, 50) <SPAN>
B = torch.clone(A) B = torch.clone(A)
C = torch.mm(A, B, <SPAN>=<SPAN>) C = torch.mm(<SPAN>)
AN
rsuffix-only
A = torch.rand(50, 50)
B = torch.clone(A)
C = torch.mm(A, B)
T method n " ,
suffix . A = torch.rand(50, 5@
< suffix argument method B = e Elene)
A = torch.rand(50, 50) C = torch.<SPAN>(A, B)
B = torch.clone(A)
C = torch.mm(<SPAN>)
\<SPAN>

Figure 6: Mutation operators outputs (inputs for the model)

replace the argument of the target API call with the span token.
The key idea is to create inputs which leverage the ability of LLMs
to generate code snippets which replace each span token at the
desired location, i.e., replacing the <SPAN> token with the model
generation. We now define each of our mutation operator types:

Argument. The first is the argument-replacement mutation oper-
ator which replaces the API call arguments with the span token.
Using this masked input, the model can fill-in different arguments
to the API, generating unique and different program behaviors.
Note, the argument-replacement mutation operator is not limited
to just the target API and can be applied on any arbitrary library
APl in the code snippet. Furthermore, we use the keyword-insertion
mutation operator which attempts to allow the model to generate
additional keywords for a particular library API. Different from
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Algorithm 2: Mutation operator selection algorithm

1 Function InitializeMPrior():

2 for m € MutationOps do

3 L mSmFe1,1

4 Function SelectMutationOp():

Output: The chosen mutation operator m

5 for m € MutationOps do

6 | Sample O, ~ Beta(m.S, m.F)
7 m* = argmaxmOm

8 | returnm*

9 Function UpdateMPosterior(m, NumValid, NumInvalid):

10 m.S < m.S + NumValid
11 | mF < mF+ Numlnvalid

the argument-replacement operator which replaces the entire argu-
ment list (which can include more than one argument), the keyword-
insertion operator appends two span tokens at the end of the ar-
gument list. The two span tokens sandwich an equal sign, which
signifies to the model that the two spans together should form a
keyword. The equal sign is important, as without it, the model may
think that an additional argument should be added here instead of
a keyword. Keywords can unveil many interesting bugs because
typically only the base case keyword values are tested; this is espe-
cially true for API sequences, as the combination of keywords in
multiple API calls can lead to previously undiscovered bugs.

Prefix/Suffix. Just modifying the arguments of a specific API can
only produce limited code mutants, since there are only a limited
number of variables/literals available in the current scope for each
argument in the API call. As such, to further augment the seed
input, we apply prefix and suffix mutation operators, which choose
a code segment (spanning one or multiple lines) before or after
the target API invocation to insert the span token. In Figure 6, the
prefix-only operator replaces the first line in the seed input with the
span token. The model may then fill in this span token with different
input generation methods instead of torch.rand. On the other hand,
the suffix-only operator adds a span token after the target APL
This allows the model to generate more code, potentially applying
other DL APIs on the output of the prior code, covering additional
interesting program behaviors/bugs. Since both the prefix and suffix
can affect arguments of the API, we further combine the prefix and
suffix together with the argument (i.e., the prefix-argument and
suffix-argument operators) to allow more freedom for generating
code before/after at the same time as argument generation.

Method. We include the method operator which replaces a ran-
domly chosen library API method name with a span token. The
idea is to generate a different library API invocation while using the
existing arguments. The inspiration comes from prior work [16],
which shows that it is common in DL libraries for related APIs to
share the same input, and borrowing inputs from one API can help
trigger bugs in its relational APIs. We can also leverage the method
operator to generate more unique code snippets and test more APIs.

3.2.2  Mutation Operator Selection. We first formulate our muta-
tion operator selection problem as a multi-arm bandit (MAB) prob-
lem [67], and then detail our algorithm. Our assumption is that
the mutation operator that works well (e.g., generating more bug-
triggering mutants) can be different for different DL APIs. Thus, we
would like to adaptively learn the effectiveness of each operator in
the generation loop. Intuitively, the validity of generated programs
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from a mutation operator can be a strong hint for prioritizing/de-
prioritizing the operator. Thus, we model the mutation operator
selection problem as a Bernoulli bandit problem [61] as follows:

DEFINITION 1. Bernoulli Bandit. Suppose there are K arms, and
when played, each arm yields either a success or a failure. Each arm i €
{1,...,K} is associated with a success probability u; € [0, 1], which
is unknown to the agent. At each time step t, the agent will pull an
arm iy and observe a success/failure output drawn from the Bernoulli
distribution Ber (y1;,). The objective is to maximize the accumulated
number of successes over T rounds of experimentation.

DEFINITION 2. Beta-Bernoulli Bandit. For a Bernoulli bandit
problem, let the agent adopt a Bayesian framework and choose the
standard beta distribution [1] as the independent prior belief over
each arm m. The probability density function of the beta distribution,
for0 < x <1, and parameters o > 0, f > 0 is given by

) B T(a+pf) 41 —1
flxap) = mx (1-x)?
, where T denotes the gamma function [4]. If the prior is a Beta(a, )
distribution, the posterior will also be a beta distribution, with a or
increases by one with each observed success or failure, respectively.

For TrtanFuzz, each mutation operator m can be seen as an arm
associated with an unknown expected success probability, defined
as the unique pass rate (percentage of generated code snippets
when using a mutation operator that are valid and different from
historical generations). When we“play” an arm at time ¢, we apply
the mutation operator to generate programs, validate them, and
interpret each program execution status as a success or failure.

To balance the exploitation and exploration trade-off in this
beta-Bernoulli bandit problem, we leverage the classic Thompson
Sampling (TS) algorithm [11, 67]. Algorithm 2 shows how TS, spe-
cialized for our mutation operator selection, proceeds. By initializ-
ing m.S and m.F to 1 (Lines 2-3), the algorithm assumes each arm
m has prior Beta(1,1) (i.e., uniform distribution). After observing
m.S — 1 successes and m.F — 1 failures of arm m, the posterior dis-
tribution of py, is updated as Beta(m.S, m.F). To select an arm, we
draw a sample 0, from each of those posterior distributions (Line 6)
and play the arm with the largest sampled value (which indicates
that it has the highest probability of having the highest success
rate). After generation using LLMs, we then update the posterior
of the chosen mutation operator based on the execution statuses
of generated programs (Lines 10-11). Compared to randomly pick-
ing mutation operators to use, this approach allows us to identify
mutation operators that help generate more valid and unique code
snippets. Note the best mutation operators can be different for dif-
ferent target APIs, therefore we start a separate MAB game and
re-initialize the operator prior distribution for each end-to-end run
of the evolutionary fuzzing targeting one APL

3.2.3 Code Generation. After using the selected mutation oper-
ator to produce the masked input for code generation, we use
INCODER to generate new code to fill-in the masked-out location.
INCODER is trained using causal masking objective [21] to per-
form code infilling by using bi-directional context to determine
reasonable code snippets to place in the middle. Let T,,,q5keq =
{T1, o, ...<SPAN>, T, } be training code tokens where span mask to-
kens are inserted, M = {mq, ma, ..., my. } be the tokens masked out,
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Mey = {m1,my, ..., mg_l} be the list of tokens generated so far
(9 £ k), P be the INCopER model which outputs the probabilities of
generating a token. The loss function of INCODER can described as:

S

k
LinCoper = — Z log (P (mi | Tnaskeds M<i)) (2)
i=1

We leverage the ability of INCODER to generate arbitrary but related
code snippets to target intricate library API relationships as the
model can learn from the context (surrounding code which already
focuses on library APIs) to generate additional APIs/code. As DL
library APIs operate on Tensors, a shape mismatch (e.g., vector
addition with incorrect dimensions) can lead to runtime errors.
Traditional mutations (e.g., changing random code elements) do not
work in generating valid DL programs since they can easily cause
runtime errors by incorrectly mutating the input and argument
space, and also cannot easily ensure the semantic validity [38, 55]
of the generated programs due to the dynamically typed language.
In contrast, INCODER is trained on millions of code snippets, many
of which contain usages of these library APIs [28]. This allows
INCoDER to directly provide interesting/correct code based on the
bi-directional context and generate potentially valid DL programs.
Using the code generated by INCODER, we place them directly into
the <SPAN> of the mutated input to produce new code snippets.

3.2.4 Fitness Function. Similar to the mutation operator, the seed
programs we choose to mutate over are also important to generate
unique and interesting code snippets for fuzzing. As such, we design
a fitness function and score to rank each generated program. We
apply static analysis to calculate the fitness scores of each test pro-
gram. The intuition behind the fitness calculation is to give higher
scores to the generated mutation programs with deeper execution
path, more diverse computation graph, and more complicated API
invocations. Specifically, we consider the following features:

e Depth of dataflow graph. We statically analyse the dataflow of
variables within the generate code snippets to build a dataflow
graph with each edge representing data dependencies between
two operations. The depth of the dataflow graph (D) is defined
as the maximum number of edges in any path of the graph.

e Number of API calls. We count the number of unique library
API calls (U) that exist within each code snippets. Since LLM
tends to generate many code snippets where code line(s) are
repeated, we also count and penalize the number of library APIs
that are repeatedly called with the same inputs (R).

Combining all these factors, given generated code snippet C, we
define our fitness function to be:

FitnessFunction(C) =D+ U -R 3)

According to the formula, TitaNFuzz favors input programs in-
volving long-chained API sequences and more unique APIs. In this
way, it allows us to cover more interactions between different APIs,
potentially triggering more interesting program behaviors/bugs.
Meanwhile, using only the first two sub-terms would cause TITAN-
Fuzz to cover longer and longer API sequences with repeated API
calls, making the fuzzing process less efficient. Therefore, TITAN-
Fuzz further penalizes the sequences with repeated API calls.
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3.3 Oracle

After the generation loop, we leverage differential testing oracle to
detect bugs by running the generated code snippets on two separate
backends. In short, we execute the generated code snippets on CPU
and GPU, record all the variables including the intermediate ones,
and detect potential bugs. We focus on the following bug types:

Wrong-Computation. We compare the values of all intermedi-
ate variables across the two execution backends and find wrong-
computation when values are significantly different. Due to the
non-deterministic nature of certain computations leading to slightly
different results on CPU or GPU, we follow previous work [72]
and use a tolerance threshold to check if values are significantly
different. Difference in computed values can indicate a potential
semantic bug in different backend implementations of a library API
or interactions between different APIs.

Crash. During program execution, we also detect unexpected
crashes, e.g. segmentation faults, aborts, INTERNAL_ASSERT_FAILED
errors. Such crashes indicate failures to check or handle invalid
inputs or corner cases, and can lead to security risks.

4 EVALUATION
We aim to investigate the following research questions:

e RQ1: How does TrtanFuzz compare against existing DL
library fuzzers?

e RQ2: How do the key components of TrtanFuzz contribute
to its effectiveness?

e RQ3: Is TrtanFuzz able to detect real-world bugs?

4.1 Implementation

For seed generation, we use the Codex Completion model with
code-davinci-002 engine to sample 25 programs for each API. Since
the Codex model is not open-sourced, we access it by interacting
with the Codex API through HTTP requests from Python. Our
default setting for code completion for Codex uses top-p (nucleus)
sampling [31] with p = 0.95 following previous studies [12, 21], and
max_tokens=256, temperature=0.4 tuned for our task. Since we
pose a maximum token limit to Codex model for code completion,
the generated program can end with an incomplete line. Thus, for
each Codex-produced program, we iteratively remove the last line
of the program until the syntax parsing succeeds. For fuzzing, we
choose N=10 for seed selection and use the PyTorch implementation
of the INCoDpER 1.3B model on Hugging Face [33]. Our default
setting when using INCODER uses temperature = 1 with default
settings of top p = 0.95 from previous studies [21]. We apply code
filtering to remove unnecessary code generated by the model such
as print statements. Furthermore, we apply dataflow analysis to
perform dead code elimination.

4.2 Experimental Setup

Targeted DL libraries. We include both PyTorch (v1.12) [57] and
TensorFlow (v2.10) [66], since they are two of the most popular
DL libraries and are widely studied in prior DL library testing
work [70, 72, 77].

Fuzzing budget. By default, we use a one-minute fuzzing budget
per API for all possible APIs of both studied libraries. Meanwhile,
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for RQ2, we randomly sample 100 public APIs in each library and
conduct the ablation study experiments for five times and report
the average following prior work [37]. Also, for RQ3, we extend
the fuzz budget to four-minute per API for maximal bug finding.

Environment. We use a 64-core workstation with 256 GB RAM
and running Ubuntu 20.04.5 LTS with 4 NVIDIA RTX A6000 GPUs.
We use the coverage.py [3] tool to measure Python code coverage.

4.3 Metrics

Number of detected bugs. Following prior work on fuzzing DL
libraries [56, 70-72, 77], we report the number of detected bugs.
Code coverage. Code coverage has been widely adopted in soft-
ware testing and recently DL library/compiler testing [25, 45, 72].
We follow recent DL library fuzzing work (Muffin [25] and Free-
Fuzz [72]) and use line coverage.

Number of covered APIs. Following prior work [16, 72], we report
the number of covered APIs as another important metric of test
adequacy in DL libraries which typically have thousands of APIs.
Number of unique valid programs generated. A generated
program is considered valid if the program executes successfully
without exceptions and actually invokes the target API at least once.
We also remove the code snippets that have already been generated
and only consider unique programs.

Execution time. Since TrTaNFUzz uses LLMs as the generation
engines, it may take more time than existing fuzzers. As such, we
also record the execution time following prior work [45, 71, 72].

5 RESULT ANALYSIS
5.1 RQ1: Comparison with Prior Work

We compare TitanFuzz against both state-of-the-art API-level
(FreeFuzz [72], DeepREL [16]) and model-level (LEMON [71], Muf-
fin [25]) fuzzers for testing DL libraries. Table 1 presents the number
of library APIs covered by all studied techniques on TensorFlow
and PyTorch. We run each tool with its default setting, and since
LEMON and Muffin do not support PyTorch models, we only re-
port their results on TensorFlow. Column Total presents the total
number of APIs in each DL library. Note that we excluded the dep-
recated APIs and compatibility APIs in TensorFlow as they are no
longer actively maintained by developers.

We observe that TITANFuzz is able to cover 2215 and 1329 APIs
in TensorFlow and PyTorch, achieving the highest number of APIs
covered compared to state-of-the-art techniques. TITANFUZz increases
the number of APIs covered by 91.11% and 24.09% compared to the
best-performing baseline DeepREL. Compared with model-level
fuzzing techniques (LEMON and Muffin), LLM can greatly outper-
form them in terms of the number of covered APIs. This is due to
the fact that model-level fuzzers use complete DL models that are
implemented using a small set of layer-wise APIs such as Conv2d.
On the other hand, TitanFuzz is able to generate arbitrary code
through the use of both generative (Codex) and infilling (INCODER)
LLMs to achieve state-of-the-art results in terms of API coverage.

Table 1: Comparison on API coverage

| TrtanFuzz | DeepREL  FreeFuzz | Muffin  LEMON | Total

TensorFlow
PyTorch

2215 1159 581 79 35 3316
1329 1071 468 - - 1593
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Figure 7: Coverage trend against DeepREL

Table 2 presents the overall code coverage rate. We choose the
best-performing API-level and model-level baselines DeepREL and
Muffin according to API coverage and run with their default set-
tings. We observe that TitaNFuzz significantly outperforms both
DeepREL and Muffin, achieving the state-of-the-art result of 20.98%
and 39.97% line coverage on PyTorch and TensorFlow. Compared with
DeepREL, we increase the coverage result by 50.84% and 30.38% on
PyTorch and TensorFlow. The time cost of TrtanFuzz is higher due
to the larger number of tested APIs and the use of LLMs. However,
we observe that simply running TrtanFuzz with only seed genera-
tion and targeting only the APIs that are covered by DeepREL (Row
TrranFuzz-seed-only (w/ DeepREL APIs)) can already greatly
outperform DeepREL with even less time, showing the power of
directly using LLMs to produce high-quality seeds.

Figure 7 further shows the coverage trend of TrtanFuzz against
the best baseline DeepREL as we increase the time spent on fuzzing
each target APL In this experiment, we run both techniques with a
one-minute time budget for each API. We note that the DeepREL
coverage barely increases after around 10 to 20 seconds of fuzzing.
On the other hand, TrtanFuzz does not suffer from the same cov-
erage saturation. Even after 50 seconds of fuzzing, TrtaNFuzz can
still generate new programs that improve coverage. We attribute
this to both the usage of LLM to perform infilling and our guided
seed and mutation operator selection in the generation process.

Table 2: Comparison with the best existing techniques

PyTorch | TensorFlow

Coverage  Time | Coverage  Time

DeepREL 15794 (13.91%)  5.1h | 82592 (30.65%)  9.3h

Muffin

- - | 79283 (29.42%) 6.8h

TitanFuzz-seed-only
(w/ DeepREL APIs)
TrtanFuzz-seed-only
(w/ all APIs)
TrtanFuzz

18447 (16.25%)  3.4h | 89048 (33.05%)  4.9h

22584 (19.89%)  5.1h
23823 (20.98%)  9.9h

103054 (38.35%) 11.9h
107685 (39.97%) 21.1h

5.2 RQ2: Evaluation of Key Components

5.2.1 Seed Generation. We first study the various design choices
for our seed generation which uses the Codex model with a carefully
designed input prompt. The goal of the seed generation is to provide
high-quality programs for as many APIs as possible. Therefore, we
compare several variants of the input prompt and different Codex
model hyperparameter values.

Figure 8 shows the API coverage and number of unique valid
programs with different temperatures and prompts. TrtaNFuzz
represents the default strategy presented in Section 3.1, where the
prompt includes three steps to first import the DL library, generate
input, and then call the target APL. We also include the full API sig-
nature in the prompt to provide syntax guidance. TrTaANFUZz-sig.
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Figure 8: Codex seed generation trend

only provides the API name instead of API signature in the prompt
(e.g. replacing the entire target API signature with tf.nn.conv2d
in Figure 5). TrTaANFuUZZ-step removes the first two steps (import
library and input generation) and only asks Codex to call the target
API from the specified library version. First, we find that our default
sampling temperature value of 0.4 (red dotted line) provides a good
balance in terms of generating more valid programs and also cover-
ing more unique APIs on both PyTorch and TensorFlow. Second, we
observe that by adding step-by-step instructions (first import the
library and generate input data) to the prompt, we can substantially
improve Codex’s performance in both the number of unique valid
programs generated and API coverage, demonstrating the power
of prompt engineering for fuzzing for the first time. Furthermore,
by adding the API signature to the prompt, we provide Codex with
valuable information regarding the input parameter space to help
Codex generate more valid programs.

5.2.2  Evolutionary Generation. Next we look at the different fac-
tors and choices in the evolutionary fuzzing algorithm.
Mutation Operators. We examine the effectiveness of each of our
additional mutation operator types (except the default argument
operators). Table 3 shows results when we remove each type from
TrtanFuzz. Column Valid considers only unique valid programs
and Column All also includes programs with runtime errors. We
observe that the highest number of unique programs and coverage
is obtained when we use full set of mutation operator. This shows
that each of the mutation operators can help in producing more
unique programs and covering additional lines.

Table 3: Ablation study of operators

PyTorch ‘ TensorFlow

Variants " "

‘ # Unique Prog. Coverage ‘ # Unique Prog. Coverage

| Valid Al Valid All | Valid All Valid All
TrranFuzz 6969 18245 17411 17957 5173 16865 84447 86536
-Suffix 5770 15813 16709 17691 4642 14501 81145 85294
-Method 6239 16943 16886 17615 3492 12519 83405 85454
-Prefix 6211 17082 17075 17797 3359 12345 83435 85645

Fitness Function. We compare our default fitness function against
its variants, as well as random selection (Random) and a simplistic
coverage guided [18, 35, 42, 50] (Coverage) baseline in Table 4. The
fitness function variants are constructed by removing each sub-
term from the original fitness function (Equation 3). We observe
that our chosen fitness function (D+U-R) is able to achieve close to
the highest coverage and number of unique programs generated for
both TensorFlow and PyTorch. Compared to random selection, our
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chosen fitness function approach is able to obtain higher coverage.
This is due to the fitness function’s ability to guide the fuzzing pro-
cess towards using seeds with more unique APIs and longer chained
API sequences, leading to covering more lines of code. Compared to
our coverage-guided baseline which only adds programs with new
coverage to the seed bank for later mutation, our fitness function
has minimal additional overhead. This allows TrtaNFuzz to spend
more time on the generation, leading to not only higher coverage
but also more unique code snippets for testing.

Table 4: Ablation study of fitness function

PyTorch Tensorflow
Variants ) n
# Unique Prog. Coverage # Unique Prog. Coverage
Valid All Valid Valid All Valid All
D+U 5817 15609 17725 18415 2993 11253 82963 85455

5872 16916 17229 18046
6234 17321 16894 17820
Random 7288 20720 16674 17586
Coverage 5098 15300 16715 17617

2876 11861 83563 85599
4315 15495 84057 86286
3274 13237 83440 85045
3210 12880 83030 84194

\ \
\ \
\ I |
D+U-R 6960 18245 17411 17957 5173 16865 84447 86536

Operator Selection Algorithm. We compare our default Thomp-
son Sampling operator selection algorithm (TS) with a uniformly
random selection baseline (Random). Table 5 summarizes the re-
sults. The TS bandit algorithm helps to generate more unique valid
programs and achieve higher code coverage in both libraries com-
pared to the random strategy. Specifically, the TS strategy can
generate around 2X more valid unique programs for TensorFlow;
in PyTorch, although TS can generate fewer unique programs in
total, it can still produce 12.5% more valid ones, demonstrating the
effectiveness of our MAB-based operator prioritization.

Table 5: Evaluation of operator selection algorithms

Library ‘ Algorithm ‘ #Unique programs Coverage

| | Valid All - Valid All
PoTorch 6960 18245 17411 17957
yrore Random 6185 18504 17003 17683
TensorFl 5173 16865 84447 86536
ensortiow Random 2612 11816 83238 85469

INCoDER vs Codex. Lastly, we also take a closer look at the con-
tribution of both Codex and INCODER in generating unique test
programs (# Unique Prog. per API) and time cost per unique pro-
gram (Time) in Table 6. We observe that while Codex can provide
high-quality seed programs, it is relatively slow compared to the
smaller INCODER model, demonstrating the benefits of leveraging
infilling LLMs and evolutionary mutation to further complement
the powerful but costly large generative LLMs for fuzzing.

Table 6: Generation efficiency of Codex and INCODER

# Unique Prog. per API ‘ Time per Prog. (s)

Library ‘ Model
| | Valid All | Valid All
PyTorch Codex 13.55 2316 | 082 0.48
yrore INCODER | 9238 45068 | 051 0.10
TensorFlo Codex 6.85 2226 | 169 0.52
W | InCoper | 67.17 358.06 | 0.67 0.13

5.3 RQ3: Detected Bugs

Table 7 summarizes the statistics of bugs detected by TrranFuzz. In
total, TrtanFuzz detected 65 bugs, with 55 confirmed (including 20
crash and 35 wrong-computation bugs), including 44 confirmed as
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input_file = ['https://.../iris_training.csv’',
‘https://.../iris_test.csv']
training_dataset = tf.data.experimental.
CsvDataset(input_file[@], ..., header=True)
for e in range(10):
# The following operation 1is causing Check Fail
training_dataset = training_dataset.shuffle(1000).repeat().batch(512)
Target API: tf.data.experimental.CsvDataset
Catch: Check failed: @ <= new_num_elements ... (core dumped)
a)
X = torch.randn(10, 10).log() # x contains NaN
y = torch.histc(x, bins=16, min=0, max=1)
# On CPU: [48, ...] counts all NaN
# On GPU: [2, ...] does not count any NaN
Target API: torch.histc
Catch: Inconsistency between GPU and CPU
b)

u High Priority

indices = tf.constant([1, 2, 3, 4]) Security

data = [1.0, 2.0, 3.0, 4.0] p Vulnerability
output = tf.raw_ops.ParallelDynamicStitch(indices=indices, data=data)

# On CPU: [7.6904807, ...] out-of-bound read

#0n GPU: [0, ...

]
Target API: tf.raw_ops.ParallelDynamicStitch
Catch: Inconsistency between EPU and CPU
c
X = tf.constant([[1, 2, 3], [4, 5, 6]], dtype=tf.int32)
Z = tf.bitwise.right_shift(X, -1)
#0n CcPU: [[1, 2, 3], [4, 5, 6]]
# 0On GPU: [[0, 6, 0], [0, 6, 0]]
Target API: tf.bitwise.right_shift
Catch: Inconsistency between GPU and CPU
d

ot

Implementation
( -defined

Figure 9: Bugs detected by TitanFuzz

previously unknown bugs (21 of which already fixed). Out of the 55
confirmed bugs, only 9 can be also found by the studied API-level
fuzzers while none can be found by model-level fuzzers. Notably,
10 confirmed bugs are found by directly using the Codex generated
seeds without any mutation. We next present example bugs that
can only be detected by TitanFuzz, as well as one rejected bug:

Table 7: Summary of detected bugs

| Total | Confirmed  Unknown (Fixed) | Rejected

PyTorch 37 32 25 (13) 5
TensorFlow 28 23 19 (8) 5
Total | 65 | 55 44 (21) | 10

Figure 9a shows an overflow bug found when we repeatedly
batch an instance of CsvDataset. The code incorrectly crashes with
Check failed message when it instead should throw a catchable
overflow exception. What makes this bug hard to detect is that we
first must create the dataset, which TrTaNFuzz correctly generates
by calling CsvDataset (the two hyperlinks are in fact valid links to
obtain data). Furthermore, the bug is triggered by using the for
loop to repeatedly call the batch function. This type of unique input
generation and program structure (for loop) makes it impossible for
previous fuzzers to generate this test program. TrtanFuzz through
the use of LLMs can successfully generate the dataset creation code
and also Python-specific code (e.g., for loop) to expose this bug.

Figure 9b shows a bug in the torch.histc API where on CPU
the API incorrectly counts NaN values as part of the first bin in the
histogram. This bug is only found through TrranFuzz as it relies
on a chained API sequence of first generating the regular random
input and then applying the log function which can generate NaN
values for negative inputs. Due to the silent incorrect computation,
PyTorch developers have labeled this as a high priority bug.

Figure 9c shows a bug when a certain output index is left unspec-
ified for the API ParallelDynamicStitch. When running on CPU,
this API can perform an out-of-bound read without throwing any
exception. Although in theory, previous API-level fuzzers should be
able to find this bug since it is isolated within a single API. In prac-
tice, this bug is missed since this API is not covered by any of the
previous techniques. This is due to the fact that the particular API
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(ParallelDynamicStitch) is not commonly used. As such, previous
work cannot generate valid inputs to cover this API since they rely
on known valid input/API pairs obtained from databases created
by scraping open-source code [16, 72]. TiTaNFuzz is able to suc-
cessfully cover this API through the usage of Codex (with prompt
engineering) to provide high quality seeds. Due to the potential
for exploiting this silent out-of-bound read, TensorFlow developers
have labeled this bug as a security vulnerability.

Since we use the differential testing oracle by comparing the
values obtained when running on CPU and GPU, there could be
false positive cases where inconsistencies are tolerated or intended.
Figure 9d shows an obvious inconsistency detected by TitanFuzz
but rejected by developers. The cause is due to the inconsistency
when using right_shift with a negative value. While it is not ex-
plicitly stated in the documentation, the developers commented
on the issue report that because the CPU and GPU use different
lower-level shifting operators, the output result when shifting with
negative values will be dependent on the implementation.

5.4 Threats to Validity

Internal. The main threat to internal validity comes from the im-
plementation of TrtaNFuzz. To address this threat, the authors
carefully performed testing and code review to validate that it was
correctly implemented. Regarding randomness, while we only con-
duct RQ1 experiments for one run due to the large number of APIs,
we analyze the 5 runs for 100 APIs in RQ2. Targeting just 100 sam-
pled APIs, TrtanFuzz’s code coverage is 17957(+887) for PyTorch
and 86536(+£1499) for TensorFlow, substantially outperforming the
strongest baseline (DeepREL) with p-value<0.001 for both libraries.

External. The main external threat to validity originates from
our studied benchmarks. We mitigate this by evaluating on two
most popular DL libraries: PyTorch and TensorFlow. Our result
shows that TrTaNFuzz achieves the state-of-the-art results on both
libraries.

6 CONCLUSION

We propose and implement TITaNFuzz, the first approach for fuzzing
DL libraries via Large Pre-trained Language Models. TitanFuzz
first uses a generative LLM (e.g., Codex) to provide high-quality
seed programs through prompt engineering, and then leverages
an infilling LLM (e.g., INCODER) to mutate seed programs with an
evolutionary fuzzing algorithm. Our extensive evaluation on two
popular DL libraries (PyTorch and TensorFlow) demonstrates that
TrtanFuzz significantly improves the number of covered library
APIs and code coverage. Furthermore, TITANFUZz is able to detect 65
bugs, 44 of which are confirmed to be previously unknown. Overall,
this work demonstrates a promising future of directly leveraging
modern LLMs for fuzzing and testing in general.
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