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Abstract

We introduce new classes of integrable models that exhibit a structure similar to
that of flag vector spaces. We present their Hamiltonians, R-matrices and Bethe-ansatz
solutions. These models have a new type of generalized graded algebra symmetry.
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1 Introduction

The study of integrable spin chains is by now a mature subject — many infinite families of
such models have already been identified and solved. Many of these models were derived from
quantum (super) algebras [1-4]. The best known examples are of course Yangians [5, 6] and
quantum affine algebras [7, 8]. In fact, there is even a close relation between the functional
form of the R-matrix and the symmetry algebra [9]. Rational R-matrices typically have a
symmetry of Yangian type, while trigonometric R-matrices typically have a symmetry of a
quantum affine type. Hence, it may come as a surprise that new rational solutions of the
Yang-Baxter equation, and corresponding integrable spin chains, can still be found.

Recently, a more direct approach to classifying solutions of the Yang-Baxter equation has
been put forward which employs the so-called boost operator [10-13]. One of the advantages
of this approach is that it does not rely on symmetry arguments and gives a complete
classification. Several new solutions of the Yang-Baxter equation have been found that are
rational, trigonometric and elliptic. The natural follow-up question is then whether there
are quantum algebras that underlie these models. For some of the new models, the algebras
seem closely related to centrally extended algebras [14]. However, in [11] very simple rational
solutions (Models 4 and 6) were found for which the symmetry algebra was still unclear. More
precisely, Models 4 and 6 from [11] have a 4-dimensional Hilbert space at each site, and have
16 x 16 R-matrices that take the form

R~ yIW — PO 4oy (T — pEA) (1.1)

where 1% and P** are the usual identity and permutation matrix, but %% and PZ*% are
the identity and permutation operator restricted to a two-dimensional subspace, see (2.1),
(2.2). These models look like combinations of simple XXX type models. Similar models were
found in work on so-called multiplicity A-models [15] (building on earlier work in [16, 17]),
which were further studied and generalized in [18] and in [19] .

Inspired by this, we consider here a generalization of these types of models where we take
the R-matrix to be a linear combination of the identity, permutation and trace operators,
see (2.1)-(2.3), that are restricted to subspaces Vi, , C ... C Vi, C Vj, see Figure 1. We
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Figure 1: We consider a flag vector space with operators P, I, K acting on the tensor products
of various subspaces. In particular, I*™ ig the characteristic function of that subspace, i.e.
it is the identity for vectors in the subspace and 0 for the complement. The other operators
are similarly defined in the case of the permutation and the trace operator.

recall that, in linear algebra, a flag refers to such an increasing sequence of subspaces of a
vector space, and hence we name these solutions flag integrable models.

By using the boost operator method, we find three non-trivial infinite families of inte-
grable spin chains that have such a flag structure. We refer to these as models I, IT and III.
These models are characterized by a set k of d decreasing positive integers

E:{ko,kl,...,kd_1}7 n:k0>k1>...>kd_121, (12)

where n is the dimension of the Hilbert space at each site. A subset of model II can be
related to a subset of the model in [15]. Despite the simplicity of their Hamiltonians and
R-matrices, these models have nontrivial spectra, symmetries and degeneracies. We find a
fourth model, model IV, whose spectrum is purely combinatorial. For given values of n and
d, the number of possible models are (gj) for model I and II, and (2:;’) for models IIT and
IV, respectively, as we will see below.

We will show that our models exhibit a type of generalized graded Lie algebra symmetry,
which we will denote by gl(ko — k1] . . . |ka—2 — ka—1|ka—1). When the flag has only two stripes
i.e. d =2, then we return to the usual Lie superalgebra gl(n — k|k). We furthermore show
that Model I admits a Yangian extension of this algebra and is uniquely fixed by it.

We will also work out the nested algebraic Bethe ansatz for models I, II and III. Sur-



prisingly, many of the transfer-matrix eigenvalues are described by infinite, singular and/or
continuous Bethe roots.

2 Derivation of the models

In this section we derive the form of the flag models. Motivated by our work on Hubbard-
type models and the Maassarani-Matthieu models, we will consider Hamiltonians built out
of restrictions of the identity, permutation and trace operators.

2.1 The Hamiltonians

We begin by studying the direct generalization of Models 4 and 6 from [11]. We will see
that these models have R-matrices that are rational and of difference form, and are similar
to XXX-type models.

Notation Let us first define the restricted operators that we will use to construct our
integrable models. We denote

P = 3 e ey (2.1)
i,7=1

) = 3 e ey, (2.2)
i,7=1
1,j=1

where e; ; is an n X n matrix such that (e; ;)as = 0;a0;3, and 1 < m < n. For m = n, the
operator P becomes the usual permutation operator for a Hilbert space of dimension n,
and similarly, I™™ reduces to the identity matrix.

Hamiltonian Inspired by the simple form of Models 4 and 6 from [11], we consider a
similar nested structure where we combine general Hamiltonians that are built out of the
building blocks of SO(n) spin chains. Consider a set k of decreasing positive integers

E:{ko,kl,...,kdfl}, n:k0>k1>...>kd,121, (24)

where n = kg is the dimension of the Hilbert space at each site. We take our Hamiltonian
to be of the form

T
L

—

HY =) (a, 100" 4 b, PR o KB (2.5)

~
I
o



At this point we do not assume the R-matrix is of difference form and hence the coefficients
a;, b;, ¢; can depend on the inhomogeneities 6 of the spin chain. We will suppress the explicit
f-dependence in our notation. Nevertheless, when solving the integrability conditions, we
shall see that these coefficients are in fact constants and the corresponding R-matrix is of
difference form.

Boost operator formalism We now proceed to insert the Ansatz (2.5) in the general
boost operator formalism of [13] and classify all possible integrable Hamiltonians of this
form. In order for this system to be integrable, a criterion is derived in [13] that gives a set
of first-order differential equations for the coefficients of the Hamiltonian.

Recursion relations We can obtain recursion relations for the coefficients in the Hamil-
tonian by acting on subspaces of our total vector space Vj,. For instance, if we take a tensor
product of vectors from the complement of V; , then the only operators that act non-trivially
on it will be the operators PO 1) KO n this paper, we are looking for solutions that
are compatible with the general flag structures. There exist special solutions when k takes
specific values; while these solutions are potentially interesting, we do not consider them in
this paper.

When imposing the integrability condition on the complement of Vj,, we see that only
the terms with ag, by, ¢y will contribute to the integrability condition and, consequently, they
have to give an integrable Hamiltonian by themselves. We find the following equations

: ko —2
boéo = Cobo , bUCO (bo + 0 B Co) = O, (26)

where the dot denotes differentiation with respect to . There are three possible solutions
to these integrability conditions, all of which are constant, namely
ko — 2

b() = 0, Co = O, bo = 9 Cop. (27)

We easily recognize the usual SU(n) when ¢y = 0, and the SO(n) spin chain when by, =
%Co. The last case by = 0 is a generalization of a spin chain with SO(n) symmetry that
was found for the case n =4 in [11] (see formula (4.4) in that reference).

Next we take vectors from the complement of Vj, and then P () KO will con-
tribute as well. We find equations that relate the coefficients ag, by, co and aq,by,c;. We
generate the corresponding set of equations in Mathematica. There are on the order of 50
(dependent) equations.

Nevertheless, it can be quickly seen that the case where ¢y # 0 implies that a; = by =
c¢1 = 0. By induction this implies that there is only the contribution to our Hamiltonian
from the leading part, and we keep the spin chains that we identified in the first step. We
find that we need to take ¢y = 0 to get a new and interesting solution. When ¢y = 0, we can
normalize our Hamiltonian such that we find two possible cases by = 0, 1. Note that ay can
be arbitrary, since it multiplies the identity operator, and a shift of the Hamiltonian that is
proportional to the identity operator is harmless.



Let us first consider the case by = 1. The equations for a, by, ¢; coupled to ag, by, co can
then be solved to give three different non-trivial solutions

oalzl, b1:—1, 01:(]
.a1:_17 blz—l, 01:0

.CL1:07 b1:—2, C1:0

At the next level, we consider vectors from the complement of Vi, and we see that the
first two solutions impose that a;, b;, ¢; all vanish for ¢ > 1. Hence, for these solutions our
recursion terminates. The third solution, however, offers a continuation at the next level
and again gives rise to three cases

.CL2:1, bgz]_, CQZO
.CLQI—L 62:1, CQZO

.(12:0, b2:2, CQZO

Also in this instance, the first two solutions terminate the recursion again. Repeating this
process, we see that we are left with two types of models. First, there is the model with the
third-type solution repeated to the end:

-

d—1
HYF = g 10 1y [P0 12 3™ (1)) (2.8)
j=1

It is natural to introduce m € [1,n], and to define m by

1 ki<m< ]{30

2 k’g <m < k’l

) . (2.9)
d 0<m<kyg_y

The barred index indicates in which subspace our vector takes values. We can then rewrite

HY = qo I 4 b, PF, (2.10)

where

— -

Phe; @ ej) = (—1)"0e; @ ¢, (2.11)

is a generalization of the usual graded permutation operator!. For a flag with two stripes this
is just proportional to the usual graded permutation operator. To the best of our knowledge,
this simple rational model has not been found in the literature before.

'We thank the referee for pointing out this elegant form.



Second is the case where in the last step one of the other solutions is used

d—2

H™F = g 10 4 by | PO 4 2(2(—1)1‘1@(’%)) — (=1)dptka-1n) il[(kdl’")] S (212)

7=1
Third, there is a special case when kys_q = 2. In this case, we find that K® can appear.

Hence, we arrive at a third model given by

d—2
prn) 4 o ( S (~1yp ,n>> — (~1)4P@™ £ K@M £ @)

j=1

jZ SR (CHON (2.13)

Notice that the only possible SO(N) type integrable Hamiltonian that is compatible with
the imposed flag structure is the usual SO(NV) spin chain. The only other instance in which
the trace operator appears is in the case ky_1 = 2 as in Model III.

Let us finally consider the case with by = ¢y = 0. Since we can set ay = 0 without
loss of generality, we find at the next step that by = ¢; = 0, and that a; is constant. By
induction, this structure goes through to the other levels as well, and generically one arrives
at a diagonal Hamiltonian, which is trivially integrable. However, also here there is a special
case when k;_1 = 2. When this is the case, we find a non-trivial Hamiltonian. This is our
fourth model, which we denote by

d-1
HYVE —p, (]p(Z,n) _ K(Z,n)) + Z aj]I(kj’") ) (2.14)

J=0

This model, however, is different from the previous ones since its spectrum is purely com-
binatorial: all the eigenvalues are simply integer multiples of the coefficients a; and by_;.
Hence we will not consider this model much further.

2.2 R-matrices

In order to prove that these models are integrable, we compute the R-matrices that generate
the Hamiltonians. We emphasize that we restrict throughout this paper to non-graded R-
matrices, which satisfy the non-graded (ordinary) Yang-Baxter equation. Unsurprisingly,
the R-matrices can be expressed in terms of the same operators as the Hamiltonians, and
are easily found from the Sutherland equation [10-13]

[Ri3Ra3, Hio(u)] = Ri3Ras — RizRas, (2.15)

where the dot indicates the derivative with respect to the first spectral parameter R(u, v) =
Oy R(u,v). The Sutherland equations can be derived from the Yang-Baxter equation and
give a set of non-linear first-order differential equations for the R-matrix in terms of the
Hamiltonian. Given that the R-matrix needs to satisfy the boundary conditions R(u,u) = P
and R(u,u) = PH, we find that a given Hamiltonian leads to a unique R-matrix which is a
solution of the Yang-Baxter equation.



2.2.1 Model I

The R-matrix corresponding to the Hamiltonian (2.8) is given by

d—1
RY¥(u) = (u+1) (n P 4o I 4 2y Z(—l)jl[(’“f’”)> : (2.16)

j=1
where we hereby set
ap =1, b():l, (217)

where 7 has the interpretation of a quantum parameter (Planck’s constant) rather than an
anisotropy parameter. We can do this since we are free to choose a normalization of the
R-matrix and also redefine our spectral parameter. The form of this R-matrix is evidently
very simple.

We can now decompose the R-matrix into the sum of the permutation matrix and a
simple diagonal matrix, namely

-

RY(u) = (u+ 1) [77 pun) 4 o uﬁ] , (2.18)

where ZF is a diagonal matrix with the following +1 entries

—

T (e; @ ej) = (—1)™0De; @ ;. (2.19)

To the best of our knowledge this is a new R-matrix.

2.2.2 Model 11

The R-matrix corresponding to the Hamiltonian (2.12) is

d—2
R (u) = (u+1) (u]l(”’”) + P 420 ) (=1 TR — (1) T 4 uIF’(kdl’")> :
j=1

(2.20)

The first three terms coincide with the R-matrix for Model I, but with vector {ko, ..., kq_2}.
Hence, we can write it as

—

RIIi’E(U) _ RI,kfl(u) i u(u + 1) (_1)d [(ka-1.n) P(kd71,n)i| 7 (221)

where by RLE—l(u) we denote the R-matrix of Model I corresponding to k with the last
element dropped.

At this point, let us spell out more clearly that this R-matrix actually describes a family
of models indexed by k and the + sign. For fixed values of n and d, there are (Zj) possible

sets of k’s. For n = ko = 5, for example, we have:



e d =1 : only one model, corresponds to XXX

d=2: {k} can be equal to k; = {{1}, {2}, {3}, {4}}, so there are four sets of k’s;

d=3: {kla k2} can be equal to {kla kQ} - {{27 1}7 {37 1}7 {4a 1}7 {37 2}7 {47 2}7 {47 3}}5
resulting in six different sets of k’s;

d=4:{ky, ko, k3} can be equal to {{3,2,1},{4,2,1},{4,3,1},{4, 3,2}}, which corre-
sponds to four sets of £’s;

o d=05:{ky, ko, ks, ks} can be only equal to {4,3,2,1}.

We note that a subset of Model II can be related to the models found in [15]. Setting in
the latter all z, . =1 and v = 0, we find the following dictionary

Model I with d = 2 | Maassarani’s model [15]
n n
k={ko,k1} ={n,n—m+1} | B ={ny,no...,nn}={1,1,...,1,n —m+ 1}

The mapping between the R-matrices is as follows: removing from the R-matrix (2.20) the
overall factor (1 4 u), setting d = 2 and n = ¢, we have

RII—&-,{k‘o,kl}(u) — U(H("’”) _ ]I(khn)) + P g k) (2.22)
Then
Rl (u) = (V @ V)RR ) (V @ V) | (2.23)

where V' is the n X n anti-diagonal unit matrix

00 .01
00 ...10| .,

V=1 : Do =D e (2.24)
01 ...00[| =
10 ..00

Inspired by the presentation of [15], we find that we can rewrite our R-matrix (2.20) as
R () = (u+1) (PO 4+ uFER) | (2.25)

where F&F) is defined by

d—2
F(ER) — qnn) _ (_1)d [ka-10) 4 plka—1.n) 4 9 Z(—l)j]l(kj’") ’ (2.26)

Jj=1



which satisfies

FER FER = o) (2.27)
+1) () (2 K +1) () (2, K
Fg? )IF§3 )]Fg:% ):Fés )IF§3 )]F§2 )- (2-28)

Moreover, RER) . — pn) FER gatisfies
(k) (5, K) (B (k) 1 (0, E) (£, R
ng )Fg?) )ng )= Fg:s )FgQ )Fg3 )~ (2'29>

In other words, F is a constant solution of the Yang-Baxter equation, and we can view the

total R-matrix of Model II as a Baxterization of [F with the constant solution. The proof for
(2.27) for any n, d and k; for both Models I and 11~ is straightforward.

2.2.3 Model III

Model IIT is very similar to Model II, and only differs in a new two-dimensional term. The
R-matrix for Model III (2.13) is given by

d—2
RIII:I:,k(u) = (u+1) (u T 4 n]P;(n,n) +2u Z(_l)j (ki)

j=1
+ (=) TG 4 K™ 5 u]P’(Z’”)> , (2.30)
where k;_1 = 2.

2.2.4 Properties of R-matrices for models I, IT and III

The R-matrices for models I, II, III satisfy some additional relations. First, we note that
they all are symmetric

R'=R. (2.31)
Second, they are also trivially parity invariant
Ry = Ry (2.32)
Third, the R-matrices satisfy braiding unitarity
Ris(u) Roy(—u) ~ 1. (2.33)
We found also some more general relations

R(u) P™™) R(—y) P ~ mm) | (2.34)

10



for m € [1,n] for models T and II, and for m # n — 1 for model III. For m = n, this
corresponds to braiding unitarity (2.33). Additionally, these R-matrices satisfy

R(u) I0™™) R(—u) It ~ Tlmmn) | (2.35)

where again m € [1,n] for models I and II, and m # n — 1 for model III.

In general, the R-matrices do not satisfy crossing symmetry, except for a few specific
values of k;.

2.2.5 Model IV

The R-matrix for Model IV (2.14) is given by

d—2
P (H e“j“> (1 —e%1* coshu) P 4

Jj=1

R™VF(u) =(nu+ 1)

d—2
(Heaﬂ >smhu K(2") ]I(Q" Z (1 —e% <He“1“> "] . (2.36)
7j=1

We see that, despite the simple form of the Hamiltonian (2.14), the corresponding R-matrix
is more involved and is in fact of trigonometric type.

3 Generalized graded algebra

Usually, understanding the symmetries of the underlying models helps with explaining the
degeneracies of the spectrum and further properties of the model. Given the closeness of the
models to usual XXX-type models, we expect some sort of Yangian symmetry to be present.
In this section we will demonstrate that models I, IT and III exhibit a new type symmetry.
We can fully fix model I by symmetry considerations, but for models II and III a symmetry
derivation seems to be out of reach. The new symmetry is particularly interesting because
it seems to describe a generalized type of Fermi statistics. For this reason we call them
generalized graded algebras.

3.1 Definition

Let us first look at Model I, since this will be the model with the most symmetry. Let
us define the stripes of the flag as the complements V;,\V4,,,. Then we see that Model I
obviously has gl(ko — k1) ® ... D gl(kg—o — kg—1) @ gl(kq—1) symmetry. In particular, on each
stripe of the flag, we can transform the basis vectors into each other by the appropriate gl
transformation. For example the first stripe Vj,\Vi, is a kg — k1 dimensional subspace and
has the corresponding factor of gl(ky — k1) in the symmetry algebra.

11



However, the symmetry generators that map between the different stripes of the flag take
on a different form. This can be seen by considering the large u limit on R! (2.18), where
it becomes diagonal but not proportional to the identity operator. This is reminiscent of
the appearance of a braiding charge from the AdS/CFT correspondence [20]. So, let us try
to emulate the discussion in that paper and consider the RTT representation of a Yangian
algebra from the R-matrix (2.18).

In [20] the braiding charge appears at the lowest order in the expansion of the RTT
algebra. If we do a similar expansion here, however, we find that in contradistinction to
a braiding charge, the corresponding element here is not central. Hence, we are led to the
introduction of a set of elements I'z; that generalize the notion of a braiding charge but can
have non-trivial commutation relations. Now, expanding our R-matrix further at large wu,
we find the next order to be the standard matrix unities ;.

Combining these observations, we introduce a new type of Hopf algebra A, which is a
general braided version of gl(n) and depends on some constants v = 1. This new algebra
will contain the symmetry for model I, graded models as well as braided coproducts.

Algebra Let us now define this new algebra. Consider generators I'z; and Fj; that satisty
the following (anti-)commutation relations

EijEu — vijuEnEij = 0jEu — YijuouEy; , (3.1)
EiiUsi = YijmlwrEi; = 0, (3.2)
[Tap, Laal = 0. (3.3)

Notice that from (3.1) it follows that Vi = Vi

Coalgebra We then introduce the following coproduct structure
Al =T @ T'gp, (3'4>
AEij = Eij ®1+ ng X Eij . (3.5)

This coproduct is easily seen to be coassociative but it only constitutes an algebra homo-
morphism for certain cases. It is straightforward to check that the coproduct is compatible
with (3.2) and (3.3). However, let us now apply the coproduct to (3.1). We find

A(Eij By — YijEwEij) = (Eij By — YijuEuEi;) © 1+ 1505 @ (Eij By — YijuEuEij)
+ [EyTr — il wiBij] @ Ew + [TiEu — vijuEuls] @ By,
= (0jpEa — YijrdaLrj) @ 1+ il @ (60 — Yijrbu L),

= djk [Eil ®@1+IT5g® Eil} — Yijk10il [Ek:j ®@1+IT5g® Ekj] ,
(3.6)

12



where we used that the second line vanishes because of (3.2). On the other hand,
A B — YijrbaLrj) = 0ju(Bu @ 1 + T @ Ey) — vijuda(Er @ 1 + T3 @ Eyy) . (3.7)

Hence we see that the coproduct defines an algebra homomorphism if and only if
O L5 gr = o7 (3.8)

This puts additional relations on our braiding functions I' that need to be satisfied for this
to define a bialgebra.

Antipode The antipode ¥ would satisfy
()G =1, Y(Ej)y; = —Ej. (3.9)

This means that for any coefficients 7, j there should be some ', 7" such that I';I%; = 1.
This imposes some further constraints on our generators in order to give a Hopf algebra.

3.2 Examples

Let us now give some examples of explicit realizations of our algebra.
Standard Lie algebra Setting I' = 1 = ;;; simply gives us the usual gl(n) Lie algebra.

Grading Let us consider a flag with two stripes and let us choose I to be such that it does
not commute with all algebra elements, but is idempotent I'> = 1. Consider a representation
of the algebra elements E;; and introduce a matrix J that acts on the same space. We then

define

S S S

J
L, (3.10)
J

.

I
Q
VoIl A

where the matrix J satisfies J? = 1. Then the antipode maps T to itself and (3.8) is satisfied
as well. Let us now have a look on how to interpret this model. For conciseness, let us
restrict to two dimensions (n = 2). The coproduct takes the form

AEH :E11®1+1®E11, AE22:E22®1+1®E22, (311)
AE12:E12®1+J®E12, AE21:E21®1+J®E21. (312)

This exactly yields the well-known way to implement the graded tensor product using the
standard tensor product by interpreting J as the graded identity matrix. So, let us set

Y1212 = Y1221 = Vo112 = Vo121 = —1, (3'13>

and the other +’s equal to 1. Then we precisely recover gl(1|1) where the coproduct is
realized by using the grading matrix J = diag(1, —1), and we see that all the Hopf algebra
relations are indeed satisfied. This straightforwardly generalizes to gl(m/|n).

13



AdS/CFT type braiding We can make I' central and set v;;; = 1. This automatically
satisfies all the algebra relations (3.1)-(3.3). However, the additional constraints (3.8) and
(3.9) put restrictions on our choice of a braiding factor. Inspired by the braiding in AdS/CFT,
let us consider the flag with two stripes, so n = kg > k;. Hence the indices on I' only take
the values 1,2. Now, let us define

b
b1 (3.14)
b

Then it is easy to check that (3.8) and (3.9) are satisfied assuming that the antipode maps
p — —p, i.e. we find that X(I';;) = I';;. We see that the algebra is undeformed, but that
the coproduct is deformed by a central element usually referred to as a braiding factor. This
algebra is simply gl(n) with a braided coproduct similar to the one found in the AdS/CFT
correspondence [21].

Flag models Our flag models I, IT and IIT satisfy a generalization of the graded algebra
given above. The braiding elements I' are again not commutative and idempotent I'> = 1.
However, they take different values between different stripes of the flag. We will work out
this algebra in detail in Section 3.3 and discuss its properties.

3.3 Algebra for flag model 1

Let us focus here on flag model I, whose R-matrix has an extended symmetry that we denote
by gl(ko — k1| . .. |ka—2 — ka—1]k4—1), which we will interpret as a generalized graded algebra.

We find that for Model I, we need to make the choice that if ¢ = j, then I';; = 1. If ¢ # j,
then I';; is given by

max(i,5)—1

ng = F;g = H Fk:l ) (3'15)

I=min(i,j)

where o; is the n x n diagonal matrix defined by
o =diag(—1,...,—1;,1,...,1,). (3.16)

Hence we see that just like for the graded algebra, I' takes the form of a diagonal matrix
with +1.

It is easy to check that the R-matrix for model I (2.16) has gl(ko—k1| . .. |ka—o—ka—1|ka—1)
symmetry
AOpEij R(U) = R(u) AEZJ , 1,J € []., TL] , (317)

where AE;; is given by (3.5) and A?E;; is similarly given by

APE;; = B @' +1® By . (3.18)
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We can determine the constants +;;x; from the I' matrices: multiplying (3.2) on the right
by Ej;, we obtain
EiiViEji = Yijul kil , (3.19)
where there is no summation over repeated indices. Since the I" matrices are diagonal, we
see that
(Fl?:i)jj Ei =Yg Uiy Bia s (3.20)
which implies
Yijkl = (Fl_cl_)jj / (FET)ii . (3.21)
Hence we also find that in this case v = 4+1, meaning that we are dealing with a mixture of
commutation relations and anti-commutation relations.

The easiest way to see that this model is not just a usual graded algebra in disguise is
the fact that I" appearing in the coproducts will be different depending on the operator.
For usual superalgebras, all even and odd generators share the same braiding factor. As an
example, let us work out the case k= {3,2,1}. This is the first non-trivial example since it
corresponds to a flag with 3 stripes. The diagonal operators E;; have the standard coproduct

Then there are three other possibilities E19, E3, E53, which are the operators that relate
basis vectors belonging to the different stripes in the flag. This corresponds to the algebra
gl(1|1|1). The elements FEy;, E31, E3y are simply related by transposition, which also shows
that Fij = F]z

The easiest way to represent this algebra is by taking E;; to be the standard matrix
unities; from (3.8) it is then easy to see that I';sI'y3 = I'y3, and we find

-1 0 0 1 0 0
'o=10 1 0], 's=1{0 -1 0 (3.23)
0 01 0 0 1
From this we can compute v from (3.21), and we can nicely package 7 in a table
v | Fun Eor Ez FEio Eoy FEzy Ei3 Eoz FEag
E ] 1 1 1 1 1 1 1 1 1
Ey| 1 -1 -1 -1 1 1 -1 1 1
Eyl1 1 -1 1 -1 1 -1 1 -1 1
En| 1 -1 -1 -1 1 1 -1 1 1
Eyn | 1 1 1 1 1 1 1 1 1 (3.24)
Es | 1 1 -1 1 1 -1 -1 -1 1
EFsgl 1 -1 1 -1 1 -1 1 -1 1
Eo | 1 1 -1 1 1 -1 -1 -1 1
Es | 1 1 1 1 1 1 1 1 1

Let us now have a look at the commutation relations. We see that Ei5 and Fs3 satisfy
anti-commutations relation with itself since 1912 = Y2323 = —1. Hence, these behave as odd
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generators. However, between each other they satisfy a usual commutation relation since
71203 = 1. On the other hand, Ej3 and Fs3; seem to be even generators (71331 = 1), but
satisfy anti-commutation relations with E15 and FEss.

We conclude that we are left with a generalized graded algebra which is characterized by
the number of stripes in the flag. Given the fact that model I is unique, we see that this is
the unique extension of a graded-type algebra that includes multiple types of generators. A
generator will satisfy either commutation or anti-commutation relations depending on which
stripes it relates.

3.4 Generalized graded Yangians

There is a natural way to extend our algebra to a generalized graded Yangian. Consider the
level-1 Yangian generators £;; such that the following commutation relations hold

@
N
St

Ez'jElcl - %jszklEij = jlcEil - ’Yz'jkl5ilEkj,

Eij By — YijnEaEij = i Ey — YijridaEy;,

w
)
=

EiiUii — vijul'siEij = 0,

e N
.C,Q
[\)
-3

~— N N~

FTEM - ’YijklEkzrij =0,.

J

w
N
o3

We then introduce the standard Yangian-type coproduct

AEU = Eij ®1+1I5® Eij - gz [Ekj @ I'giEik — Vikjr B @ Ui By |- (3.29)
k

For this to define a proper Hopf algebra, we must in principle impose additional restrictions
on I',v. However, we can check that for our generalized graded algebra gl(ko — k1| ... |ks_2—
kq_1|kq_1) for Model T everything is compatible. Hence, if we consider the evaluation repre-
sentation £ = uF and the corresponding coproduct

AEj;j =By ® 14T @ ukEy — g > [Ekj ® gLk — VikjrEir @ FikEkj] ; (3.30)
k

we find that it is a symmetry of the R-matrix of Model I. In fact, we find that the R-matrix
of Model I is completely fixed by its generalized Yangian symmetry.

3.5 Symmetries for model II

Let us discuss the symmetries of the R-matrix for model II. As is clear from the form of the
Hamiltonian and R-matrix, there is a large overlap with model I. Because of this, there is
also a large overlap in symmetries. Let e; be the basis vectors of V', then the R-matrices of
models IT and I have the same action on e; ® e; where 7,5 > k;. Hence, we find that the
model exhibits a gl(ky —kz| . .. |kqg_2 — kq_1]k4—1) symmetry as well as the manifest gl(ko— k1)
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that acts on the first indices. Moreover, also the Yangian generators AE’U are a symmetry
for 7,7 > k1. However, this is clearly not enough to fully fix the R-matrix.

Model IT exhibits some additional discrete symmetries. First, models I and II are both
invariant under parity. Second we have that

[RH_, Fis ® Eﬁ] =0, [RII+, Fiz® Eig] =0. (3.31)

Unfortunately, this is still not enough symmetry to fix the R-matrix. We have not been able
to identify a remaining (discrete) symmetry that fully fixes the model.

4 Bethe ansatz for model 11

We now analyze model IT using nested algebraic Bethe ansatz (see e.g. [15, 16, 19, 22-28§]
and references therein), restricting to ks > 1.

4.1 First level of nesting

If we try to perform the nested Bethe ansatz procedure for model II with the R-matrix as
written in Eq. (2.20), we obtain exchange relations that are not useful. A very simple local
basis transformation solves this problem. We therefore use instead

R (u) = (V@ V) R () (Ve V), (4.1)

where the n x n matrix V' is defined in (2.24). This is exactly the same model as before
because local basis transformations do not change the spectrum.

We can write the monodromy matrix for a chain of length L as

To(us {0;}) = Roi (u — 02) Ry (u— 0) ... Ry (u — o) (4.2)
Toolw: {0 Bu(wi{0,})  Ba(wi{;}) - Bua(uw{6;})
Clwi {0))  Tua(w{0})  Tia(w{0}) - Tiao(uw{6;})

= | C(u;{0;})  Taa(w;{0;})  Toa(u;{0;}) -+ Tom-a(u;{0;})

oW A0)) Tons (s {01 Tora(wi {8)) - Tovos(u: {6:})
(4.3)

where {6,} are the inhomogeneities, and we suppress the superscripts 11+, k on the mon-
odromy matrix to lighten the notation. The transfer matrix is therefore given by

n—1

t(u; {6,}) = tro To(u; {6;}) = Too(u; {6;1) + Y Taa(us {6;3). (4.4)

a=1
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For a reference state such as

1 ®L
0
=] (15)
0
we can see that
Co(u;{6;1)|0) =0 Va=1,...,n—1, (4.6)
L
Too(u; {0;1)[0) = [ i+ w—6;) (1 +u—6;)]0), (4.7)
7=1
Tos(u; {6,1)]0) —(5@5Hu— (14+u—6,)0) Va,8=1,....,n—1. (4.8)

The operators B, (u; {#;}) act as creation operators. So, we can use them to define excited

states
= ) HBQZ (ug; {0, }) Farom

where {a;} can assume values from 1 to n — 1, and {u;} are the Bethe roots. By continuing
the Bethe ansatz procedure we will obtain the conditions that the Bethe roots must satisfy
in order for [¢)) to be an eigenvector of the transfer matrix ¢(u; {6;}).

0) (4.9)

We have seen that the transfer matrix is given by Eq. (4.4), and we know how 7; ;(u, {60;})
acts on the reference state. When acting with ¢(u; {6;}) on |¢), we need a way to pass through
all the B,, (u1;{6,}) operators. The exchange relations which allow us to do that are obtained
from the RTT relation

R (= 0) T {0,1) To(v; {0,1) = To(vs {0,1) Tulws {6;3) REyF(u — 0). (4.10)

By substituting R.v" k( ) from (4.1) and T'(u;{6;}) as in (4.3), we obtain several exchange
relations. The useful ones are

Too(v;{0;}) Ba(u; {6;}) =

m
— v

Ba(u; {0;}) Too(vi {6;})
— LB (03 {01) Taols {63, (411)
where a =1,...,n— 1; and

Top(v; {0;}) By (u; {0;}) = Zf w = )RGZ (u = v)By(u;{0;}) Tar (v; {0;})

+9(u = 0)Bs(v; {0;}) Tary (u; {05}) , (4.12)
where f(u), g(u) and Rj” (u) depend on the model, see (4.26)-(4.31) below.
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Let us see how 7go(u; {6;}) acts on |¢):

Too(w; {0;D)[0) = Too(u; {0;3) [ [ Bas (ws {6;3) F»*1]0) (4.13)
{a} i=1

—2750 ;{033 Ba, (u1; {0;}) HB (us; {0, 1) Ferama|0), (4.14)

{a}

= Z n : ui a1 (Ul; {@})7670@; {9]}) rll Bai(ui; {ej})Fal’m iy ’O>

{a}

= o 2 Ba (s ) (s (63) HB (w5t (G F™ o o)

{a}
(4.15)

- n+u
=Ilo+u-e)Qsu=s Hﬁ\w
7=l =1

+ unwanted terms. (4.16)

In passing from (4.14) to (4.15), we use once (4.11). We see that the second term depends
on By, (u; {0;}), so it cannot be written in terms of [¢)). As we continue to use the exchange
relations to pass 7Ty through all the B’s, we will get more and more such terms, called
“unwanted terms,” which we ignore for now. In passing from (4.15) to (4.16), we just
continue to use the exchange relations; and when 7o hits |0), we use (4.7).

Let us now see how 7, o((u;{6,}) acts on |¢)):

{0 NIY) = > Toalui {6)) HBM (s (B3 [0) (4.17)

{a}

= ZT u; {0;})Ba, (u1;{0;}) HB% (ui; {0;})Fm|0) (4.18)

{a}

= Z Z f(u1 — U R;labll (’LL1 — U)Bbl (ul; {9]‘})7;771 (u; {9]}) H Bai(ui; {Qj})Fal"“ J@my O>

{a} Tl,bl

+ ) g(ur —w)By, (u; {0;31) Tavar (u; {60;3) | [ Ba (wsi {6, 1) F*110) (4.19)
{a} =2
= flur —u)fluz —u) Y Y Y REP (g — w)RZE (uy — ) By, (ur; {0;}1) By, (u2; {6;})

{a} 71,72 b1,b2

X Tom(u; {0;}) H B, (wi; {6;})F*%1|0) + unwanted terms, (4.20)

=3
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mi mi1

T T Tm bm

= H f(u% - U’) E H Bbl (ul7 {03}) § Ralabll( )RT? 222 (u2 - ’LL) o ]R‘Fmi 1 éml (Um1 - ’LL)
i=1 o} 1=1 {ardr)

x pevtml o (u;{051)]0) + unwanted terms, (4.21)

=[[fw-wd_ HBb, wi{0;1) > RED (uy — w)RZE (uy — ) - R, g (W, — )
i=1 b} 1=1 {a}, {7}
L
X Fartm H(u —0;)(1 4+ u —6,)|0) + unwanted terms. (4.22)
j=1

We conclude that the action of the transfer matrix (4.4) on |¢)) (4.9) is given by

t(u, {0, DY) = Too(u, {6;}) ) +Z aa(u, {0, 1))

L
=H m+u—=6;,)1+u—=6 H i

n—1 | my

2 : 2 : § : T T o,bm

+ H f H Bbl ul? {9 } Ralabll )RT? 222 (UQ - U) RTml 11 »&mq (uml
a=1 |i=1 {b} 1=1 {a} {1}

L

X fror e amy H(u — 9])(1 +u— 9])

j=1

|0) + unwanted terms . (4.23)

If |¢) is an eigenvector of t(u, {6,}) so that the unwanted terms vanish, then the correspond-
ing eigenvalue is given by

+{(n—1>H§L1<u—ej><1+u—9j> i m=0 o
Aux () [T (w = 0;) (L +u = 0;) [IIZ fluwi —w) mi =1

where A, (1) is an eigenvalue of the auxiliary transfer matrix defined by

T T a bml
aUX Z Z Ralail RT? 222 (UQ - U) R‘rml 1,amy (Um1 - U)
a=1 {7—}
bibz...bm,
- [tro Rox (w1 — ) Roa(tts — ) - . Rom, (tim; — ) . (4.25)
4102...Qm,

20
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Starting with model II* with a local Hilbert space of dimension n (the R-matrix is
n? x n?), the corresponding R(u) in (4.25) is (n — 1)? x (n — 1)? and is given by

P(n—1n-1) for initial model with k; = kg — 1 and d = 2
R(u) = { 74 2 ROkt Rk (—y) - for initial model with ky < kg — 1 and d > 2.
Hﬁwﬁﬁ(ﬂ_vklwkd—l)(u) for initial model with k; = kg — 1 and d > 2
(4.26)
Also,
- for all the cases with auxiliary problem given by R*(—u) or P("~tn=D
J(w) = —’”T“ for all the cases with auxiliary problem given by R~ (u)
(4.27)
while
glu) = =, (4.28)

for all cases. In particular, starting with the R-matrix for model II*, we are led to an
auxiliary problem that can be either related to II" or to II” depending on the values of d
and k according to Eq. (4.26).

Similarly, starting with model 117, the R(u) in (4.25) is given by

Pp(n—1n-1) for initial model with k; = kg — 1 and d = 2
R(u) = ﬁﬁ}?(n_’ko_l’kl”kd—l)(—u) for initial model with k; < kg —1 and d > 2 .
T g RO Rha) () for initial model with k = kg — 1 and d > 2.
(4.29)
Also,
Fu) —=1==for all the cases with auxiliary problem given by R (—u)
u) = -
—%T” for all the cases with auxiliary problem given by R*(u) or P~1tn—1)
(4.30)
while 0
o) =" (4.31)

for all cases.

4.2 Transfer-matrix eigenvalues

We now proceed to determine the transfer-matrix eigenvalues and Bethe equations of Model
IT. To this end, it is useful to introduce some further notations. Starting from the R-matrix
RU=k(y) (4.1), where k is the vector k = {ko, k1, ..., ks 1} with dimension |k| = d, we
define a sequence of R-matrices

RO@W) = RF ), 1=0,1,..., (4.32)
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where RO (u) = RHi’E(U), with 1o = 1 for 114, respectively; and ¥© = k. Moreover,
the vectors k() as well as the parameters 1y, v; and 6;, are defined for I > 1 recursively as
follows:

If k:gl*l) < k(()lfl) —1, then O = g0-1 €, W=_1, N=0=1;

if kglil) = k(()lfl) —1and [V >2, then kO =KV py=—p 1, m=06=—1;

if k:il_l) = k(()l_l) — 1 and \E(l_l)| =2, thenpy=-w_1, w=-1, &6=m-1, (4.33)

where [ = 1,2,..., and 7y = 9 = 1. In the first line of (4.33), €is the vector € = {1,0,...,0}
that has the same dimension as k=Y, i.e. |€| = |k¢]. In the second line, the hat denotes
dropping the first (left-most) component; hence, since EU-D = {kélil),kglfl),...}, then
o= — 00y

The sequence E(O), E(l), ... terminates with

O = {kg1 +1,kq—r}  where l=ho— kg1 — 1. (4.34)
Indeed, it follows from (4.33) that fko—k;) — {kj,kjs1,... kg—1} with j =0,1,...,d — 2.
Hence, k(ko—ka—2) — {kq—2,kq_1}, and therefore
E(ko_kd—l_l) — E(ko_kd—2+(kd—2_kd—l_1)) — {kd—Q _ (kd—2 —kgq — 1) 7 kd—l}
={ks1+1,ka}. (4.35)
Examples of such sequences of kD and ( are shown in Table 1.
Model II™ (n =5)
d=2 d=3 d=14
1=0| (5,4)% (5.3} (5.2} | (5,43} (5,42} {532} | {5,4,3,2}"
1=1| PO {43} {4,2}7| {43} {4,2}° {4,3,2}7| {432}
1=2 P® {32} PO (32y- 3824 | {323*
1=3 P P®) P®) P2

Table 1: kO and w for 1l =0,1,..., kg — kq_1 for model IT with py = +1 and n = 5.

Note that the v;’s satisfy

-

otherwise
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Moreover, the d;’s satisfy

ifl=0,1,...... — kg, —1
51 = n 1 ) , I d—1 . (437>
Hi-1 lf l =n — kd—l
We further define
1 pM_ . B B
RO (u) = (1_71“)(77—7171)]% ( %u) [=1,2,... kg —kg1—1
Pt ha-) I =ky—ka
— 0
FO(u) = 10 (4.38)
u

see (4.26),(4.29).

Let us define the sequence of transfer matrices ¢ (u; {ugl)}) by

O (u; {ugl)}) = try }N%(()ll) (w—uly .. R

Oml

(u—ull)), 1=0,1,... kg —kq_y, (4.39)

and let us denote the corresponding eigenvalues by A®(u; {ugl)}) Note that the original
transfer matrix ¢(u; {#;}) in (4.4) is equal (up to a similarity transformation, see (4.1)) to

tO(u; {0,}). We wish to determine A(u;{6;}) := A (u; {ug.o)}), where

mo =L, u§~0) =0;. (4.40)
It follows from the result (4.24) that
m mi+1 I+1
AO (us; {u"}) = ﬂ(n tu—u) (1w —d) T o *ﬁ; —u
j=1 i=1 U —u
my mi+1
+ AGD (s {uf D [[w = ) (@ + = o) TT £V @™ —w), 1=0,1,..
=1 i=1

(4.41)

where Aglgx(u; {ugl)}) is an eigenvalue of the auxiliary transfer matrix ¢\ (u; {uy)}), which is
given by?

tO (u; {ul"}) = tro RS () —w) ... RE) (u® —u),

aux my
(o) ="
=11 O ('), (4.42)
l l ) ’
1 (U= —w) (= n(w” —w)) :
where we have passed to the second equality using (4.38) and (4.39). Hence,
my 1
AL, (u {u'}) = (H ) AD (s T}y, (4.43)
] 1 (U= —w) (= n(w” —w)) :

2For | = 1, t{¥, coincides with fau (4.25).

23



We see from (4.41) that

my mi41 (l-‘rl)

! ! l N+ u; - nNu
AD (s {yf"}) =TT + 3w = )+ (= o)) T] 55
j=1 =1 Y TN
mi4+1
+ ALY (yu; {u H% u— u )1+ v(u— u 20 H FUED( ZH) yu).  (4.44)

We conclude that the eigenvalue of the auxiliary transfer matrix taux( {u ) is given by

mi41 n+ UEZ—H) o
Mt (") = I1 uglw -
+ AUED {ug.lﬂ)}) ﬁ ﬁl —n+ 5zl+1 — Yu) |
3177+’Ylu—u i1 —Mu
I=1,.. . ko — kgt —1, (.45

where we have used (4.38), (4.43) and (4.44). For | = ko — k41, we see from (4.38) that
R® = Pka-1-ka-1) ig independent of the spectral parameter, and we find

27 .
A(ko k1) _ {exp <mk07k1;71> ;, p=0,1,... y Mkg—kq_1 — L, if Mko—kq_q 7é 0 ' (446)
kd—l if Miy—ky_ 1 = 0
Let us define A;%L(u; {0;}) by (4.45) with [ = 0, keeping in mind (4.40). That is,
(1)
(0) n—+ u,  —u
MO (1) =] T
i=1 7
L mi (1)
0, T+~ )
! 4.47
+ AQ) (s {u! }>r[1n+u_9jﬂ n_, (4.47)

It follows from (4.24) that
L
wi {0;}) = [ [0+ = 0;)(1 +w = 0,) A0 (w; {6;}) , (4.48)
7j=1

where A;?Rx(u; {0;}) can be determined recursively using (4.47), (4.45) and (4.46).
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4.3 Bethe equations

The condltlons that the expressions (4.45) for Aaux( {u; l)}) have vanishing residues at the
poles u = wu ) lead (after the shift [ — [ — 1) to the following Bethe equations for {u }

_ -1 l m l !
R T I = aes:
0] (-1) aux B O] O] ’
j=1 Vi1 (V-1 —uy ) jhij=1 Wi T U+

i=1,2,...my,  1=1,2... ko —kes,  (4.49)

D (4, {u® U _
A(3X<uz 7{u H l+1) (l) 9 [ = 1727'-~7k0 —kd,1 - 17

(4.50)

and AYS Y is given in (4.46).

In summary, the eigenvalues A(u;{6;}) of the transfer matrix t(u;{6,}) (4.4) are given
by (4.45)-(4.48), where {ugl)} are solutions of the Bethe equations (4.49), (4.50).

Remarkably, these Bethe equations can be brought to a form similar to those of usual
gl(m|n —m) spin chains.® Indeed, let us define the rescaled Bethe roots

i =l o= IRZ (4.51)

<l

in terms of which the Bethe equations (4.49), (4.50) can be rewritten as

mi_ ~(1 ~(l—1 ~(1 ~(1
(6! = e ug)—u§ ) l—l[uz(»)—ug.)—l—&xm
20 _ 500 4 a0 _ g0
j=1 U j X i Ui j Xin
mi41 a(l) . a(l+1) — Y1
i j :_ _
<[] o i=Leom, =1 kg =k -1,
j j
m_ _()  ~(-1 m (1) ~(
O SN SR § S S U
Alo=ka-1) “ ﬂgl) — a]lq - ﬂgl) a0 o , yees U
(4.52)
Finally, in terms of the shifted Bethe roots
0 !
(1 (1
u§)::u§~)+§ZX¢, (4.53)
i=1

3We thank the referee for bringing this fact to our attention.
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the Bethe equations (4.52) take the more symmetric form

| i =~ f I i) — i o T @) — @ —
! = = ~(l— = o o < ’
j=1 i) — Ug'l o XU i ) — Ug‘l) —Xin =5 ) — Uglﬂ) + IX1+1
2_1, ,my, lzl,...,k’o—k’d_l—l,
(51)"”_1 s {iy) - 5?‘” - %M - éfl) - fé” + dxam
(ko—Fa—1) =) _ 20— | g 11 =0 _ =0 oi= Lo, b= ko = ke
Aaux =1 Wi — Uy T oXt G W — U —Xan
(4.54)
where AS% ¥ is defined in equation (4.46).
The Bethe equations (4.54) are therefore simply given by
ko—kq_1 my :(l) Z(l/) n
1 — JUT — U SC ]
(5l) : 1Zl l(p): H = (1) :Zl,) f] ) Z:]-7"'7m17 lzlw--ako_kd—la
=1 j=1 U; " — u] — ECU/
(4.55)
where the primed product omits the j =i term if I’ =, and ¢, is given by
diagonal: Cl = i ,
0 if (5[ =—-1
—x; if U'=I1-1
Off—diagonal: = — XU if =1 +1, (456)
0 otherwise
where y; (4.51) is +£1. The function z/(p) is given by
1 lf lzl,...,ko—kd,1—1
z = _ . 4.57
Z(P) {Agﬁi kg_1) i I = ko — kyy ( )
Note that ¢ ;41 = ¢1414, and therefore ¢ is symmetric. Moreover, in view of (4.37),
ar=-xil+w)+eai=0, 1=2.. k —ki1—1. (4.58)

l/

Hence, ¢, can be identified as the Cartan matrix for a (potentially non-distinguished)
gl(m|n — m) Kac-Dynkin diagram. For example, for the case {5,4,3,2}* (for which §; =
dy = —1,63 = 1), the corresponding diagram is shown in Fig. 2; fermionic nodes (for which
¢y = 0) are denoted by a cross. However, compared with usual gl(m|n —m) spin chains,
the LHS of the Bethe equations (4.54) has additional phases; moreover, the transfer-matrix

eigenvalues (4.48), which can be re-expressed in terms of the redefined Bethe roots ﬁ,gl), are
not the standard ones.

26



——0O

Figure 2: Dynkin diagram for the model IT case {5,4,3,2}*

Since model II has rank ky — 1, one would expect it to have an equal number of Bethe
equations; however, there are in fact only kg — kg1 such equations (4.55). The “missing”
Bethe equations are hidden in the condition (4.46). For example, the Kac-Dynkin diagram
in Fig. 2 for a model of rank four has one less node than expected. Therefore, despite the
similarities with gl(m|n — m), this model is significantly different.

We have checked the completeness of this Bethe ansatz solution numerically for small
values of L, d, k by using (4.45)-(4.50) to solve for the eigenvalues of the homogeneous trans-
fer matrix (all §; = 0), and comparing with the corresponding results obtained by exact
diagonalization, see e.g. Tables 6,7,8. We observe the presence of infinite Bethe roots, as
well as singular (exceptional) solutions of the Bethe equations.? While we can account for all
distinct eigenvalues (although not their degeneracies), there is one caveat: we find instances
with repeated singular Bethe roots (such as the last line of Table 7), where the roots indeed
give the eigenvalue through the TQ equation (4.48), but the Bethe equations are not all
satisfied (at least naively), which we leave as a problem for future investigation. Based on
these studies, we conjecture that the values of {m;} can be restricted as follows

mo > my > Mo > oo > Migy—ky s (4.59)

where mg := L.

5 Bethe ansatz for model 1

We now analyze model I using nested algebraic Bethe ansatz, again restricting to kg1 > 1.

5.1 First level of nesting

Similarly to model II, for model I we perform the Bethe ansatz for the gauge-transformed
R-matrix . B

R u)= (Ve V)R¥w (V'ieV!), (5.1)
where V is defined in (2.24), and R (u) is given in (2.16).

This model has much in common with model II, so for the parts of the analysis that
coincide, we refer to the previous section in order to avoid repeating formulas. The equations

4Singular solutions for the XXX chain are discussed in e.g. [29-32]. Infinite Bethe roots have been noted
in various models, see e.g. [33-36].
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from (4.3) to (4.9) remain the same. In particular, the action of the operators C,, oo and
Top on the reference state |0) do not change. The exchange relations are again given by
(4.11) and (4.12), except R(u) is now given by

n}ru Rn=1) (y) for initial model with k; = kg — 1 and d = 2
R(u) = 4 1= niuR (Lko=Lkka-1) (y)  for initial model with ky = ko — 1 and d > 2 (5.2)
EniuR U ) for initial model with k; < ky — 1 and d > 2

where R9(u) is the m? x m? R-matrix given by
R(glm)(u) = pP™™) 4 g I(mn), (5.3)
The functions f(u) and g(u) are defined as

) == for initial model with k; < kg —1 and d > 2 5.4)

u) = .
24 for initial model with k; = ko — 1 and d > 2

gw) = . (5.5)

Hence, except for the explicit forms of R(u) and f(u), Eqs. (4.17)-(4.22) remain the same.
We conclude that the eigenvalues of the transfer matrix are given by

u,{0;}) = Hn—l—u— 1+u—9)Hw
7j=1

U; — U
j=1

Aa(0) [ T(w = 05) (0w = 0) [T S (s = ), (5.6)

Jj=1

where A, (u) is an eigenvalue of the auxiliary transfer matrix (4.25).

5.2 Transfer-matrix eigenvalues

In the following we will recursively construct the TQ and Bethe equations for this model, in
a similar way as for model II. As we will show, the main difference is that in the “last” step
of the nesting procedure, for d = 2 and k; = ko — 1, we have R(u) ~ R%*a-1(u) for model 1,
instead of R(u) ~ P%a-1:ka-1) for model II. Consequently, an extra recursion procedure will
be needed for model 1.

We define a sequence of R-matrices
ROw)=R"(w), 1=0,1,... ki, (5.7)

where R (u) = RF(u) and ¥ = k. Moreover, the vectors k), as well as the parameter 7,
similarly to section 4 are defined for [ > 1 recursively as follows:

e <k -1, then kO = k0D —2, 4, =1;

~
—

if k;lil) = k:(()lfl) — 1 and “;’(171)‘ > 2, then k¥ =KD 4 = —1;

if 7Y = kY — 1 and K¢V =2, then = —1. (5.8)
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As before, € is the vector € = {1,0,...,0} that has the same dimension as LD e €] =
|kU=V|. Furthermore, the hat denotes dropping the first (left-most) component; hence, since

D = (07D DY then KD = {£7Y ). Examples of such kO sequences are

shown in Table 2.

The v,’s again satisfy (4.36), for [ =1, ..., kg — kq_1.

We also define

RO (u)

FO(u)

(1=nu)(n—yu)
L ROy

nt+u

_ =1+ nu

)

u

RY (—%U)

(u)

where R%*-1(u) is given by (5.3).

Model I (n =5)

= ko — ka1

l:1,2,...,]€0—]€d_1—1

(5.9)

d=2 d=3 d=4
1=01 {54} {5,3} {5,2}|{5,4,3} {5,4,2} {5,3,2} | {5,4,3,2}
L l l l l
1=1 gl, {4,3} {4,2} | {4,3} {4,2}  {4,3,2} | {4,3,2}
Lo l l l l
1=2 gl (3,2) gl {3,2} {3.2} {3,2}
l l l l
1=3 gly gly gly gly

Table 2: kO for [ =0,1,..

. ko — kq_1 for model I with n = 5.

The first part of this calculation is very similar to the one for model II, with only a few
sign modifications. We again start by defining a sequence of transfer matrices t!(u; {ugl)})

as in (4.39)

tO (u; {ul"}) = tro RY)(

u— ugl)

) ...

A0

0my
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and denoting the corresponding eigenvalues by A® (u {u '}). We obtain as in (4.41)

my mi4+1 (I+1) _

1 77+u u
Ous {uy) = [T+ v = )1 +u = u?) II—ﬁgrjr-
j=1 Jj=1 u;
my mi4+1
+ ALY G {uf N T = ) (14w =) IIle P =),
j=1
l:O,l,... 7k0_kd71 (511)

Eqgs. (4.42)-(4.44) do not change, and from them and (5.11) we obtain (cf. (4.45))

mi4+1 (I+1)

n+u; T —mu
Al {157}) =
j Jlj[1 u(l+1) o
my U] mit1 (+1)
U =N+ Ye(uy =
AL (i {0 T 2» 11 Lty 3
j= 177+71(U_U] )j:l U, —nu
l=1,... kg —kgq1—1. (5.12)
The second part of the calculation is dedicated to computing AFoHa=1) , which appears in

(5.12) for the final value [ = kg — kq—1 — 1. We shall see that this requires the diagonalization
of gl,,-type transfer matrices. We therefore first define a sequence of gl,,-type R-matrices

rO(u) = RM™o-t(u),  1=ko—kq1,ko—hki1+1,... ko —2, (5.13)
where R is defined in (5.3). Consider then a sequence of transfer matrices 7 (u {u })
7 (u; {u; D) = trg r(l)( My ré%(u—u%), =ko—ki-1,...,ko—2. (5.14)

The corresponding eigenvalue A (u; {ugl)}) is well known to be given by

Mt (I+1)

77+u —Uu
Ot = [+l T iy

mi41

+ )\all;i)-(l ( { l+1)} H u— ’LLl H ¢(l+1 l+1 )’
7j=1

1 =Fko—kar,... ko—2, (5.15)

where ¢()(u) is given by

o (u) = L1 (5.16)

u

and A (u; {ugl)}) is an eigenvalue of the auxiliary transfer matrix

l l l
aux( {U, }):trOR(()l)(ug)_U) R()

0my

(uﬁ,?l —u), (5.17)
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where R® (u) is given by

1
HT(Z)(—U)y l:ko_kd—l+1a-'- 7k0_2a (518)

RO (u) =

and 7 (u) was defined in (5.13). It follows from (5.18) that 7 (5.17) can be related to 7
(5.14)

my

et = (I gy ) e, 519

and similarly for the corresponding eigenvalues

my 1
l l
AD, (u {u'}) = (H . ) A {u}) (5.20)
j=1 (n— (Uj —u))
_ myiq 77 + u§l+1) U
1 u§z+1) "

my 0 M (1+1)

(41) /. g (1) U — u; n+u— u;
+ A (U5 {“j 1) H o 0 H G+
=1 T U= U oy U Uy

l:ko—kd,1+1,...,]{0—2, (521)

where we have passed to (5.21) using (5.15), and )\gf&_l)(u; {ugko_l)}) = 1.

We are finally ready to compute AkoTka-1) Recalling from (5.9) that RW for | = ko—kq_,
is proportional to R%*¢-1 and recalling the definitions of the transfer matrices e (4.42)

and 7 (5.14), we see that

\(ko—ka-1) (_u; {_ugkO_kd—l)})

AKo—ka—1) (u; {u(ko—kd—1) }) _

aux g H;n:ki)_kd_l (T] + U;ko_kd_l) . u)
= Ao ki) (s {—yFohey ) (5.22)

To pass to the second line, we have used (5.20) to define AS&X for l = kg — kg—1.

The full result for A (u; {u§0)}) is therefore obtained by starting from ! = 0 in Eq.
(5.11), and then using Egs. (5.12), (5.22) and (5.21).

5.3 Bethe equations

For this model, the Bethe equations for {u§~l)} have two sources, depending on whether [ is
smaller or larger than kg — ky_1. The first set of Bethe equations, as in model II, comes
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from shifting [ — [ — 1 in Eq. (5.12) and requiring the vanishing of residues at the poles
U= yl_lugl). This leads to

. %(U;l) - Uz@) -n jlas n -+ UEZH) - %Uz('l)
- H 0] H (I+1) o

l
hg Uy =+ Uy TN

- '7l—1(u§‘l_1) - %—ﬂbl@) -

j=1 %71(%71%(»” - U§~l_1))

J=1

i=1,2,...omy,  1=1,2.. . ko—ke1. (5.23)

Let us now turn to the second set of Bethe equations. By requiring the vanishing of the
residues at the poles u = —ugko_kd’lﬂ) in /\é’f&_kd’l)(—u, {—uﬁko_kd’l)}), we obtain the Bethe
equations for | = kg — kq_1 + 1. Similarly, by requiring vanishing residues at the poles
u= —ugl) in /\gu;l)(—u, {uglfl)}), we obtain the Bethe equations for | = ko—kq_1+2, ..., ko—1.
Explicitly, the second set of Bethe equations is given by

o mey () - G m )0 n
= AD (4D d —J —
1= Aaux(ui ’{u] }) H o (1-1) o _ 0 ’
j=1 Ui T ety T ) g Uy — U )
izl,...,ml, l:ko—kd_1+1,...7k‘0—1, (524)

1+1)_, (1)

myypr MY _
Hj:lw l—ko—kd_1+1,...,k0—2
J i .

1 l=Fky—1

AL ) -

aux

(5.25)

Notice that ; had so far been defined only for [ =1, ..., ky — kg—1, with yp,—r, , = —1
(4.36). In (5.24), we introduced k4—1 + 1 additional v; defined by

"}/1217 l:ko—kd,1+1,...,k0—1. (526)

As we did for the Bethe equations of model II (4.55), here we can also simplify the Bethe
equations (5.23)-(5.25) using the transformations (4.51) and (4.53), resulting in simply

ko—1 my  =(1) MUS! n
- U Uy G :
R | ) it s R T
r=1j=1 Y —U;  — gcl v

where the primed product omits the j =i term if I’ = [, and ¢y is given by

2 if =41
diagonal: = X 1 n= )
’ 0 it v=-1
—-x; if U'=1-1
off-diagonal: ar=<X—xr if I'=I1+1, (5.28)
0 otherwise

where x; (4.51) is 1. As an example, the Dynkin diagram for the case {5,4, 3,2} (for which
T =" =73 =—1,7 =1), is shown in Fig. 3.
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Figure 3: Dynkin diagram for the model I case {5,4, 3,2}

Contrary to model II, the number of Bethe equations for model I is equal to the rank.
However, the Bethe equations have extra factors of (—1)™~! in comparison with the usual
gl(m|n —m) model due to the LHS of (5.27); this point is discussed further in Appendix A
for the case n = 3.

We have checked the completeness of this Bethe ansatz solution numerically for small
values of L, d, k by using (5.11), (5.12), (5.21) - (5.25) to solve for the cigenvalues, and com-
paring with corresponding results obtained by direct diagonalization of the transfer matrix,
see Tables 9, 10, 11. As in the case of model II, we observe the existence of infinite Bethe
roots, as well as singular solutions of the Bethe equations. We also find some continuous so-
lutions (i.e., with arbitrary Bethe roots) °, which here is presumably related to the presence
of infinite Bethe roots. The transfer-matrix eigenvalues do not depend on the values of the
arbitrary Bethe roots.

Before closing this section, we remark that there is significant overlap in the spectra of
transfer matrices for different values of d and k. This is illustrated for model I in Fig. 4,
where an eigenvalue A(u) of the homogeneous transfer matrix (i.e. all §; = 0) with L =2 is
denoted by ¢ g(®*223) where

Alu) = glanezas) = (1+u)? (041772 + Qonu + 063U2) ’ (5.29)

and ¢ is its degeneracy (multiplicity).

6 Bethe ansatz for model 111

6.1 Transfer-matrix eigenvalues

For model III, we recall (2.30) that not only kq is fixed as kg = n, but also ky4_; is fixed as
kys_1 = 2. The vector k is therefore given by

E = (TL,k‘l, ...,kd_2,2), with n = ]{50 >k > ]{32 > > k’d_z > kd—l = 2. (61)

There are therefore (Z:g’
The nested algebraic Bethe ansatz for model III can be performed in a similar way as for

models I and II, the main difference appearing in the final step. As before, we perform the

) models of IIT* type, and an equal number of 111~ type.

5Continuous solutions of Bethe equations have been noted previously in the context of the XXZ chain at
roots of unity, see e.g. [37-43].
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2g(1’2"2) Qg(-1,2,-2)
zg[-l,-2,4) 3g(1,-2,4)

1g|1,2,-2)

2g"1’2'2) qu,-z,o;
2g(1:2.2) 2120

1g124 —_— k= {4,2}
—_— k= {4,3}
—_— k=1{4,32}

Figure 4: Transfer-matrix eigenvalues for model I with L = 2 and different values of d and
k, see Eq. (5.29). Note that some g(®1:223) (such as g(b~>%) appear more than once.

Bethe ansatz for the gauge-transformed R-matrix
RIII:I:,E(U) _ (V ® V) RHIi,E(u) (V_l ® V_l) 7 (6.2)

where V' is given in (2.24), and RIHi’E(u) is given by (2.30). The first level of nesting is
basically the same as for model I, also resulting in (5.6); what changes are the explicit forms
of R and f(u). For model IIT#, the nesting procedure results in the following rule

T L ROIEko—Lkeka22) (—y)if iy < ko — 1 and ko > 3

un—u

R(u) = { - RUIFR1ka—2.2) (3y) if ki=ko—landko >3,  (6.3)
)

1
+u ntu
r(u, oo if ky=3andk =2

S= =

with
_—Wu+“ if ki <ky—1andky>3
flu)={ == if ky=ky—1and ko >3 , (6.4)
—% lf k0:3andk1:2

while g(u) is again defined as
= —. 6.5
o) =" (65)
The nesting procedure ends with & = (3,2), for which (see Eq. (6.3))
1
R(u) = ;r(u,éo), (6.6)

where

(6.7)



and

—1 if k={32}7F
5o = k= 1{3.2)7 (6.8)
+1 i k={32}"

We bring this R-matrix to the usual six-vertex form by a basis transformation
Fu,0p) = (U U)r(u, &) (U teU™) (6.9)
n—adu 0 0 0
0 50% n 0

= 0 s 0 , (6.10)

0 0 0 n—odu

U= C i) | (6.11)

We henceforth use 7(u, dy) instead of r(u, dy).

where

We again define a sequence of R-matrices
RO@W) = RF )y, 1=0,1,... k —2, (6.12)
where y; and kD are constructed via the iterative procedure
if krg_l) < k:((]l_l) —1, then £V =k0-D _¢, W= p—1, v =-+1;

iR =k — 1) then KO = kY = —py, = —1; (6.13)

where € and k are defined as in models T and II. Examples of such sequences of kD and s,
are shown in Table 3.

The ~,’s again satisfy (4.36), but only for I = 1,..., kg — 3. For the final two [-values, we
define

w=—1, l=ko—2,k—1 (6.14)
for later convenience, see (6.27), (6.28).
Also
L RO(—yu) 1=1,2,... k—3
RO (u) = (=vu)(n—yu) (=) 0 ? (6.15)
7 (u, 6) l=ko—2
=1, kg — 3
Oy = = o 6.16
where 7(u, dy) was defined in (6.10).
Transfer matrices can be constructed as in (5.10)
tO(u; {ul}) = tro RY) (u —u) ... Ry (u—ul)),  1=0,1,....k—2,  (6.17)
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Model IIT* (n = 5)

d=2 d=3 d=4

1=0| {52}" | {5,4,2}t {5,3,2}" | {5,4,3,2}F

| ! ! l
1=1]| {4,2}* {4,2}-  {4,3,2}7 | {4,3,2}"

| l l |
1=2| {3,2}* {3,2}~ {3,2}~ {3,2}F

| ! ! |
1 =3 | 6-vertex | 6-vertex  6-vertex 6-vertex

Table 3: kO and w for 1 =0,1,... kg — 2 for model III with g = +1 and n = 5.

whose eigenvalues A (u; {uy)}) are given, as in (5.11), by

my myyq (+1)

1 1 1 + U, u
O i) = T +u—u) 1 +u— o) [T —5——
j=1 j=1 Uy U
my mi41
+ AGD (s (D T — o) (1 4w — ) IIf”l D ),
Jj=1
1=0,1,... ky—2 (6.18)

As before, AW (u; {ugl)}) are eigenvalues of tggx(u; {ug.l)}), which is defined by

tine (3 {157 1) = tro RG} () — ) . R (ufl — ).

my
my +® . @) l=1,...ko—3
_ (HFl RS s u))) (yws {71 ko =3
%ﬂ“”<u{@“”n L= ko =2
(6.19)
where we used (6.15), and t0=2)(q, {u§-k072)}) is given by
t(k°_2)(u; {u§-k°_2)}) = trg r(ko 2) (u— uﬁ’“‘”, do) - .- T(()I:Sk 2) L(u— ”Iizo 2) ,00) (6.20)
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which has eigenvalues®

Mpy—2 Mky—1 (ko 1)
_ k —2 k —2 1+ do(u )
A ko 2)(u7 0— )} H (77 5 0— ) ) 5 0_1)
j=1 =1 0ol )
Mpy—2 Mpy—1 Solu — u(ko 1)
+ (50 u—u?) > 1= %l (k(j 5 ) (6.21)
j=1 j=1 do(u — )
The auxiliary eigenvalues are therefore
m 1 AD . O] =1 ko — 3
A(ll)lx(u; {uy)}) = <HJ_1 (1—vz(u§.l)—u))(n—vz(u§l)—U))) (v {%uj ) 0 )
2y {7 I =ko—2
(6.22)
More explicitly, for [ = 1,..., kg — 4, the auxiliary eigenvalues are given b
p y? ) Y Y y g g y
mi+1 (I+1)
n+u; T —mu
A (s (")) =
j ]111 u(l+1) —
my 1) miqq (+1)
I+1) Yi(u u ) =N+ g1y — )
+ AL (s (D T 5 11 T ,
O] (+1)
j= 177+71(U_U] ) j=1 u;
l=1,...,ky—4; (6.23)

while for [ = ky — 3 we have

Mo —2 (ko—2)
ko—3 (k 3 N+ u; — Vko—3U
Agug( )(u’ . H ko 2)
u — Vio—3U

Jj=1

Mko—3 (ko—S)) Mkg—2

_3(u — u; _
IR TV | Rl SR §
j=1 N+ Vro—3(u — u; ) j=1 U = Vko—3U

and finally for | = kg — 2

MEy—2 (ko— 2)) MEgy—1 (ko— 1))

1+ 0(Vro—3u — u; 1 — 0o (Yko—3t + u;

aux

AP (Y3 {ngo Y

ko—1
j=1 n j=1 S0 (Yro—3u + U( . ))
N Tt —Go(Yky—su — U(k 2) "t g+ ol (Yro—3u + U(ko V)
j=1 d j=1 —00(Vio - 3u—|—u( o 1))
(6.25)

The equations (6.23)-(6.25) were obtained using (6.22) together with equations (6.18) and
(6.21). Having obtained Ak (w, {ugl)}) for all values of [ (6.23)-(6.25), we can use them

together with (6.18) to compute A (v, {ug-o)}).

6We used at this step the usual algebraic Bethe ansatz, since 7(u, §g) is of six-vertex form.
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6.2 Bethe equations

We now obtain the corresponding Bethe equations. The first set comes from requiring that
A (u {u(l }) in (6.23) have vanishing residues at the poles u = yu!"™", and then shifting
l—=1-1

(-1) my

?fn+%”—wA% - 10 (ul? —ul) =Tl —
! -1 B l ! I+1 ’
o ul() _ ,nilug ) i u§) l() 0o u( +) ’yu()
1=1,2,...,my, l=1,2,...,ky—3. (6.26)
In order to obtain the two remaining sets of Bethe equations, we first substitute (6.25)
into (6.24), and then require the Vanlshlng of the residues of ALY (u; {u§k°_3)}) at both
poles u = Vko_guz(»k ) and u = yko_gugko . The result is
Mky—3 n + ugk’on) o fyko_gu‘gkofS) B Mky—2 50(u£k0*2) . u;kO*Q)) + n
H (ko—2) (ko—3) H (ko—2) _  (ko—2)
=t Y Tho—31; i#ig=1 i Y "
" "o G (kg Y — w0 )
j=1 —50 Wko 2U(k0 2 —U§k0_l)) ’
i=1,., Mpy—2, (6.27)
1= mko 2 mﬁ2 kO Y ’yko—lu(ko_Q) mﬁl ngo_l) - U§'k0_1) - 5077
(ko—1) ko— ko—1 ko—1 )
7=1 U‘ - fyk()*lu;' 5077 j#i5=1 U’( o ) 5 o=1) + (5077
T=1,., Mpy—1 . (6.28)

Following a similar procedure as for models I and II (see transformations (4.51) and
(4.53)), we find that the Bethe equations (6.26)-(6.28) can be brought to the form

ko—1my (1) _ =1") | n
’ UZ» —u;’ + CLr )
™ a =[] w2 i=l...om, I=1.. k-1, (629
=1 j=1 UE) - Ug ) gCl,l'
where the primed product omits the j =i term if I’ = [, and z; is given by
1 for I=1,....ky—3
z=q (=)™ (ybp)™t for 1=k —2 . (6.30)
1 for l=ky—1

For the first kg — 3 values of [, ¢ is given by the same expressions as in model I (see (5.28))
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Figure 5: Dynkin diagram for the model III case {5,4,3,2}~

for both 69 = 1. For [ = kg — 2 and [ = ko — 1, however, they are given by

. (6o +1)x; if 1=Fky—2
diagonal: = _ ,
’ -2 50Xl if = k() -1
—x; if U'=Il—-Tland [=ky—2
0 if I'=10—1and =ky—1
off-diagonal: ar = oxi 1 o 0 . (6.31)
’ doxr if U'=Il+1land [=ky—2
0 otherwise

In addition to the transformations performed in models I and II, for model III, for oo = +1
we needed to shift the last Bethe root by a§’“°‘1> — a4 Xko—17 in order to bring the

Bethe equations in the form (6.29).

As an example, the Dynkin diagram for the case {5,4,3,2}~ (for which v = v =73 =
v4 = —1,00 = 1), is shown in Fig. 5. As already noted, the first ky — 3 Bethe equations are
similar to those of model I, but the last two are generally significantly different.

We have checked, as for models I and II, the completeness of this Bethe ansatz, see
Appendix C.

7 Discussion and outlook

In this paper we found a new family of integrable models that we call flag integrable models.
These models are composed of operators that act on subspaces which have a flag structure.
Interestingly we find that our models are rational and are characterized by a sequence of
integers corresponding to the dimensions of the subspaces.

Even though the models have a seemingly simple structure, they exhibit interesting fea-
tures. First, we found that Model I has a symmetry algebra of a new type. The symmetry
algebra is a generalization of the usual graded algebra gl(m|n) and we correspondingly call it
a generalized graded algebra. The generators of this algebra have a different type of grading
element in the coproduct and commutation relations that corresponds to the different stripes
of the flag it connects. We found a generalization to a Yangian algebra. Models IT and III
also exhibit this algebra but are not fixed by it.

Finally, we used nested algebraic Bethe ansatz to determine the spectrum of Models I,
IT and III, see Eqs. (4.45)-(4.50), (5.11)-(5.25), and (6.18)-(6.28), respectively. Although
the Bethe ansatz solution for Model I appears similar to that of the gl(m|n — m) model,
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we argue in Appendix A for the case n = 3 that these models are not equivalent. An
analysis of examples with small values of L, d, k (see Appendix C) suggests that many of the
eigenvalues are described by infinite, singular and/or continuous Bethe roots. For the XXX
chain, infinite Bethe roots do not affect transfer-matrix eigenvalues, and describe descendant
(that is, not su(2) highest-weight) states (see, e.g. [28]). In contrast, for the models studied
here, as for those in e.g. [33-36], the infinite Bethe roots appear to be necessary to obtain
the spectrum. The appearance of continuous Bethe roots is also unusual. Perhaps these
features are artifacts of our choices of coordinates and gradings, and could be eliminated by
working with different choices.

The Bethe equations of all three models can be brought to a simple form, similar to
those of gl(m|n — m), see (4.55), (5.27), and 6.29, respectively. The first kg — kg—1 — 1
Bethe equations are the same for all the three models, but the remaining k4 ; equations
differ among themselves substantially. Perhaps some of the (—1)™ factors appearing in these
equations could be eliminated by introducing gradings or twists, see e.g. [44].

There are some interesting further directions that can be pursued. The physical properties
(phase structure, ground state, low-lying excitations) of the models presented here remain
to be explored. It would be interesting to see if a universal R-matrix could be formulated
along the lines as was done for gl(n) and gl(m|n) [45-47]. It would also be interesting to
clarify the remaining symmetries of model II, and to account for its unusual degeneracies. A
proper treatment of repeated singular solutions in model II is still missing. The trigonometric
models found in Appendix B also warrant further study.

We have restricted our attention to periodic boundary conditions (PBC). For the new
R-matrices found here, it would be interesting to find corresponding boundary K-matrices
(solutions of the boundary Yang-Baxter equation) [48-50], to formulate the corresponding
open-chain models, and to determine the spectrum of their transfer matrices. Perhaps there
is a choice of boundary conditions for which the models have more symmetry compared with
PBC, which could help account for degeneracies.
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A Comparison between gl(ky — ki|...|kq—2 — kq_1|ka—1)
and gl(m|n —m)

In this section, we argue that type-I models with d > 2 stripes, which have symmetry

gl(ko — k1|...|ka—2 — kq_1|ka—1), are not equivalent to models with two stripes (d = 2) that

have symmetry gl(m|n —m). For simplicity, we focus on the case n = 3. We first make the

argument in Sec. A.1 for the R-matrices, and then in Sec. A.2 for the corresponding Bethe
ansatze.

A.1 R-matrices

In addition to gl(3), there are three type-I R-matrices with n = 3, as given in Table 4.

d k Symmetry
2 ko =3, k1 =2 al(12)

2| ko=3,k =1 al(2]1)

3 k0:37 k?1:2, k2:]. g[(].’”l)

Table 4: Type-I R-matrices with n = 3.

We now argue that the gl(1]|1]1) type-I R-matrix cannot be mapped to gl(2|1) or gl(1|2)
R-matrices. Our argument consists of two parts:

1. Showing that the eigenvalues are different, which implies that the R-matrices cannot
be related by similarity transformations.

2. Showing that the R-matrices cannot be related by generalized (Drinfeld) twists.

The eigenvalues and the corresponding degeneracies of the three R-matrices, displayed
in Table 5, are evidently all different.

Let us now check if the models can be related by a generalized twist
Rya(u) = Way Rya(u) W', (A.1)

with
[Ry2, Wi3Was| = [Ras, WisWis] = 0. (A.2)

We observe that the three R-matrices, as well as the one for gl(3), satisfy
R(Aby) = (APh;)R and R(Abs) = (APhy)R, (A.3)
where b; are the gl(3) diagonal generators:

b = €1,1 — €22 and by = €22 — €33, (A-4)
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Model Eigenvalues Degeneracies
gl(112) | —(14+u)(u+n) 1

gl2lt) | (1+w)

gl(111) | —(1 4+ u)(u+mn)

IS
|
3
N—
= NN O — W W W N

Table 5: Spectra of type-I R-matrices with n = 3.

and
Ab=Hh;@1+1®5;. (A.5)

Therefore, if a twist mapping these models exists, it has to satisfy
(W,Ap;] =0, i=1,2. (A.6)

Starting with a general 9 x 9 matrix W and requiring that (A.6) be satisfied, we obtain that
W must be of ice-rule form:

9
W = wa €24 + Wy2€49 + W3 7€37 + Wr3e73 + Wes€68 + Ws 6€86 + E Wy ;€45 - (A7)
i=1

We readily find that the twist equation (A.1) cannot be satisfied with W of the form (A.7)
and with R and R corresponding to gl(1|1|1) and gl(1]|2) (or gl(2|1)). Notice that a twist is
ruled out even before considering (A.2).

Gauge transformations (which are particular types of similarity transformations) and
twists (including generalized twists like the one above) are the two types of transformations
known to preserve the quantum Yang-Baxter equation. Since the R-matrix for gl(1|1]1) is
not related to the R-matrices for gl(1|2) or gl(2|1) by such transformations, we believe it is
new. For more details about this R-matrix, see section 3.3.
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A.2 Bethe ansatz

The transfer-matrix eigenvalues for the case with symmetry gl(1]|2), which corresponds to
model I with d =2 and k = {3,2}, is given by

L L mlu_u(l)_n
AR (u;0,) =TT+ u — 6)) [H(u—ej—l—n)H#
J

j=1 j=

gy — gl —n = u—l—u@)—l—n 2 u+u(2)—77
m J
S I (TR (H a— 11 o 11 e
J Jj=1

j=1 j=1 U—u j=1 utu; U+ u;
(A.8)
see Egs. (5.11), (5.21), (5.22). The corresponding Bethe equations are given by

L u(l)—ﬂ—i—n 2 u(-2)+u,(€1)+77
H k75 o) J = (_1)m1+1 H 2 rF ®) ) s k’ = 1, My, (Ag)
o1 W =0, =1 Uty

m (2) ma (2) (2)

—|— uk Uy — U — 1)
U H W kzl,...,mg, <A10>

see Egs. (5.23)-(5.25). These results can be brought to a more symmetric form by performing
the redefinitions

T N Ll (A1)
leading to
L L Mmoo U(Q) -
A (s 07) = [ [+ - ej){(—U”“ [0 =5~
j=1 j=1 j=1 YU
mi W _m L u—u(2)+n
+ S [T =0+ + o [ TT 5 ¢
Rl U U g j=1 =1 4
(A.12)
and
L my (1) _(2) | p
U U w;
11 ? o ) = (=™ Z) @ i’ =1 m, (A.13)
j=1 Ug _91_5 =1t T U Ty

u — U, = —u; —n
1=]] &— [ 5" k=1ms, (A14)
@ _ 0 IO e M2

Up U §J¢k] o) =

respectively.
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The transfer-matrix eigenvalues for the case with symmetry gl(1|1|1), which corresponds
to model I with d = 3 and k = {3,2,1}, is given by’

I L m u(l) —n
J:1 j=1 j=1 U—U
L mi ) m2 ( )
m U—u; " —1n m u — +n
+( 1) ! H(U - 9]) (H ) <_1) ? 2) )
j=1 j=1 U —u j=1 U U
(A.15)
with corresponding Bethe equations
LW _p. my o (2) (1)
[T cyma [ k=1, my, (A.16)
(1) — 0, 2 _ @
j=1 j=1 U Uy,
m () (2)
1= (=)™ ]+ b k=1, m (A.17)
at — @ 4
j=1U; k N
Using the redefinition
ul)Hul)—g, (A.18)
these results become
L L m2 (2)
AUz 0;) =T [+ u—0 {(—1) e =) [ ——+
j=1 j=1 j=1 UTY
m (1) _n_ L L me . ( ) +1
+ % 2[H(u—9 +n) + ( 1)m1H(u—6)H }
) J 2 J
j=1 U — 'Ué + g j=1 j=1 j=1 L u( :
(A.19)
and
L (1) — 0. + n m2 U/(l) (2) + n
J 2 _ mi+1 k ] 2 _
H  _ 0. _n - <_1) ! H O @ 0’ k= 17 , My, <A20>
j=1 %k J 2 j=1 Uk U; 2
my u(Q) u(l) _n
1= 5—5—=2, k=1..m, (A.21)
oy =+
respectively.

"This case is not included in section 5, since there we restrict for simplicity to the cases with kq_; > 1.

44



A.2.1 Remark about gradings

As already remarked, all the R-matrices in this paper satisfy the non-graded (ordinary)
Yang-Baxter equation.

Let us compare our non-graded gl(1]|2) results with corresponding results obtained using
a graded R-matrix in the FFB grading with reference state (0,0,1)®% [51, 52]. Setting in
(A.12) n = i and all inhomogeneities 6; to zero, we obtain

i (2)
= U —U; +z

—f[(uﬂ) ) L|| }
2

mi

AP (0, = 0) =(1 + u)L{

m2 gl g
+ (=Mt [ —L5— ¢ (A.22)
J

Apart from differences in conventions and notations, this result is the same as (3.50) in [52],
except that the latter has —1 in place of our factors (—1)™, which can be attributed to
the fact that our R-matrix is not graded. Indeed, a similar phenomenon can be seen in the
OSp(1|2) model [25, 36, 53], compare in [36] the non-graded result (2.16) that has (—1)™
factors vs. the corresponding graded-result (3.12) that does not have such factors.

A.2.2 Fermionic duality transformation

It is interesting to investigate whether the above Bethe ansatz results for gl(1|2) and gl(1]1]1)
can be related by a fermionic duality transformation. Following the approach in [54] (see
also [55] and references therein), we define the polynomial P(u)

P(u) = [J(u—6i— g) [Tw—u+ g> — (=)™ (w6 + g) [Tw—ul - g) . (A.23)

in terms of which the first gl(1|2) Bethe equation (A.13) becomes
Py =0, k=1,...m. (A.24)
Since P(u) has (for my even) degree L + may, it has m’ = L + my — m, additional zeros
P)=0, k=1, m. (A.25)

If we identify v/ +> (), then (A.25) is the same as the first gl(1|1|1) Bethe equation (A.20),
except for (—1)™ factors. We see that P(u) has the factorized form

mi m’

Hu—uk HU_UZ) (A.26)

k=1 k=1
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We observe that

2 m 2
PO H8) (e ] 1 =4 £
P( (2)_Q> 2 (2
u; 2 ktj W) U, —n
my B gD o me By
_ J k 2H J k 2 .
= , j=1,...,mg, (A.27)
2 1 2
k=1u§‘)_u§c)_gk=1u§')_u;¢_%

where the first equality follows from (A.23), and the second equality follows from (A.26).
That is, we have the identity

I5—c -2l 50— =Ccv""ll-5—— i=t..m
e Wi T U g i Uy = ) he1 Wy T Ut g

(A.28)
The LHS of (A.28) coincides with the RHS of the second gl(1]|2) Bethe equation (A.14); while
the RHS of (A.28) is the same as the RHS of the second gl(1]1|1) Bethe equation (A.21) if
we again identify u' <> u(Y)| except for (—1)™ factors. In summary, up to (—1)™ factors, the
gl(1]2) and gl(1]1|1) Bethe equations are related by a fermionic duality transformation.®

However, the eigenvalue expressions for gl(1|2) (A.12) and gl(1|1]|1) (A.19) are not related
in such a way. Indeed, we now observe that

L my TTL ma “*“1(3_)*”
pet (= O, = m) + (=)™ [Ty (w = 6x) [ T2, u—u?)

- my u—ul)+ me TTL
[Ty (w = 00) T2 = + (=)™ Tz (w — 60+ n)

u—uk

, (A.29)

where the first equality follows from (A.26), and the second equality follows from (A.23).
That is, we have the identity

1 _n L L my (2)
u—uk u—uy — 3 H u? 4+
H =t + H“—gk H—z
m’ U — /+ﬂ . L L m2u—u(2)—77
_H / 727 1) IH(U—Hk—U)+H(U—9k)H+(2) . (A.?)O)
U_uk 2 kel Pl P u_uk

The LHS of (A.30) coincides with part of the expression for the gl(1]|2) eigenvalue (A.12).
However, after the identification u’ <+ u™", the RHS of (A.30) does not appear to be related
to the gl(1]|1]1) eigenvalue (A.19), which has a similar factor but with n — —n. We conclude
that the gl(1|2) and gl(1|1|1) models are not related by a fermionic duality transformation.

8We thank the referee for bringing this fact to our attention.
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B Trigonometric solution

We can generalize our analysis to contain trigonometric models. Similar to [15] these models
contain several constants. In order to achieve this, we split our matrices into upper/lower
triangular and diagonal parts:

k k K
P = D e ®ei, P& = > e ®eji, Py = D e @eji, (B.1)
i<j i>j =7
k k
st "= Z €5 Q €45, K" = Z €ij & €ij kn) Z €ij © €ij » (B-2)
i<j i>j

where e;; are n x n matrices as before (2.1)-(2.3). Notice that K/ = P{™ | so in our
Ansatz for the Hamiltonian we only need to consider one of them. Hence, we now consider
a Hamiltonian of the form

d—1
— Z <a ]I(kun) + bi ]P) kun _|_ bO]P) kzvn) + Ci K(kzvn)) (BB)
=0

Obviously, we can recover our previous Ansatz (2.5) from this one by putting b = b; =
b = b;, and similarly for the ¢’s. Let us now again solve this system recursively.

At the highest level, we recover the rational SO(n) type models from the previous section.
However, when ca—L =0, we find the solution

1
bh=1, by = o, b= —

— (B.4)

for x¢ a constant. In the next step, there are more possibilities that generalize the rational
cases. First there is the recurrence step

ap=0, b =-20, =11, b = ——+ : E=0. (B.5)

The second solution is the termination step

1
a; = +1, v =1, by = —0, b= ——, i =0. (B.6)
Zo
For z; = 1 we recover the rational solutions. Hence, we are lead to the trigonometric

generalizations of models I and IT

U
—

HLEJ _. ]I(n,n) + ( 1) (1 + yg k],n) —+ Z$] kj.n + Z [

IP)(kj 7")
71 ;
i=0 Li Zi:o

<
Il
o

(B.7)
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where the vector i = {0, +1,+1,...}, where each of the signs can be different. We recover
the rational model I by setting x; = (—1)*. Similarly, we find

d—2 d—2 d—2
o | - - 1 1 .
HII,k,y = ay ]I(n,n) + (_1)](1 + y]) P((]kjy ) + Z x; ]P)(_kjv ) + Z [ - o — ]]P)Efg: )
=0 =0 =0 im0 Ti Qi Ti
d—2 d—2 1
1 d]P)(kd—l n) ; ]P)(kd—lvn) - P(kd—lyn) + I[(kd—l,n) ) B.8
e - (Taptern - (5 Ly B3

The original model II can again be easily recovered from this solution.

C Completeness checks

We present here Bethe roots {u,(f)} corresponding to each of the eigenvalues of the homo-
geneous transfer matrices (all #; = 0) with small values L,d, k for model 11 (Tables 6, 7,
8), model I (Tables 9, 10, 11) and model III (Tables 12, 13), which serve as completeness
checks of the Bethe ansatz. The columns in the tables labeled “deg” display the degen-
eracy (multiplicity) of an eigenvalue. We emphasize the presence of numerous eigenvalues
described by infinite, singular and/or continuous (arbitrary) Bethe roots. For model II, we
find instances with repeated singular Bethe roots (such as the last line of Table 7), where the
roots indeed give the eigenvalue through the T(Q equation (4.48), but the Bethe equations
are not all satisfied (at least naively). For models I and III, we do not find such Bethe root
configurations, so their Bethe ansétze appear to be complete.

L |imy|my|p|deg {u,(cl)} {u,(f)}
17010 -] 2 - -

1] 1 1 {0] 2 00 o0
21010 -] 3 - -
21110 ]-]1 —37 -

2] 1 1 10| 4 -3 00

2] 1 1 10} 7 00 00
202 2 |1] 1 [0,—n|(-1& %5)77

Table 6: Model It with d = 2, k = {4,2}. Bethe roots in blue are singular solutions.

48



L|{my|mg|p|deg {u,gl) } {u,(f) }
1700 |-]1 - -
1] 1 0 ]-| 1 00 -
111 1 ]0] 2 00 o0
21010 |- 1 - -
211 0 [-] 1 -3 -
21 0 [-] 1 00 -
21 1 10| 2 —7 00
211 1 70| 2 o0 00
212 |0 |- 1 |(=1£d)F -
2| 2 110 3 0, —n 0
2| 2 L [0] 2 | (=1%x4)F 00
2| 2 2 (0| 3 -1, —n 0,0

Table 7: Model IT+ with d = 3, k = {4, 3,2}. Bethe roots in blue are singular solutions.

L|{my|mg|p|deg {u,(:) } {u,(f) }
110 0 |-1]1 - -
1] 1 0 |-1]1 00 -
1] 1 1 10| 2 o0 o0
21010 -] 1 - -
2010 |-| 1 —1 -
2] 1 0 -] 1 00 -
211 |0 2 —1 o0
211 1 10] 2 00 00
20 20 |- 1 |(=1xa2| -
212 110 2] o0 —p 0
2 2|1 ]0] 5 [(-1+£)2] oo
2] 2 2 11| 1 0, —m 0, —n

Table 8: Model I~ with d = 3, k = {4, 3,2}. Bethe roots in blue are singular solutions.

Lmi [ my]my]deg]| {u} (uy [ {w’}
1ol o0]o0] 2 - - -
1/ 1]01] 0] 2 00 - -
21l 0]l o0o 0] 3 - - -
21110101 —1 - -
21 1 (10| 4 —1 00 -
201|114 00 ul? 00
(144) i
202203 |2 -(1=5)n| -
202211 |{-no0} - 1i\/i§ n 2

Table 9: Model I with d = 2, k = {4,2}. Bethe roots in blue are singular Bethe solutions; Bethe
roots in red are arbitrary.
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L |my | mg| ms| deg {u(l)} {u,(f) } {u,(:’)}
110 0 0 1 - -
111 0 0 3 00 - -
210 0 0 1 - - -
21103 | -1 o0 -
2011|113 0o WP | oo
2 20|06 |-l . -
2121120/ 3 |[{~no0t| o0 -

Table 10: Model I with d = 2,

in red are arbitrary.

= {4, 3}. Bethe roots in blue are singular solutions; Bethe roots

L | my | my | mg|deg {uk } {u(Z)} {uk }
100 ]0]1

1100/ 1 o0 : -
11 1]0]2 e 00 -
21000/ 4 - - -
2/ 10|01 00 - -
20110101 -3 - -
21110 2 —1 00 -
ol 1|11 2 % uy? 00
2121001 Lt - -
2/ 21|02 —{in 00 -

2
202111 {—n,0} 0 00
&) : (1)

22 2 o o | L () oo ()] | o

Table 11: Model I with d = 3, k = {4,3,2}. Bethe roots in blue are singular solutions; Bethe roots
in red are arbitrary.

L |my | mg | ms | deg {ug)} {u(2)} {uff)}
1[0 [0 ]0]2 - -
10 1]0] 0] 2 0 - -
2/ 000/ 3 - - -
2/ 10011 ~1 - -
2/ 1|10/ 4 o0 ul? -
2/ 1|10/ 4 ~1 o0 -
2122|012 —(144)2 i(2i £v2)1 | -
2ol 2001 {0, 00} {uﬁ?), u§2>} 0
212211 {«@”, —n (::2(())) } {c0, 00} 0

Table 12: Model IIT with d = 2,

= {4,2} and po = +1. Bethe roots in red are arbitrary.
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L|m|my|my|deg| {u'} | fu”} | {u”}
1] 0] 0]0]1 - - -
1| 1]0]0]1 0 - -
1)1 1]0]2 00 ul® -
2[00 03 - - -
2011001 00 - -
2011001 —1 - -
201 [1]0] 2 —1 0 -
201 [11]0] 2 00 ut? -
212001 |1 _ _
21210 2 | -8 -
20210/ 2 |{0,—-n} 0 -
202 21| 1 | -EE"Ilgoo}| -
212211 |-51) {00} | oo

Table 13: Model III with d = 3, k = {4,3,2} and py = —1. Bethe roots in blue are singular
solutions; Bethe roots in red are arbitrary.
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