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SUMMARY

Understanding sex-related variation in health and illness requires rigorous and precise approaches to
revealing underlying mechanisms. A first step is to recognize that sex is not in and of itself a causal mecha-
nism; rather, it is a classification system comprising a set of categories, usually assigned according to arange
of varying traits. Moving beyond sex as a system of classification to working with concrete and measurable
sex-related variables is necessary for precision. Whether and how these sex-related variables matter—and
what patterns of difference they contribute to—will vary in context-specific ways. Second, when researchers
incorporate these sex-related variables into research designs, rigorous analytical methods are needed to
allow strongly supported conclusions. Third, the interpretation and reporting of sex-related variation require

care to ensure that basic and preclinical research advance health equity for all.

INTRODUCTION

Over the past 30 years, scientists and policymakers in the United
States (US) and elsewhere have called for more attention to sex
in biomedical research. The key arguments for this increased
attention are two-fold: first, that consideration of sex is neces-
sary to advance the health of women,' and second, that
factoring sex into research designs is required to ensure rigor,
reproducibility, precision, and transparency in both clinical and
preclinical research.?® It is often argued that without considering
and understanding sex-related variation at the basic and preclin-
ical level, flawed assumptions could be carried into clinical trials
and ultimately clinical practice, which, coupled with the ten-
dency to over-generalize from data derived from male models
and datasets, could have particularly detrimental consequences
for women.* In other words, without adequate consideration of
sex, the fear is that biomedical research could fall short of stan-
dards of rigor and precision, compromising its potential to
advance health for all.

As aresult of these calls to action, several funding bodies have
introduced policies requiring the consideration of sex and/or
gender throughout the research spectrum.” One example is
the Sex as a Biological Variable (SABV) policy of the National In-
stitutes of Health (NIH) in the US. This mandate requires that NIH-
funded research include female and male animals/participants
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(unless a single-sex approach is clearly justified) and that find-
ings be disaggregated by sex.® Such policies are not limited to
funding agencies; for example, many journals have adopted
the Sex and Gender Equity in Research (SAGER) guidelines,”
which similarly recommend disaggregation of data by sex.

Since these policies were implemented, consideration of sex
and inclusion of female and male animals/participants in biomed-
ical studies has become more common.® A study of research pro-
posals in Canada showed, for example, that between 2011 and
2019, the integration of sex into research designs increased
from 22% to 83%.° This finding suggests that the policies have
likely increased the inclusivity of biomedical research. This in-
crease has, however, occurred without concomitant emphasis
on scientific rigor with respect to precise operationalization of
variables, appropriate choices of analytical approaches, and ac-
curate reporting.'®"'? For example, a recent analysis showed
that, in a sample of papers published in 2019, 70% of claims of
sex-specific effects were not supported by appropriate statistical
evidence."! Given that mandates like the SABV policy are situ-
ated within broader efforts to enhance rigor and reproducibility, '®
work remains to ensure that the study of sex-related variation
achieves these aims.

Here, we discuss three main ways in which researchers can
improve the precision and rigor of research involving sex cate-
gories. First, researchers can operationalize “sex” in ways that
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focus on concrete, measurable variables rather than relying on
the proxy categories of female and male. Being specific about
how these variables (for example, chromosome complement,
hormone levels, or gendered social and environmental expo-
sures) contribute to research observations can support causal
hypotheses about the role of sex-related variation in health out-
comes. This approach builds on the concept of sex contextual-
ism,'* at the core of which is the observation that the relationship
between sex-related factors and experimental outcomes will
vary in context-specific ways across different research settings.
Our argument also draws from the foundational work of others
who have pointed out that sex is plurally defined and comprises
multiple variables that can vary dynamically.’*"'® Second, we
call for enhanced rigor in research design and analytical methods
in order to improve the accuracy of claims about the potential
influences of sex-related factors, and to expand beyond “sex
differences” alone as a means of describing and explaining vari-
ation. Third, we urge transparency and care in the reporting of
findings and the generalization of results. Transparency relies
on accurate accounts of the actual distributions of data and
appropriate interpretation of any statistically significant differ-
ence between category means; in addition, care should be taken
when using findings about sex-related variation in laboratory
models to make predictions about diverse and socially complex
human populations.

Increasing rigor and precision in the consideration of sex goes
hand-in-hand with the policy goals of addressing gender/sex
disparities in health outcomes. Contextualist approaches to
sex-related variation can enhance the accuracy and efficacy of
clinical interventions in diverse human populations, while also
minimizing the potential harms of such research. Studies of
sex-related variation occur in a broader cultural milieu in which
women and men are regularly constructed as opposites, gender
inequities continue in both the public and private spheres, and
sex and gender minorities face existential threats—precisely
because they challenge deeply held convictions about the na-
ture of sex categories.? Scientific findings about sex-related
variation filter into the public consciousness and can shape
gender/sex stereotypes®’ and attitudes toward minoritized
groups.?? There is thus much at stake—for both human health
and gender equity more broadly —in striving to uphold the high-
est scientific standards in the study of sex-related variation in
basic science.

OPERATIONALIZING SEX

Sex is not a causal mechanism

In the years since funding agencies and journals began to intro-
duce policies for the consideration of sex, it has become
commonplace to refer to sex as a “biological variable.” As a
starting point for situating sex-related factors in their context,
we emphasize that sex is not a variable that is in and of itself a
biological mechanism; rather, sex is better understood as a sys-
tem of classification. Once assigned, sex categories are
frequently treated as causal mechanisms, which is evident in
claims that biological phenomena are “driven,” “influenced,”
or “impacted” by sex. However, sex requires careful operation-
alization in order to move beyond a set of assigned categories,
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such as female and male, and toward the actual mechanisms
of interest. By acknowledging that it is not sex itself that gener-
ates effects in experimental settings, but rather any one (or
more) of the mechanisms that assigned sex categories are taken
to represent, we can be more precise about the relationships be-
tween biological variables and observed outcomes.'”?%?*
Importantly, this approach can also allow for more accurate de-
scriptions and explanations of overlap and similarity between
sex-classified groups and the diversity and heterogeneity within
them (Table 1).

As an example, the use of the category “women” as a proxy
variable—instead of the more precise variable of uterine pres-
ence/absence—underestimates incidence of uterine cancer in
human populations by 23%-53% and racial disparities in cervical
cancer by 44%; it also obscures the incidence of these cancers in
intersex and transgender people.?>?° In this case, adequately
operationalizing sex beyond an identity or assigned sex category
dramatically enhances the value of the data. The presence of a
uterus is an example of how the use of sex-related variables
relevant to the question at hand can result in a more precise
operationalization of sex, including in basic research settings.

Operationalization is particularly important when considering
variables that correspond imperfectly with assigned sex cate-
gories. Hormone levels, for example, may correlate with assigned
sex categories but can also vary independently of them. In most
cisgender women early in the menstrual cycle or in post-meno-
pause, estradiol levels overlap with those of cisgender men.*® In
all people, regardless of sex assigned at birth, estradiol levels
can vary in response to social context and behaviors as well as
hormone therapy®’; this variation reflects the intersection of social
factors (e.g., access to hormonal contraception, post-meno-
pausal hormone replacement therapies, or gender-affirming
care) with a sex-related variable.

A conceptual shift from sex category toward plausible mech-
anisms associated with sex-related variables can support
more accurate and clinically relevant interpretations of data.
This framing may help to identify specific sex-related indepen-
dent variables with effects that can be investigated or controlled
for as part of a study and consequently determine the types of
data that need to be collected to facilitate consideration of these
variables. Careful consideration of how sex is operationalized
can also help researchers more accurately consider and explain
patterns of variation that are not well-classified in terms of strictly
binary female/male categories.

Sex depends on context

Whether and how any sex-related variable matters—and what
patterns of difference and variation it contributes to—cannot
be assumed a priori, as these relationships will vary across
research questions, model species, and lab settings.'* Conse-
quently, researchers should consider which sex-related vari-
ables or covariates could be most relevant to the experimental
setting at hand. When designing a study with the explicit aim
of exploring sex-related factors, researchers should be aware
that contextual factors such as age, environment, ovarian cycle
phase, time of day, time of year, cell type, etc., each affect levels
of hormones, gene expression, and other correlates of sex. The
dynamic nature of hormone levels and gene expression dictates
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Table 1. Practicing rigor and precision in the consideration of sex-related variables

Common issues in the use of sex-related
variables

Solutions

Examples/further reading

sex categories are treated as a biological
variable without further operationalization

process for classifying research subjects
by sex category is not reported

environmental variables outside of the
hypothesized sources of variation are not
identified or considered; this issue often
appears as an attribution of all sex-related
variation to “hormones”*° rather than more
thoughtful consideration of a broader range
of possible mechanisms

dividing a sample into two categories (F/M)
with no a priori hypothesis about how or
why they may differ

claiming a statistically significant difference
between the treatment responses of
sex-classified groups without testing for
one (the DISS error)

inaccurate use of terminology such
as “dimorphism” and “sex specific”

interpreting a finding of a statistically
significant difference between female- and
male-classified groups of non-human
animals as pointing to a clinically significant
difference warranting development of
sex-category-specific treatments in
humans

operationalize sex categories in terms of
sex-related variables that are context- and
model-specific, appropriate to the research
question, concrete, and measurable;
recognize the limited explanatory value of
assigned sex categories used alone

include an explicit description of how sex
categories were assigned (in the
Methods section or in supplemental
information)

carefully consider factors in the lab
environment (such as housing density

or exposure to different types of
conspecifics) and/or gendered exposures
in the interpretation of sex-related variation

rather than comparisons of means,
consider statistical approaches that can
reveal more complex relationships

test for a sex-by-treatment/exposure
interaction in all cases, even when
underpowered to detect small interactions

describe sex-related variation in ways that
accurately reflect the actual distributions of
the data and what can and cannot be
concluded from

null hypothesis significance testing

recognize the specificities of the chosen
model and describe potential limitations
when generalizing to other models or to a
clinical setting; in many cases, due to
divergent natural histories, gene
expression, and other factors,° sex-related
variation in a given non-human model
cannot be generalized to humans; in some
cases, findings cannot be generalized even
across strain within species

instead of using the category “women” as a
proxy variable, the more precise variable of
uterine presence/absence increases
accuracy in estimating incidence of uterine
cancer in human populations and racial
disparities in cervical cancer;*>*° Yang

et al. investigated how androgen-mediated
signaling contributes to sex-related
variation in the development of immune
phenotypes;>’ Bongen et al. acknowledged
in their study of sex-linked gene expression
and immunity: “we need to improve our
understanding of the biological factors that
underlie sex differences so that we do not
rely on the crude labels of ‘male’ and

‘female’ when predicting disease risks”*®

Massa et al. explained their
operationalization in the Methods

section: “female (defined as having small
anogenital distance at weaning and
presence of ovaries at time of death) and
male (defined as having large anogenital
distance at weaning and presence of testes
postmortem)”2?

sex-related differences in functioning of the
hypothalamo-pituitary-adrenal axis can be
at least partly attributed to gender-related
differences in social buffering;®' Klein and
Nelson found sex-related variation in
immune responses in meadow voles when
they were housed in pairs, but not when
housed individually®?

Smiley et al. outline a variety of alternative
statistical approaches for analyzing sex
variability, such as data reduction or
clustering®®

see Figure 1 and further elaboration by
Rich-Edwards and Maney**

Yang et al.?” and Naqvi et al.>® described
immunological factors and gene
expression, respectively, as “sex-biased”
rather than sex-specific or dimorphic; see
further reading for recommendations on
how to graph categorical data in ways that
depict overlap??43*

Fischer and Riddle reviewed evidence of
sex-related variation in aging processes in
fruit flies, nematodes, mice, and humans,
and reported that although sex differences
exist, they are often not conserved among
species®®; sex-related variation in gut
microbiota does not generalize from one
strain of laboratory mouse to another®’
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careful consideration of the tissues and time points that are
sampled, in the context of the goals of a given study.??-**“° Simi-
larly, other correlates of sex categories should be approached as
highly context-specific.

In considering context, researchers can first and foremost
address the particularities of the model itself; that is, the charac-
teristics unique to a model species or strain and developmental
stage (Table 1). The species-specificity of findings about sex-
related variation is well known to researchers working in fields
such as behavioral neuroendocrinology and neuroethology. De-
cades of research on rodents, songbirds, and fish, for example,
has shown that female-male differences in mating behaviors,
neuroanatomy, and neurochemistry can vary dramatically even
across closely related species.*’ ™ In a large study of gene
expression in 12 tissues in five mammalian species, including
humans and mice, Naqvi and colleagues showed that samples
tended to cluster by species, not sex, suggesting that although
the genes themselves are conserved across species, sex-
related differences in their expression are not.>® They argued
that sex bias in the expression of most genes has evolved
recently and, as such, is not shared among most mammals.
Even within species, sex-related variation may not generalize
to other animals of the same species; in rodents in particular,
strain, parent-offspring relations, and even litter effects could
be highly relevant to the size and direction of any observed
sex-related variation.

Cross-species differences have been leveraged to understand
the mechanisms that underlie biological variation and its evolu-
tion. But modeling human health in non-human animals relies
on cross-species similarity, not variation; such variation can
thus be a barrier to generalizability. Drosophila and rodents, for
example, have very different sex-related biologies from each
other and from humans, making it difficult to predict whether
or how a sex-related difference in one of these models will man-
ifest in humans. Although all three taxa share basic biology that
includes homologous protein-protein interactions, DNA se-
quences, and epigenetic modifications, the extent to which
sex-related factors interact with these features, and how they
do so, varies widely. Modeling human sex-related variation in
depression, anxiety, addiction, or post-traumatic stress disorder
can be challenging because the associated behaviors in rodents
do not always mirror the direction of female-male differences in
humans.**~*" For example, male rats exhibit greater anxiety than
their female counterparts across various models of anxiety,
including the open field test and elevated plus maze, whereas
in human populations, women tend to be diagnosed with anxiety
more often than men.** This lack of generalizability is not neces-
sarily related to lack of homology of the mechanisms underlying
such conditions; rather, it may be related to the profound diver-
sity of sex-related, social, and environmental factors that interact
to produce observed outcomes.

These caveats are particularly important when modeling hu-
man diseases and disorders that seem to be more prevalent in
one sex. It is commonly argued, for example, that for disorders
that are more prevalent in one gender, e.g., men, the underlying
biological mechanisms must be modeled in non-human animals
of the associated sex category, e.g., males.*®*° But contextual-
ism teaches us that it is an empirical question whether a female
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or male non-human model at a particular stage of development
or gonadal status is most apt for a given scientific inquiry.

A similar principle applies in research involving dissociated
cells grown in culture. It is often said, when advocating for the
consideration of sex in basic science, that “every cell has a
sex.””? In vitro research presents several conceptual challenges,
however, to such an endeavor. First, even when the sex category
of the cell donor is known, only certain aspects of sex can be rep-
resented ex vivo.”' Typically, sex is operationalized in these
cases by the chromosome complement (or the presumed com-
plement based on the sex category of the donor); however, the
environment in the culture dish, including the hormonal milieu,
differs profoundly from that in the intact animal (or human). Cell
cultures, therefore, cannot be understood to be representing
"women" or “men.” Further, although it is rarely acknowledged,
almost all primary cells in culture (particularly human ones) orig-
inate from a gendered body with gendered experiences prior to
cell harvesting. Thus, although the culture dish may seem to offer
a highly controlled, context-free environment, there are many
factors to consider. A contextualist approach shifts the focus
from the sex category of the cell donor to the sex-related pro-
cesses that can actually be modeled in the in vitro environment.

As asecond step, researchers can identify features of the envi-
ronment that may covary with sex-related variables (Ta-
ble 1).°2* For example, at many institutions, male mice are
frequently housed singly to prevent fighting whereas female
mice are housed together to save on housing costs. In this
case, a researcher could consider whether findings that appear
to be linked to sex categories are in fact related to housing den-
sity. Even when male and female animals are housed under iden-
tical conditions, however, the natural history of a species and its
sex-related behaviors could result in apparent sex-related find-
ings; for example, female- and male-classified animals may
vary in their stress responses to social isolation, which could
affect the variable of interest.°® Overcoming such confounds
can be challenging,”® making it all the more important to
acknowledge and consider them when interpreting findings.

Third, researchers could consider that—whether in the labora-
tory or the clinic—sex difference research occursin a gendered so-
cial world, meaning that social gender beliefs, practices, and as-
sumptions are part of the context in which, and could possibly
affect, the research being undertaken. The potential influence of
these factors has been well established in studies of the history
of the sciences of sex, including in the cases of gendered interpre-
tations of gametes, steroidal hormones, sex determination pro-
cesses, and the X and Y chromosomes.®”° These biases are
not limited to studies on humans or human-derived systems.
One study showed that, when primed, observers’ expectations
about sex-related behavior in red-backed salamanders affected
the accuracy of behavioral observations.® In another study, this
research group showed that even without priming, observers
can bring preconceived expectations about sex differences into
the lab: unprimed women and men observers both believed that
the male salamanders would be more aggressive and the female
ones better foragers.®” These examples illustrate that gendered
assumptions can influence scientific observation. The degree to
which such biases can affect outcomes, particularly in biomedical
research in non-human animal models, is not well understood.
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In biomedical research, sex is often presented as referencing
physiological features such as chromosomes, hormones, and sec-
ondary sex characteristics, whereas “gender” is defined as a hu-
man-specific phenomenon, relating to one’s identity, behaviors,
and exposure to socially conditioned and unequal norms, relation-
ships, and environments, which include laws, policies, and oppor-
tunity structures.®? A common practice in biomedical researchis to
attempt to separate causal factors linked to sex from those linked
to gender, in order to support a focus on the former, particularly
when using non-human models.® For example, although it is widely
recognized that clinician bias and other gendered pathways may
explain substantial portions of gender disparities in human popu-
lations with conditions such as depression,® fibromyalgia,®* and
autism,®® animal models of these conditions often proceed as if
the disparities can be explained solely by physiological factors
such as hormones, divorced from gender. The study of sex-related
biology in animal models in isolation from the gendered contexts
that shape human systems is a crucial limitation of preclinical
research. Rather than attempting to model human experiences
of gender, which most basic and preclinical research cannot do,
a contextualist approach supports researchers to think beyond a
sex/gender distinction and consider how sex-related variation in
any model will always be context-specific.

Vitally, a sex contextualist approach to sex does not deny the
possibility of material differences between sexed/gendered
bodies. Nor does it deny the importance of non-human models
to advancing scientific knowledge about human health and iliness.
Instead, it shifts the consideration of sex from the disaggregation of
data by binary female/male categories to the question of: “how
should we operationalize the concept of sex in the particular
context of our research?” In other words, it moves each researcher
toward a conceptual definition of sex that can be more useful for
achieving their research aims and increases clarity about the limi-
tations of any given operationalization of sex. As we discuss in the
following section, a contextualist approach can also inform data
analysis, which presents opportunities to carefully consider how
sex categories are utilized in the study of variation.

TREATMENT OF SEX-RELATED FACTORS IN
RESEARCH DESIGN

A priori hypotheses about sex

One common practice in the analysis of sex-related variation is
to separate groups of samples, animals, or participants accord-
ing to an assigned (e.g., based on measures of chromosome
complement or anogenital distance) or self-reported sex cate-
gory. Often, researchers separate female and male groups
even when they are not looking to test a priori hypotheses about
sex. Researchers should be aware, however, that splitting a
sample into groups creates a perceptual bias: members of
different groups are subsequently assumed to be more different
than they actually are, and members of the same group more
similar.?%® When data for female and male-categorized groups
are presented separately in every study, as encouraged by
various policies for the consideration of sex, the perception of
large female-male differences for biological measures may be
magnified. The a priori classification of samples by sex without
clear justification or hypotheses can in turn lead to “HARKing,”
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or hypothesizing after the results are known.**®” When
complying with requirements to consider sex, researchers
should ensure that all variables included in the analysis are
well-chosen, relevant to the research question, and connected
to evidence-based hypotheses.

Statistical comparisons of sex-classified samples
Just as dividing a sample into categories without a priori hypothe-
ses can present challenges to rigor and reproducibility, so can the
seemingly simple act of comparing across those categories. A
diversity of analytical approaches can be used in the study of
sex-related variation to support precise understandings of mech-
anisms and distributions without comparing explicitly across sex
categories (Table 1). But, despite the fact that most policies for
the consideration of sex do not require statistical comparisons be-
tween female- and male-classified samples, comparing them re-
mains a common practice.® Further, analytical strategies for
comparing across sex-classified subgroups are often inappropri-
ately deployed. Several recent studies have shown that alarge ma-
jority of claims of sex-specific effects, for example, of a drug or
exposure, were not supported by valid statistical evidence.'":68:5°
Here, we offer a hypothetical example to first illustrate a valid
approachtotesting for sex differences inresponses to a treatment.
Then, we use this same hypothetical to explain one of the most
common errors in testing for these effects. Imagine a study testing
foran effect of drug X ontumor volume ina mouse model of cancer.
A decade ago, researchers in the US may have had only two
groups of mice in such a study; 16 males receiving the drug and
16 males receiving a placebo control. After 2016, to comply with
the SABV and SAGER guidelines, they now have four groups:
male and female mice treated with drug X, and male and female
mice treated with placebo (Figure 1). The design of their study is
thus considerably more complex than a simple two-group com-
parison and requires a suitable analytical approach. To allow
proper estimates of whether and how the effects of the treatment
depend on sex-related variable(s), appropriate analytical strate-
gies will incorporate sex (precisely operationalized) into a model
that includes all animals/participants. Such a model does not
ignore sex-related variation, nor does it aggregate data from fe-
males and males; instead, it allows formal, quantitative tests of
whether the effect of interest depends on sex as operationalized
in the context of the study.'>**"%"" A common strategy is to test
for a statistical interaction between sex-related variables and
the effect of a treatment or exposure in an analysis of variance
(ANOVA) or a regression. In Figure 1, this interaction is not signifi-
cant, at p = 0.89, meaning there is no statistical evidence to indi-
cate that female and male mice responded differently to the drug.
Unfortunately, researchers test for interactions only
rarely. %8797 More commonly, they skip this important step
and conduct two separate tests for the effect of drug X: one in
the female group and one in the male group. In our example,
these two tests produce p values of 0.10 and 0.02, respectively.
That is, the effect of drug X on tumor volume was not statistically
significant in the female group, but it was in the male group
(Figure 1). Many researchers interpret such a result to mean
that the drug had “different” effects in the female and male
groups when in fact the effect of the drug was not compared be-
tween the two groups at all (Table 1).'":%®
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Figure 1. Incorporating a sex-related variable into a simple research
design

In this hypothetical study, researchers are testing for an effect of drug X on
tumor volume in a mouse model of cancer.

(A) The study has a 2X2 factorial design, where one factor is drug treatment
and the other is sex (here, operationalized as a categorical variable such as
presence of ovaries or Y chromosome).

(B) Given this design and the mandate to present disaggregated results, the
researchers are likely to conduct two separate tests for an effect of drug X, one in
female mice and one in male mice, without comparing females and males sta-
tistically."" Finding a statistically significant effect in male but not in female mice,
the researchers then commit a “DISS” error (see text): they conclude a sex-
specific effect of the drug despite having not compared the effect of the drug
between the sex-classified groups.'>“* There is thus a risk that this spurious
finding of difference would appear in their research report."" An appropriate
analytical strategy would have shown no statistical evidence that female and
male mice responded differently (sex-by-treatment interaction, p = 0.89) and
would have shown a highly significant effect of drug X that was independent of
sex (main effect of treatment, p = 0.004). Both results, which are relevant to
human health, would have been missed using the DISS approach. * statistically
significant. Box-and-whisker plots depict hypothetical data analyzed in a two-
way univariate ANOVA using SPSS v.29. Data are available from the authors.

This fallacy, dubbed the “difference in sex-specific signifi-
cance (DISS)” error,'? was behind a large majority of claims of
sex-specific effects in a sample of the 2019 biomedical litera-
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ture."" It continues to be a popular method of “testing” for sex dif-
ferences®® and is explicitly endorsed in publicly available online
training materials on how to consider sex in biomedical
research.*®’*"> One online course states, for example, that “pre-
senting analyses separately by sex provides the clearest picture
of where exposures might differ for men and women.””* The
course goes on to argue that interaction terms are generally not
preferred because they are less “intuitive” and more “difficult
to calculate and interpret” than the results of separate analyses.

Note that in our hypothetical example (Figure 1), the drug had a
statistically significant effect (main effect, p = 0.004) when
including all the animals in the study. Thus, provided this result
is considered together with the size of the effect, the conclusion
from this approach is that the findings could have clinical signif-
icance regardless of sex. The main effect of drug X would have
been masked by a DISS approach—that is, testing for effects
separately within sex subgroups. In the face of the missed gener-
alizable finding, researchers may decide to frame their entire
research report around an unsupported “sex-specific effect.”
The hypothetical authors from Figure 1 could, based on an
incomplete analysis, call for future development of drug X only
in men, an unsupported argument that could undermine
women’s (and men’s) health instead of advancing it. The poten-
tial consequences of missing a difference, that is, of a false nega-
tive finding, have been much discussed’*’%8; the potential
costs of false positive findings, however, have not been as
strongly considered. False positive findings of female-male dif-
ferences, which are made likely by a DISS approach,** poten-
tially represent a threat to reproducibility and health equity as
significant as that posed by false negatives.

Moving beyond binary comparisons

In our example above, sex is operationalized using a categorical,
binary trait, and its associations analyzed using a relatively sim-
ple test (ANOVA). As more sophisticated analytical methodolo-
gies become more common and accessible, opportunities are
arising to move the study of sex-related variation beyond the
comparison of categorical variables to better account for dy-
namic, complex phenotypes.?®**’® These strategies include
working with bimodal models of continuous sex-related vari-
ables or multivariate models of sex as a collection of traits, as
well as more exploratory approaches, such as discriminant anal-
ysis and probabilistic modeling, which integrate multiple sex-
related variables into complex phenotypic endpoints. Such ap-
proaches, which could help researchers move away from a priori
splitting of a sample into two groups, could allow for more pre-
cise descriptions and explanations of variation while also
reducing tendencies to over-binarize sex-related data.* Such
a strategy is critical when findings of sex-related variation are
used in the development of precise medical interventions that
can be tailored to individual needs.®°

INTERPRETING SEX-RELATED VARIATION AND
TRANSLATING IT INTO PRACTICE

When a difference is not really a difference

Even when appropriate analytical approaches are used, inter-
pretations of sex-related variation are not always commensurate
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with the story the data actually tell.”® For example, statistical sig-
nificance alone is typically used to declare females and males to
be different. When a p value falls below 0.05, be it for a simple
comparison of means between female and male groups or for
a more complex interaction between another variable and sex
(however operationalized), the result is often interpreted as “fe-
males and males differ.” Sometimes this difference is even
described as “profound” or “fundamental.”®® But, as is the
case for any biological question, p values reveal very little about
the size of any categorical difference or its clinical relevance. A p
value tells us only that sex-related factors likely explain part of
the variation.

Findings of statistically significant female-male differences have
led some researchers and policy advocates to imagine a future of
sex-specific medical treatments, which they believe would repre-
sent a definitive advance for precision, reproducibility, and gender
equity in medicine. But a two-sizes-fit-all approach based on bi-
nary sex categories may be only marginally better than a general-
ized model of a biological pathway, particularly when the causal
mechanisms underlying a sex-related effect overlap substantially
between the categories or when the causal mechanisms remain
obscure or incompletely understood, as is often the case even
in preclinical research. The two-sizes approach could introduce
inaccuracies and harms at the clinical level—not only for sex
and gender minorities but also for cisgender women and men
who do not approximate their category mean (Figure 2).2!

For example, despite calls to “recognize sex-specific symp-
toms of heart disease,”®? such as chest pain for men and short-
ness of breath for women, research shows that an individual’s
sex category is not strongly predictive of symptoms of cardiovas-
cular disease. Common symptoms of heart attack—chest pain,
shortness of breath, nausea—are experienced by women and
men alike,®>®* with average differences too small to be clinically
informative. One study of chest pain characteristics (CPCs) found
that 31 of 34 CPCs (91%) had similar likelihood ratios for the diag-
nosis of acute myocardial infarction in women and men, with the
three remaining CPCs (8.8%) deemed clinically unhelpful.® This
example highlights the importance of developing more precise
ways to address variation (and overlap) across women and
men, which cannot be achieved with either a “one-size” or purely
sex category-based “two-sizes” approach (Figure 2).

Some of the potential pitfalls of binary, sex-specific ap-
proaches in the clinic are illustrated by the sleep aid zolpidem.
In 2013, the US Food and Drug Administration (FDA) lowered
the recommended initial dosage for women by 50%, claiming
that women are more susceptible to next-day drowsiness. No
published studies were cited in their decision, however, and no
clinical trials demonstrated particular risks to women regarding
drug clearance, driving impairment, or adverse reactions.®® In
practice, the FDA’s recommendation could mean that many
women are being deprived of adequate insomnia treatment
without appropriate scientific evidence to support the treatment
recommendations.®*#> Nonetheless, zolpidem is widely cited as
an example of a pressing need for more female-male compari-
sons in preclinical research.*"®

Moving toward underlying mechanisms, combined with closer
engagement with complex distributions in sex-related data, fa-
cilitates precise and equitable care for all patients regardless

1322 Cell 187, March 14, 2024

Cell

of how far they fall from an accepted category mean, including
but not limited to members of underrepresented groups already
marginalized in healthcare (Figure 2). By explicitly operationaliz-
ing sex-related variables from the outset, we are better posi-
tioned to evaluate findings of statistical significance and identify
the potential clinical implications of sex-related associations
with greater precision, leading to interventions that better serve
diverse populations.

Precision in description

How researchers choose to describe findings can have impor-
tant implications for how sex-related variation is understood
within the biomedical knowledge base. Notably, the language
used to describe sex-related associations often paints a stark
and sometimes misleading picture of differences between fe-
male- and male-categorized subjects in a given study. For
example, a difference is commonly described as a “dimor-
phism” regardless of the extent of overlap in the distributions
for the female and male groups. Strictly speaking, dimorphism
means that a trait occurs in two distinct forms, but itis common
to see the expression “sex dimorphism” used when data from
female and male groups overlap substantially or when the au-
thors have not tested statistically for a sex difference.*%:

Like the phrase sex dimorphism, the term “sex specific” is
often used misleadingly. The term strongly suggests that an ef-
fect is occurring exclusively in one sex category and not another,
when what is more typically observed is a statistical difference in
the degree to which the two groups exhibit the effect. The term
sex-specific is commonly used even without evidence of a differ-
ence in degree; for instance, when authors have chosen a DISS
approach (see above) and test for effects within each group
separately without comparing them statistically with each other.
For most sex comparisons, neither "dimorphism" nor "sex-spe-
cific" are likely to accurately reflect the real distribution of the
data or what can be concluded from null hypothesis significance
testing. Nonetheless, the terms are used pervasively in the liter-
ature in ways that can present statistical differences between
categories as absolute.'"®”

A more precise approach when interpreting and translating
findings of sex-related associations is to describe the distribu-
tions for female and male groups, specify the possible contrib-
uting mechanism(s), and acknowledge limitations (Table 1). For
example, in a recent study of the relationship between sex-linked
gene expression and immunity, Bongen and colleagues carefully
described how patterns in the mechanisms contributing to mean
differences between women and men vary across develop-
mental stages, with older women and men featuring a greater
degree of similarity in the expression of some genes.® Incorpo-
rating attention to mechanisms and using judicious language,
the authors wrote, “[w]e need to improve our understanding of
the biological factors that underlie sex differences so that we
do not rely on the crude labels of ‘male’ and ‘female’ when pre-
dicting disease risks.”

When studies are not designed to test whether the effects of
an exposure or treatment depended on sex-related variable(s),
researchers should avoid extrapolating to the clinical context,
acknowledge the exploratory nature of the study, and call for
replication of any incidental findings that appear to be related
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Figure 2. Research aimed at understanding
the influence of sex and gender on health
must go past a “two-sizes-fit-all” approach
This figure depicts strategies for treating a diverse
population; patients whose heads are in the “ideal”
zone represent those receiving optimal treatment.
The patients marked by “x” represent the average
woman and man. In the “one-size-fits-all” approach
(top), the average man receives optimal treatment,
but the average woman is underserved. With an
approach based on binary sex category assignment
(middle), individuals who approximate their
accepted category mean receive an optimal dose.
Many others, however, remain underserved. In
practice, those who could be underserved or even
harmed by a female-male sex category-based
approach include, but are not limited to, those in
marginalized groups: disabled, elderly, non-binary,
trans, intersex, and other individuals. Importantly,
even among those people who would consider
themselves to belong to a binary gender category
(e.g., cisgender men), there will always be a certain
proportion of individuals whose experiences fall
outside of a two-sizes-fit-all approach.®’ Rigorous
approaches that move past sex categories as
proxies and toward understanding mechanisms
and addressing variation will serve the most people
(bottom), advancing both precision and equity.
Figure created with Biorender.com.

They emphasized that their findings
“add another layer of complexity in the
mechanisms of regulation of immune re-
sponses among males and females”
and called for further research to improve
understanding of the mechanisms at
play. Researchers should assiduously
recognize complexity in the consideration
of sex-related variation, and be encour-
aged to do so by reviewers, editors, and
funders.

Thoughtful consideration of sex-related
variables requires accurate reporting of the
process of sex classification itself, which is
seldom included in manusctipts, illustrating
the extent to which such categories are
considered to be self-evident. Non-human
animals are typically categorized at weaning
on the basis of morphology (e.g., approxi-
mation of anogenital distance); sometimes
genotyping or other approaches are used.
In research on humans, sex is typically
determined by self-report of participants;
best practices for how to collect this infor-
mation are without consensus and rapidly
changing.?® In some fields of study, human
data are filtered to exclude all individuals for
whom self-reported sex category does not

match that assigned by the researcher (such as by genotype in hu-
man genomics studies), systematically removing appreciable diver-
sity of configurations of sex from the study.*® In both human and
non-human animal research, transparency and reproducibility
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could be improved by normalizing the reporting of the method of sex
classification and the implications of any exclusion criteria (Table 1).

Many basic and preclinical researchers are motivated by the
potential contributions of their work in non-human animal
models and cells to advancing human health, and this motivation
often shapes the discussion portion of manuscripts. In the cur-
rent climate of intense interest in precision medicine, re-
searchers should be careful not to overstate the relevance of
findings to human experiences of illness and disease—particu-
larly in the case of sex categories.?° Building on the attention
to context described above, the goals of rigor and reproducibility
are strengthened by discussion of the extent to which findings
about sex-related variables may or may not be generalizable
beyond the model and the laboratory. Research on sex- and
gender-related variation in health and iliness is by nature inter-
disciplinary and is therefore ideally informed by the social sci-
ences and gender studies literature, particularly that which con-
siders the social dimensions of sex-related variation in health
and biological outcomes.®'~%

CONCLUSIONS

Policies aimed at redressing a historical tendency to utilize
exclusively male models in many areas of preclinical research,
such as mandates to consider sex, have contributed to shifting
ways of thinking about the relevance of sex to animal models,
data analysis, and interpretation of findings. Biomedical
research is now more likely to include women and female non-
human animals,” which represents a step toward inclusivity.
Such policies have been less successful, however, at promoting
rigor and reproducibility.’'? Indeed, in some respects, policies
for the consideration of sex may have proliferated and codified
imprecise operationalizations and substandard approaches to
data analysis, which may impede the larger goal of health equity.
Thus, there is now not only an opportunity but also a clear need
to develop tools to ensure that such policies do not inadvertently
compromise rigor and precision and, in turn, negatively impact
efforts to advance health and equity.

A more contextual use of sex categories is vital to ensure that
any sex-related findings are accurate, reproducible, and clini-
cally relevant. This practice begins, first, with recognition of the
key distinction between assigned categories and biologically
relevant variables. Identifying context-specific, sex-related fac-
tors as part of this approach brings further precision by concret-
izing what could otherwise be an imprecise and abstract cate-
gorical variable. Identifying and parsing potential confounds,
such as housing and researcher expectations in the case of
research with laboratory animals, is critical for the interpretation
of findings of apparent sex-related variation. Second, consider-
ation of sex-related variables during the analysis stage of a study
must adhere to the principles of hypothesis-driven experimental
research. Female-male comparisons alone, even when conduct-
ed using appropriate statistical tests, may be inadequate for
capturing variability and may misdirect research through an
over-reliance on sex categories. Third, researchers should be
precise in the presentation of data, rigorous in the interpretation
of sex-related findings, and cautious, acknowledging the limita-
tions of their approach. There is considerable benefit to bringing
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a more critical, thoughtful lens to how assumptions about sex-
related variation manifest themselves in scientific research and
the language used to describe it. We encourage researchers
and policymakers alike to strive for new standards of rigor and
precision in the consideration of sex in biomedical research
and to embrace the opportunities for innovation and discovery
that this endeavor will most certainly bring.
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