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Abstract

LiDAR-based perception is a central component of au-

tonomous driving, playing a key role in tasks such as ve-

hicle localization and obstacle detection. Since the safety

of LiDAR-based perceptual pipelines is critical to safe au-

tonomous driving, a number of past efforts have investi-

gated its vulnerability under adversarial perturbations of

raw point cloud inputs. However, most such efforts have fo-

cused on investigating the impact of such perturbations on

predictions (integrity), and little has been done to under-

stand the impact on latency (availability), a critical con-

cern for real-time cyber-physical systems. We present the

first systematic investigation of the availability of LiDAR

detection pipelines, and SlowLiDAR, an adversarial per-

turbation attack that maximizes LiDAR detection runtime.

The attack overcomes the technical challenges posed by the

non-differentiable parts of the LiDAR detection pipelines by

using differentiable proxies and uses a novel loss function

that effectively captures the impact of adversarial perturba-

tions on the execution time of the pipeline. Extensive ex-

perimental results show that SlowLiDAR can significantly

increase the latency of the six most popular LiDAR detec-

tion pipelines while maintaining imperceptibility
1
.

1. Introduction
The promise of autonomous transit has stimulated ex-

tensive efforts towards the development of self-driving plat-
forms [1–3, 5]. A central feature of most such platforms is
a LiDAR-based perceptual pipeline (usually integrated with
other sensors, such as camera and radar) for critical control
tasks, such as localization and object detection [1, 3, 51].
Since errors in localization or obstacle detection can cause
the vehicle to crash, these tasks are crucial in ensuring the
safety of an autonomous vehicle. As a result, extensive
prior research has been devoted to understanding and assur-
ing the robustness of the LiDAR-based perceptual pipelines

1Code is available at: https://github.com/WUSTL-CSPL/SlowLiDAR
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Figure 1. SlowLiDAR attack. The attack goal is to maximize
the runtime latency of the state-of-the-art LiDAR detection models
with either an adding-based attack or a perturbation-based attack.

against adversarial perturbations on its raw point cloud in-
puts [22, 51, 53, 54]. A key focus in prior work has been on
perceptual prediction accuracy, for example, the ability of
the adversary to hide real obstacles or create phantom obsta-
cles [15,32,43,44]. Another significant aspect of the robust-
ness analysis of LiDAR-based perception that has received
little attention is its real-time performance (availability). In
particular, a delay in perceptual processing caused solely by
computational quirks of the LiDAR processing pipeline can
be just as damaging as a mistaken prediction. For example,
a delay in obstacle recognition can cause the vehicle to react
to an obstacle too late, failing to avoid a crash.

We present the first systematic analysis of the impact
of adversarial point cloud perturbations on the runtime la-
tency of common LiDAR perceptual pipelines. To this
end, we propose SlowLiDAR, an algorithmic framework for
adding adversarial perturbations to point cloud data aim-
ing to increase the execution time of LiDAR-based ob-
ject detection. Specifically, we consider two attack mech-
anisms (see Figure 1): 1) perturbation of the 3D coor-
dinates of existing points in the raw point cloud (point

perturbation attacks), and 2) adding points to the raw
point cloud (point addition attacks). Due to the unique
representation and processing procedure of LiDAR detec-
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tion pipelines, existing availability attacks on other AI
pipelines, such as camera-based detection [39], cannot be
directly applied. Specifically, there are three new chal-
lenges: C1. Non-differentiable aggregation. LiDAR point
clouds are generally sparsely distributed in a large 3D
space without an organized pattern. To process such un-
structured data, the state-of-the-art LiDAR-based detec-
tion models extract aggregated features of the points at
the level of either 2D or 3D cells [30, 52, 55]. However,
the aggregation operation is by nature non-differentiable
[14], which presents new challenges to end-to-end opti-
mization. C2. New objective function. Different than ex-
isting attacks targeting accuracy, a novel loss function
needs to be carefully designed to effectively capture the
impact of adversarial perturbations on runtime latency.
C3. Large search space. Because points are distributed in
a large space, the perturbation search space is quite large,
and conventional gradient-based optimization approaches
for crafting attacks may yield poor local optima.

We address these technical challenges as follows. First,
in order to enable end-to-end training of adversarial input
perturbations, we develop a differentiable proxy to approx-
imate the non-differentiable pre-processing pipelines. Sec-
ond, we conduct a response time analysis on the detection
pipeline to identify the most vulnerable components, and
design a novel loss function to best capture the impact of
input perturbations on the runtime latency of the identified
components. Third, to tackle the large search space, we
propose a probing algorithm to identify high-quality initial-
ization for gradient-based attack optimization.

We evaluate SlowLiDAR on six popular LiDAR-based
detection frameworks that are adopted in modern commer-
cial autonomous driving systems. Our experiments show
that SlowLiDAR is effective in slowing down the models
while retaining comparable imperceptibility. Moreover, the
performance of our attacks remains consistent across differ-
ent hardware and implementations. Our contributions can
be summarized as follows:

• We systematically dissect the LiDAR detection models
to analyze the attack surface of their runtime latency to
adversarial inputs.

• We propose the first adversarial perturbation attacks
against LiDAR detection with the goal of maximizing
runtime latency. To this end, we overcome the non-
differentiability of the pre-processing pipelines in or-
der to perform end-to-end gradient-based attack opti-
mization, and design a novel loss function to capture
the impact of input perturbations on execution time.

• We evaluate our attacks on six popular LiDAR detec-
tion models in modern commercial autonomous driv-
ing systems in different hardware and implementations
to demonstrate the ability to significantly increase la-
tency with comparable imperceptibility.

2. Related Work

Point Cloud Recognition. Deep learning has achieved re-
markable progress in 2D image-based recognition tasks in
computer vision [24, 26, 38], and has been recently applied
to 3D point cloud-based recognition for its exceptional per-
formance. Differing on the pre-processing steps, two of the
most popular LiDAR detection models are bird’s eye view
(BEV)-based detection, and voxel-based detection. BEV-
based methods generally project point clouds into a top-
down view and learn features through 2D convolutional
neural networks (CNNs) [18, 33, 52]. Notably, the widely-
used autonomous driving platform Apollo [1] adopts BEV-
based methods in its LiDAR perception module. In con-
trast, voxel-based methods slice the point clouds into 3D
voxel grids and extract features through a voxel-based de-
tection network [29, 30, 55]. Autoware [3], another pop-
ular industry-level self-driving platform, adopts PointPil-
lars [30]. Furthermore, there is another line of work that
directly learns the feature from the raw point cloud, often
referred to as point-based methods [36, 37, 40].
Adversarial Point Cloud Attack. Recognizing the impor-
tance of security, recent works have investigated the feasi-
bility of adversarial attacks on point cloud recognition mod-
els. Zheng et al. proposed an untargeted attack by utilizing
a saliency map to drop out critical points [53], while Xiang
et al. proposed a targeted attack by perturbing or gener-
ating the points while using several metrics (e.g., Chamfer
Measurement) to improve the imperceptibility [48]. Sub-
sequent studies focused on improving imperceptibility by
considering various shapes and positions of the point cloud
[27, 34, 47]. In contrast to existing adversarial attacks that
target integrity, our attack focuses on availability, requiring
a new formulation to capture the temporal property.
Availability-based Slowdown Attack. Recently, availabil-
ity has emerged as a new attack surface [31,45]. Shumailov
et al. were the first to present an availability-based attack
[41], exploiting the vulnerability of the embedding process
of NLP models. Following [41], there have been studies that
target adaptive neural networks [23, 25] and token-output
process of neural image caption generation models [17].
Closely related to our work, Shapira et al. proposed a slow-
down attack on camera-based object detection algorithms
by exploiting the vulnerability of the post-processing stage,
overloading the models with predicted candidate bounding
boxes [39]. However, availability attack on LiDAR detec-
tion models require new formulations due to the differences
in representations and processing procedures.

3. Availability Attack Surface Analysis

LiDAR Processing Pipelines. LiDAR-based detection
modules are extensively utilized in autonomous driving ve-
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Algorithm 1: Non-maximum Suppression
1 Input: Bounding box proposals C, confidence scores of

proposals S, confidence score threshold T , maximum number
of boxes threshold K, IoU threshold I .

2 Output: Selected bounding box proposals C⇤, confidence scores
of selected proposals S⇤.

3 S
0
 {}, C0

 {}, S⇤
 {}, C⇤

 {}

4 # O(N),⌦(N)
5 for s, c in Zip(S, C) do
6 if s > T then
7 S

0
 S

0
[ {s}, C0

 C
0
[ {c}

8 end
9 end

10 # O(NlogN),⌦(N)
11 S

00, C00
 Sort(S0, C0)[: K]

12 # O(K2),⌦(K)
13 while |S00

| > 0 do
14 u IoU(S00(0), S00(1 :)) if u > I then
15 S

00
 {S

00
}\{su}, C00

 {C
00
}\{cu}

16 end
17 S

00
 {S

00
}\{s0}, C00

 {C
00
}\{c0}

18 S
⇤
 S

⇤
[ {s0}, C⇤

 C
⇤
[ {c0}

19 end
20 return S

⇤, C⇤

hicles for environment perception. LiDAR first uses laser
scanning to collect point cloud data, which contains the 3D
coordinates and intensities of the reflected points. A de-
tection model then processes the point clouds and identifies
obstacles. A common pipeline of LiDAR-based detection
models comprises three modules: a pre-processing module,
a backbone network, and a post-processing module.

Pre-processing often falls into either BEV-based that
projects point cloud onto feature maps [18,33,52] or voxel-
based that transforms point cloud into 3D voxel grids
[29, 30, 55]. The backbone network processes the pre-
processed feature maps and generates a set of bounding
boxes that contain information on potential obstacles, such
as confidence scores, location coordinates, orientation, etc.
The post-processing module filters proposals with low con-
fidence scores and performs a non-maximum suppression
(NMS) to remove proposals with large overlapping areas.
Response Time Analysis. There are three key steps in the
processing pipeline. First, the pre-processing step typically
employs a rule-based point aggregation manipulation. For
example, in voxel-based detection models, the 3D space is
divided into voxel units, and each raw point is transposed
into the corresponding voxel based on its coordinates. The
time complexity of this process is O(n), where n represents
the number of points in the point cloud. Due to the linear
time complexity, a considerable amount of points needs to
be added to effectively slow this process down, resulting in
increased cost and perceptibility of the attack.

Second, the time consumption of the backbone network
in LiDAR detection models depends on the computation
dimension [41] and the number of computations [23, 25].

However, the input dimension and number of computations
for the backbone network are generally fixed.

Lastly, in the post-processing module, the number of
proposals before the NMS module can vary greatly for dif-
ferent inputs. The NMS algorithm, which is provided in
Algorithm 1, first filters out proposals by a pre-defined con-
fidence score threshold. The best-case and worst-case time
complexity for this step is ⌦(N) and O(N), respectively,
where N is the number of bounding box proposals. Next,
the proposals are sorted by their confidence scores and fil-
tered by a pre-defined threshold. Since the default sorting
algorithm in Python is TimSort [12], this process has a best-
case time complexity of ⌦(N) and a worst-case time com-
plexity of O(NlogN), where N represents the number of
proposals after filtering. Finally, the proposal with the high-
est score is selected, and other proposals with a significant
overlap are filtered out. This step can have significant vari-
ance in terms of time complexity. In the best-case scenario,
where all proposals are highly overlapping, the loop will run
only once with a time complexity of ⌦(K). In contrast, in
the worst-case scenario, every proposal is highly dispersed,
and the loop will continue until only one proposal is left,
resulting in a time complexity of O(K2).

4. Methodology
4.1. Threat Model, Formulation, and Overview

Threat Model and Formulation. For a LiDAR detection
model D, given the pristine 3D point cloud x, the adversary
aims to craft an adversarial example x

⇤ to maximize the
latency of the processing pipeline while remaining imper-
ceptible. We formulate this as the following optimization
problem:

argmax
x⇤

T (M(x⇤)) s.t. D(x, x⇤) < ⌘, (1)

where T is the latency measurement function, M is the Li-
DAR detection model, and D is the distance between the
original and adversarial point clouds. Following prior work
on adversarial perturbations to LiDAR point clouds [34,47,
51, 56], we make the assumption of over-the-line adversary
capable of modifying sensed LiDAR data, and consider two
types of attacks to analyze the algorithmic latency robust-
ness: 1) point perturbation attacks and 2) point addition

attacks. Point perturbation attacks modify the 3D coordi-
nates of existing points, subject to a constraint that limits
the magnitude of coordinate perturbations. Addition attacks
generate a new set of adversarial points and combine them
with the original points to form the final adversarial point
clouds, while restricting both the number of inserted points
and their distance from the original points.
Overview. In this paper we propose SlowLiDAR, the first
adversarial attack maximizing the latency of LiDAR detec-
tion models. The overview of the attack pipeline is given in
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Figure 2. Overview of proposed SlowLiDAR attacks.

Figure 2. There are two types of attacks: in perturbation at-
tacks, the positions of existing points are optimized; in addi-
tion attacks, extra points are first initialized and then get op-
timized. As discussed previously (§1), there are three chal-
lenges. To address C1, the pre-processing procedure is ap-
proximated with a differentiable operation to perform end-
to-end training (§4.2). To address C2, we design both an
adversarial loss function and an imperceptibility loss func-
tion for tackling the optimization in a new scenario (§4.3).
To address C3, we propose an effective probing algorithm
to identify a suitable initialization point in the large search
space (§4.4).

4.2. Pre-processing Pipeline Approximation
To perform end-to-end attacks on raw point clouds, the

pre-processing pipelines of two widely-used LiDAR detec-
tion models, BEV-based models [33, 52] and voxel-based
models [29, 55], are dissected. The details of these pre-
processing pipelines are described in the following.
BEV-based Detection Model. The BEV-based detection
methods first slice the point cloud into evenly-spaced cubes
in the 3D space, with each cube having the same size
L⇥W⇥H . Then, the occupancy tensor is determined by an
occupancy encoding procedure. Specifically, for each cube,
if there exist points within the grid, the value is 1 otherwise
it is 0. The reflectance data is aggregated along the height
dimension and normalized to be within [0, 1] to get a 2D
reflectance tensor. The final BEV representation is a com-
bination of the 3D occupancy tensor and the 2D reflectance
tensor. Despite the increase in processing efficiency, the
occupancy encoding is by nature non-differentiable since it
produces discontinuous binary values. To render the occu-
pancy encoding differentiable, we apply a differentiable and
accurate approximation of the encoding process. Specifi-
cally, we formulate the encoding values following trilinear
interpolation [13, 14] with the occupancy value for a point
pi in cube cj computed as

O(pi, cj) =

✓
1�

d(li, lj)

L

◆
·

✓
1�

d(wi, wj)

W

◆
·

✓
1�

d(hi, hj)

H

◆
,

(2)
where li is the x-coordinate, wi is the y-coordinate, and
hi is the z-coordinate of the point pi. Similarly, lj , wj , hj

represents the (x, y, z) coordinates of the central point in
cube cj . The function d(·) is defined as

d(a, b) =
X

2
+

X

2
· sign

✓
ka� bk �

X

2

◆
. (3)

The intuition behind this approximation is that when the dis-
tance between point pi and the central coordinate of cube cj
for all coordinates is smaller than the dimension of the cube,
the occupancy value is 1; otherwise, the occupancy value is
0. However, the formulated encoding procedure is still non-
differentiable due to the existence of the sign function. To
address this, we apply principal Padé approximation [28] to
approximate the sign function as

sign(z) ⇡ tanh(k · arctanh(z)), (4)

where k controls the steepness of the approximation: a
larger k yields a better approximation, but also less stable
gradients, making the optimization problem more challeng-
ing. After substituting 4 into 3, we get a full approximation
rendering of the BEV pre-processing pipelines.
Voxel-based Detection Model. The voxel-based models
first slice the point cloud into the evenly spaced grid in the
3D space and then put each point into the grid according
to its coordinates. The number of points in each voxel is
generally constrained, random sampling is applied when
a voxel holds too much data, and zero padding is applied
when the voxel contains too little data. After removing the
empty voxels, the final dense voxel representation is ob-
tained. This process is differentiable and the gradient can
be directly propagated to each individual raw point. Typ-
ically, to accelerate the training and inference process, the
pre-processing pipelines are implemented in C++2 3; we re-
implemented this code using Pytorch 4 to ensure a differen-
tiable end-to-end pipeline.

4.3. Loss Function Design

Adversarial Loss. As shown in the response time analysis
given in Section 3, the main computational complexity is
from the sorting procedure and the box selection procedure.
Therefore, in order to maximize the processing latency, we
need to increase the number of bounding box proposals be-
fore the confidence-based filtering process and also increase
the number of iterations in the box-selection procedure. In
LiDAR detection models, for each bounding box proposal
it predicts, it would also predict a confidence score. In order
to increase the number of boxes after filtering, we need to
maximize the number of boxes whose confidence score is
above the filtering threshold. To achieve this, we formulate
the loss function as

2PIXOR: https://github.com/philip-huang/PIXOR
3VoxelNet: https://github.com/skyhehe123/VoxelNet-pytorch
4Pytorch: https://pytorch.org
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Lconf =
1

N

X

n

max(Tconf � Cn,�), (5)

where N represents the total number of predicted proposals,
Cn represents the confidence scores of proposal n, Tconf is
the filtering threshold set by the model, and � is a control
parameter to prevent our algorithm from increasing the con-
fidence scores of several candidate proposals.

To increase the number of iterations in the proposal-
selection procedure, it is crucial to ensure that proposals
are sparsely distributed and are not overlapping with one
another, since overlapping proposals tend to get filtered out
within a few iterations. Generally, the larger the area of pro-
posals and the closer two proposals are, the easier it is for
two proposals to overlap. Therefore, we formulate the loss
function as

Lprop =
1

N(N � 1)

X

i

X

j 6=i

max

 p
Si ·

p
Sj

Di,j
,

!
, (6)

where Si represents the area of proposal i, and Di,j repre-
sents the distance between the central coordinates of pro-
posals i and j. Similarly, we use a parameter  to control
the magnitude. Then the adversarial loss is represented by

Ladv = Lconf + ↵Lprop, (7)

Imperceptibility Loss. Following the existing methods
[22, 34, 51], we adopt the Chamfer Distance (CD) [19] as
the perturbation metric, defined as the average distance of
all nearest point pairs. Formally, the loss function is

Lcd =
1

kP ⇤k

X

p12P⇤
min
p22P

kp1 � p2k
2
2, (8)

where P
⇤ is the adversarial and P the original point cloud.

Then, the total loss function is defined as

Ltotal = Ladv + �Lcd. (9)

Ensemble Training. Since the adversary cannot always
have white-box access to the targeted models, attack trans-
ferability is important. Ensemble training over multiple
models can help generalize the adversarial examples and
improve transferability [39, 46]. We formulate the ensem-
ble training process as a min-max optimization problem to
find an ideal performance balance between different models
following [49]. Specifically, we define our problems as

min
p⇤2P

max
w2W

X

i

wiL
i
adv(p

⇤)�
�

2

����w �
1

N

����
2

2

+ �Lcd(p, p
⇤), (10)

where p is the original cloud, p⇤ is the adversarial point
cloud, W is the a probabilistic simplex given by W =
{w|1Tw = 1 � 0}, Li

adv is the adversarial loss function
for detection model i, N is the total number of models, and
� is a regularization parameter.

Algorithm 2: Effective Probing
1 Input: Probing steps K, number of added points Nadd, number

of probing point Nprob, original point cloud Pori, Gaussian
distribution mean µ1, µ2, µ3 and variance �2

1 ,�
2
2 ,�

2
3 .

2 Output: Initial coordinate of added points P ⇤.
3 S⇤

 {}, P ⇤
 {}

4 for i = 1 to K do
5 P  {}

6 while i < Nprob do
7 x N (µ1, �2

1), y  N (µ2, �2
2), z  N (µ3, �2

3)
8 P  P [ {(x, y, z)}
9 end

10 S  k @Ltotal(M(P[Pori))
@P k

2
2

11 S⇤
 S⇤

[ S, P ⇤
 P ⇤

[ P
12 S

⇤, P ⇤
 Sort(S⇤, P ⇤)[: Nadd]

13 end
14 return P

⇤

4.4. Effective Probing for Initialization
Point addition attacks are non-trivial: given that LiDAR

point clouds are sparsely distributed in a large space, the
optimization on such a large scale can easily converge to
a local optimal. To address this issue, we need to find a
good initialization position. To this end, we propose an ef-
fective probing (EP) algorithm for point initialization (see
Algorithm 2 for details). Specifically, we generate a large
set of random probing points. We then calculate the impor-
tance of each point using the gradient with respect to the
loss function as

S =

����
@Ltotal(M(P [ Pori))

@P

����
2

2

, (11)

where P is the added point set, Pori is the original point
set, and S is the importance scores corresponding to each
point in P . This step is repeated to keep the points with the
highest importance scores.

5. Experiments
5.1. Experimental Setup

Datasets and Target Models. We use the KITTI dataset
[20] for training and evaluating the proposed attacks. The
KITTI dataset contains LiDAR point clouds collected in the
wild and 3D bounding box labels, serving as a widely-used
vision benchmark for autonomous driving with 7481 point
clouds for training, and 7518 point clouds for testing. For
target models, we cover two popular types of LiDAR de-
tection models in commercial autonomous driving systems:
BEV-based models - PIXOR [52], Complex-YOLO [42],
and YOLO3D [11] and voxel-based models - PointPillar
[30], VoxelNet [55], and Second [50]. We choose popular
open-sourced repositories as targets with two different im-
plementations of NMS in Python [4,6,8,10], and C++ [7,9]
for each model. We train them on KITTI dataset following
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their original works to obtain the victim models.

Evaluation Metrics. To measure the increase in response
latency of the model, we measure the rate of increase (ROI)
in the number of candidate proposals before NMS and pro-
cessing time. Additionally, we define two metrics regarding
processing time, ROI-P and ROI-Latency, in terms of the
rate of increase in proposals and latency as

ROI-Proposal =
Proposal(x⇤)� Proposal(x)

Proposal(x)
,

ROI-Latency =
Latency(x⇤)� Latency(x)

Latency(x)
.

(12)

We compute the ROI-Latency for both NMS stage (ROI-
NMS) and end-to-end processing time (ROI-TT).

Testing Hardware. We evaluated the effectiveness of our
attack in various hardware to simulate real-world deployed
platforms of LiDAR detection models since processing la-
tency is hardware-dependent. We tested the latency on 3
hardware platforms: AMD Ryzen 9 3900X CPU, GeForce
RTX 3070 Ti GPU, and GeForce RTX 3090 Ti GPU.

Comparison Baselines. To the best of our knowledge, we
are the first to propose slowdown attacks against LiDAR de-
tection models while existing adversarial attacks focus on
corrupting the integrity of the models. To evaluate the per-
formance of SlowLiDAR and show that existing attacks do
not effectively slow down the models, we compare SlowL-
iDAR with three LiDAR integrity-based attack algorithms:
PGD [35], I-FGM [21], and CW [16]. For each algorithm,
we implement both the point perturbation and addition at-
tacks, training the samples with randomly chosen target la-
bels under the Chamfer distance constraint. For addition
attacks, in order to successfully change the labels, we fol-
low [51] to add 10% of the total points.

Implementation Details. For all the LiDAR detection
models, we adopt the threshold setting of the NMS stage in
the official implementation. In our ablation study, we fur-
ther alter these thresholds to observe their effect on attacks.
For addition attacks, we set the maximum number of added
points as 3% of the number of original points. We use Adam
optimizer with learning rate 10�2 for perturbation attacks,
and 10�3 for addition attacks. For effective probing, we set
the number of probing points in each step to 3000 and the
probing step to 30. Each adversarial sample is trained with
2000 iterations.

5.2. Evaluation Results

A comparison between our proposed method and base-
line methods is shown in Table 1. SlowLiDAR can increase
the total number of proposals in PointPillar up to 165.92
times for perturbation attacks and 156.16 times for addition
attacks. However, a larger ROI-P does not necessarily result
in higher latency, as it may depend on the implementation

Table 1. Comparison of rate of increase in proposals (ROI-P) be-
fore NMS stage with baseline in LiDAR detection models.

Model Attack Type PGD CW I-FGM Slow-LiDAR

PIXOR [52]
Perturb 0.05 0.00 0.01 35.21

Add 0.55 0.16 0.22 45.15

YOLO3D [11]
Perturb -0.50 0.00 -0.50 499.00

Add 2.50 1.50 2.00 479.00

Complex-YOLO [42]
Perturb 1.00 0.00 0.00 539.00

Add 5.00 2.00 2.00 552.00

VoxelNet [55]
Perturb 0.25 0.00 0.03 48.29

Add 0.83 0.14 0.28 33.38

PointPillar [30]
Perturb 0.16 0.03 0.05 165.92

Add 0.62 0.16 0.29 156.16

Second [50]
Perturb 0.22 0.00 0.11 127.70

Add 0.44 0.22 0.22 187.20

and the size of base candidate proposals. Therefore, we fur-
ther measured the processing latency.

Table 2 presents the results of our processing latency
tests on various hardware configurations. Our proposed
system, SlowLiDAR, can increase the processing latency
in both the NMS-stage and end-to-end. Specifically, we
observed an average 116 times increase in the processing
time of the NMS-stage for perturbation attacks, and an aver-
age 65.75 times increase for addition attacks in the PIXOR
model. For the end-to-end processing time, we observed
that it can be slowed down up to 85.08 times in perturbation
attacks and up to 48.22 times in addition attacks on the 3090
Ti GPU. The difference in the effectiveness of slowdown
between the CPU and the two GPUs is due to the slower
model forward time on the CPU, which limits the effec-
tiveness of increasing the NMS-stage latency. Additionally,
models with NMS implemented in Python are more vul-
nerable compared to those implemented in C++, with the
exception of Second, which is implemented in Python but
equipped with GPU acceleration. Furthermore, our SlowL-
iDAR system achieved a slightly larger Chamfer distance
for perturbation attacks, as compared to the accuracy-based
baseline methods. This is because the baseline methods per-
turb the points around certain proposals to flip their pre-
dictions, while our SlowLiDAR system aims to perturb all
points to create as many proposals as possible.

5.3. Ablation Study

Attack Effectiveness Under Different Thresholds. As
discussed in Section 3, the effectiveness of attacks on Li-
DAR models is most impacted by three factors: (i) proposal
limit thresholds, (ii) confidence score thresholds, and (iii)
IoU thresholds. To evaluate their impact on latency, we var-
ied the thresholds with different values and measured pro-
cessing latency in the NMS stage on the 3070 Ti GPU. Our
results show that (i) and (ii) visibly impact the defense ca-
pability, as illustrated in Figure 3. However, setting better
thresholds cannot fully defend against our attacks. For in-
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Table 2. Results of NMS-stage and end-to-end processing latency with CD in different LiDAR detection models and hardware.

Model Attack Type Hardware PGD CW I-FGM Slow-LiDAR
ROI-NMS" ROI-TT" CD# ROI-NMS" ROI-TT" CD# ROI-NMS" ROI-TT" CD# ROI-NMS" ROI-TT" CD#

PIXOR [52]

Perturb
CPU 0.04 0.01

3.69
0.00 0.00

0.00
0.01 0.01

0.01
168.10 4.91

0.603070 Ti 0.04 0.01 0.00 0.00 0.01 0.01 79.10 65.07
3090 Ti 0.04 0.01 0.00 0.00 0.01 0.01 116.00 85.08

Add
CPU 0.04 0.01

8.87
0.02 0.00

1.10
0.02 0.05

2.56
94.24 2.80

0.783070 Ti 0.04 0.01 0.02 0.00 0.02 0.00 42.48 35.53
3090 Ti 0.04 0.01 0.02 0.00 0.02 0.00 65.75 48.22

YOLO3D [11]

Perturb
CPU 0.00 0.00

0.14
0.00 0.00

0.00
0.00 0.00

0.00
2019.11 229.11

0.073070 Ti 0.00 0.00 0.00 0.00 0.00 0.00 2031.35 230.68
3090 Ti 0.00 0.00 0.00 0.00 0.00 0.00 3136.99 327.33

Add
CPU 0.00 0.00

1.55
0.00 0.00

0.88
0.00 0.00

0.12
815.62 92.30

0.783070 Ti 0.00 0.00 0.00 0.00 0.00 0.00 825.24 94.30
3090 Ti 0.00 0.00 0.00 0.00 0.00 0.00 907.80 94.73

Complex-YOLO [11]

Perturb
CPU 0.01 0.00

0.88
0.01 0.00

0.01
0.01 0.00

0.00
398.98 7.79

0.293070 Ti 0.01 0.00 0.01 0.00 0.01 0.00 400.08 134.94
3090 Ti 0.01 0.00 0.01 0.00 0.01 0.00 444.72 136.76

Add
CPU 0.03 0.01

1.89
0.02 0.01

0.67
0.02 0.01

1.42
103.76 2.02

0.443070 Ti 0.03 0.01 0.02 0.01 0.02 0.01 104.25 36.95
3090 Ti 0.03 0.01 0.02 0.01 0.02 0.01 118.70 36.41

VoxelNet [55]

Perturb
CPU 0.05 0.01

8.32
0.01 0.00

0.01
0.02 0.01

0.04
14.32 2.41

0.853070 Ti 0.05 0.01 0.01 0.00 0.02 0.01 14.13 2.37
3090 Ti 0.05 0.01 0.01 0.00 0.02 0.01 14.36 2.88

Add
CPU 0.05 0.01

18.87
0.02 0.01

3.03
0.02 0.01

5.90
13.65 1.80

2.483070 Ti 0.05 0.01 0.02 0.01 0.02 0.01 13.58 1.75
3090 Ti 0.05 0.01 0.02 0.01 0.02 0.01 13.88 1.92

PointPillar [30]
Perturb 3070 Ti 0.05 0.01 3.86 0.02 0.01 0.00 0.02 0.01 0.02 7.86 2.72 0.41

3090 Ti 0.05 0.01 0.02 0.01 0.02 0.01 8.65 3.12

Add 3070 Ti 0.05 0.01 11.88 0.02 0.01 1.73 0.02 0.01 4.73 6.77 1.91 1.10
3090 Ti 0.05 0.01 0.02 0.01 0.02 0.01 9.23 2.30

Second [50]
Perturb 3070 Ti 0.01 0.00 2.34 0.01 0.00 0.01 0.01 0.00 0.02 40.55 3.56 0.40

3090 Ti 0.02 0.00 0.01 0.00 0.01 0.00 32.33 4.22

Add 3070 Ti 0.03 0.01 3.23 0.02 0.00 1.11 0.02 0.00 2.88 22.67 2.39 0.59
3090 Ti 0.03 0.01 0.02 0.01 0.02 0.01 19.05 2.68

(a) Proposal-Perturb (b) Confidence-Perturb (c) IoU-Perturb

(d) Proposal-Add (e) Confidence-Add (f) IoU-Add

Figure 3. Attack effectiveness under different thresholds in NMS stage.

(a) Perturb

(b) Add

Figure 4. Robustness tests.

(a) Performance

(b) Latency

Figure 5. EP Evaluation.

stance, when the proposal limit is set to 3000 in PIXOR,
the ROI-NMS is only 47.28. Similarly, with a confidence
threshold of 0.35, the ROI-NMS is 88.9. Furthermore, fine-
tuning (i) and (ii) as defenses are not feasible since they
significantly reduce performance on benign samples.
Feasibility of Physical Attacks. While our main emphasis
is on the algorithmic aspects of attacks, we also investigated
their feasibility under physical constraints. To account for
the potential impact of noise, we conducted a robustness
analysis by adding Gaussian noise with different standard

deviations to the modified point clouds. Figure 4 shows the
rate of decrease (ROD) of prediction proposals. For com-
mon noise at the level of 0.01m, the ROD is less than 3%
for PointPillar and VoxelNet, and less than 13% for PIXOR.
Additionally, we conducted an experiment with a revised
loss function to account for the predefined grid of directions
in which a LiDAR device shoots laser rays. The point cloud
was first converted to spherical coordinates, and we used the
sign of the gradient for variable updates to ensure a discrete
resolution of optimization steps. Our attacks achieved an
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ROI-P of 90.016 for PointPillar, 23.209 for VoxelNet, and
12.979 for PIXOR with a perturbation resolution of 0.02.
Variance of Running Time. To account for the potential
variability in running time due to multiple factors, we re-
peated the experiments and measured the variances of ROI-
NMS and ROI-TT, as presented in Table 3. The variance
was found to be negligible compared to the original values.
Transferability. To evaluate the transferability of our at-
tack, we train the samples on each targeted model, then test
their effectiveness on them using the pre-trained samples.
We also evaluate the effectiveness of the ensemble training
strategy. The results are given in Table 4. As we can see, the
transferability is limited compared to directly training on
the target models due to the unique pre-processing pipelines
in different LiDAR detection models. On the other hand,
ensemble learning boosts transferability and increases the
number of proposals by 12.994 times on PIXOR models.

Table 3. Variances of ROI-NMS and ROI-TT in repeated experi-
ments with different hardware.

Model Attack Type
Variance (CPU, 3070 Ti, 3090 Ti)
ROI-NMS ROI-TT

PIXOR
Perturb 0.124 0.329 0.318 0.024 0.086 0.084

Add 0.302 0.171 0.229 0.061 0.137 0.008

VoxelNet
Perturb 0.060 0.034 0.042 0.009 0.020 0.012

Add 0.037 0.016 0.183 0.024 0.012 0.014

PointPillar
Perturb - 0.064 0.066 - 0.024 0.024

Add - 0.051 0.054 - 0.014 0.017

Effectiveness of Efficient Probing. To assess the effective-
ness of our efficient probing (EP) algorithm for point initial-
ization, we conducted experiments with different probing
steps and evaluated the resulting ROI-P post-initialization.
Figure 5 (a) shows that as the number of probing itera-
tions increases, we obtain more initialized proposals, pro-
viding evidence of the effectiveness of our probing algo-
rithm. However, the probing step introduces additional la-
tency, as shown in Figure 5 (b). We found that processing
time is linearly proportional to the number of probing steps.

6. Discussion

Real-world Impacts. Our study investigates the algorith-
mic runtime robustness of LiDAR detection models by ma-
nipulating digital data. We have further investigated the
physical realizability by further considering the noise and
working principles of lasers in LiDAR. Although our inves-
tigation is on digital domain manipulation, it expands the at-
tack surface beyond accuracy-based attacks and sheds light
on the vulnerability of autonomous driving systems from
the availability perspective. Our tool can also aid the fu-
ture investigation of runtime latency robustness of LiDAR
processing pipelines in autonomous systems.

Table 4. Transferability of SlowLidar in different models.

Attack
Source

Target
PIXOR VoxelNet PointPillar

Perturb

PIXOR 35.213 1.722 1.344
VoxelNet 1.115 48.286 3.359

PointPillar 3.318 1.087 165.922
Min-max Train 8.259 6.239 7.321

Add

Source
Target

PIXOR VoxelNet PointPillar

PIXOR 45.149 0.831 3.016
VoxelNet 1.213 33.381 2.183

PointPillar 8.851 1.087 156.156
Min-max Train 12.994 4.889 7.972

Limitations and Future Work. Firstly, our attack per-
formance is limited in point-based detection models (e.g.,
PointRCNN) because the run-time variance of these mod-
els primarily depends on the process of candidate proposals
in the first stage of the detection algorithm. Even though an
adversary may manipulate runtime by creating more pro-
posal candidates, we found that most existing implemen-
tations of point-based methods offer little room for adver-
sarial manipulation due to the combination of aggressive
proposal generation strategies with thousands of proposals
generated simultaneously and a relatively low pre-defined
proposal limit threshold. Second, even though we’ve mod-
eled physical-world realizability, the feasibility and engi-
neering challenges of tampering with physical-world sig-
nals remain unexplored. Third, we design SlowLiDAR at-
tacks in a white-box setting. Although we evaluated the
transferability of our attacks in a black-box setting through
ensemble training, the performance of black-box attacks is
limited compared to white-box attacks.

7. Conclusion
We present SlowLiDAR, the first adversarial perturba-

tion attack that maximizes LiDAR detection runtime. To
achieve the goal, we propose differentiable proxies to ap-
proximate the non-differentiable parts of the LiDAR detec-
tion pipelines, and design a novel loss function that effec-
tively captures the impact of adversarial perturbations on
runtime efficiency. Extensive experimental results show
that SlowLiDAR can significantly increase the latency of
the six most popular LiDAR detection pipelines while main-
taining imperceptibility.
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