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Direct measurement of a spatially varying thermal bath using Brownian motion
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Micromechanical resonator performance is fundamentally limited by the coupling to a thermal environment.
The magnitude of this thermodynamical effect is typically considered in accordance with a physical temperature,
assumed to be uniform across the resonator’s physical span. However, in some circumstances, e.g., quantum
optomechanics or interferometric gravitational wave detection, the temperature of the resonator may not be
uniform, resulting in the resonator being thermally linked to a spatially varying thermal bath. In this case, the
link of a mode of interest to its thermal environment is less straightforward to understand. Here, we engineer a
distributed bath on a germane optomechanical platform—a phononic crystal—and utilize both highly localized
and extended resonator modes to probe the spatially varying bath in entirely different bath regimes. As a result,
we observe striking differences in the modes’ Brownian motion magnitude. From these measurements we are
able to reconstruct the local temperature map across our resonator and measure nanoscale effects on thermal
conductivity and radiative cooling. Our work explains some thermal phenomena encountered in optomechanical
experiments, e.g., mode-dependent heating due to light absorption. Moreover, our work generalizes the typical
figure of merit quantifying the coupling of a resonator mode to its thermal environment from the mechanical
dissipation to the overlap between the local dissipation and the local temperature throughout the resonator. This
added understanding identifies design principles that can be applied to the performance of micromechanical
resonators.
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I. INTRODUCTION

Micromechanical resonators are at the heart of many tech-
nologies, including inertial sensing [1,2], microscopy [3,4],
and biosensing [5,6]. Simultaneously, these devices are found
to be a paramount tool in fundamental science research, e.g.,
quantum solid-state experiments [7], optomechanical quan-
tum information experiments [8–10], gravity measurements
[11,12], and dark matter searches [13]. Because both techno-
logical applications and pure scientific studies occur at finite
temperature, at all times there is a competition between the
desired signal source and the typically undesired excitations
of the resonator due to thermal energy, referred to as Brownian
motion. It is therefore imperative to understand the behavior
of a resonator in contact with a thermal bath.

Typically, micromechanical resonators are considered as
having a uniform temperature identical to the temperature
of their immediate environment. In this case the Brownian
motion of the i resonator mode, described by coordinate xi,
is captured by the equipartition theorem,

〈
x2
i

〉 = kBT

miω
2
i

. (1)
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Here, kB, mi, and ωi are the Boltzmann constant, the mode’s
effective mass, and the mode’s natural frequency, respectively,
and T is the uniform temperature.

In some cases the uniform temperature assumption does
not hold—for example, in mechanical microbolometers [14]
or when a mechanical resonator’s motion is detected optically.
In the latter, when a laser beam is coupled to a resonator mode,
the light is partially absorbed locally by the resonator body
[15–20]. This can leave the resonator in a thermal nonequi-
librium steady state (NESS) [21,22], where temperature is
not uniform, stationary, and is defined locally. In this case,
assuming the heat power produced by the resonator motion
itself is negligible, the temperature T in Eq. (1) should be
replaced with the effective temperature T (i)

eff of the i mode,
defined as

T (i)
eff =

∫ ∞
−∞ αiT dV∫ ∞
−∞ αidV

. (2)

Here both T and αi—referred to hereafter as the local temper-
ature and dissipation density of the mode i, respectively—are
functions of spatial coordinates, the former due to the pres-
ence of a heat source and the latter due to the mode
displacement function. The denominator

∫ ∞
−∞ αidV = γi in

Eq. (2) is the damping coefficient of the mode i. From Eq. (2)
it is evident that each resonator mode could have a different
effective temperature [23,24].

A key motivation for the study of a resonator’s response to
spatially varying baths is that Eq. (2) identifies an important
figure of merit for the resonator design. Commonly, resonator
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geometry is engineered to enhance its quality factor, denoted
as Qi for mode i [25–30], as well as maximizing its coupling
to a probe. Due to the fact that Qi is defined as the ratio Qi =
ωi
γi

, many strategies of Qi enhancement aim to increase ωi and
lower γi by geometrical design, while maintaining a high level
of mode-probe coupling.

A fundamental limit for the dissipation of the resonator
mode i is associated with its stress-strain relation. For ex-
ample, in thin-film resonators typically this dissipation is
dominated by what is termed bending loss [31]. Because the
bending of the mode is not uniform, the loss has a continuous
spatial distribution, and can be described by the spatial func-
tion αi in Eq. (2). Lowering the overall damping coefficient
γi corresponding to bending loss while maintaining it as the
dominant loss mechanism for mode i has been a primary goal
in resonator design [25,28].

However, in any thermally limited application, the figure of
merit for the system’s performance would be governed by the
quantity γiT

(i)
eff = ∫ ∞

−∞ αiT dV , the overlap integral between
the local temperature and the dissipation density. This quantity
generalizes the thermal decoherence rate of a mode, perti-
nent to both classical and quantum applications, to γinth =
kB
h̄ωi

∫ ∞
−∞ αiT dV , where nth is the steady-state average num-

ber of thermal phonons. It follows that when a nonuniform
temperature profile is expected, optimized performance is ob-
tained by minimizing this overlap rather than minimizing γi
alone. Similar analysis is carried out for optimized design of
electromagnetic resonators [32].

Figure 1(a) shows an optical microscope image of the
resonator employed in this work. It is patterned as a
phononic crystal (PnC) with a band of forbidden oscilla-
tion frequencies—a band gap [33,34]. By placing defects
in the crystal pattern [Fig 1(a)], we prepare out-of-band-
gap membrane-like modes [Fig. 1(c)] alongside localized
modes within the band gap [Figs. 1(d) and 1(e)]. These
modes have exceptionally different bending dissipation den-
sity [Figs. 1(f)–1(h)]. In some cases, the dissipation density
differs dramatically from the mode displacement function
[Figs. 1(c) and 1(f)], meaning that the effective mode tem-
perature will not be governed by the local temperature where
the motion is large, but by where the dissipation is significant.

Here, we demonstrate the effect an extreme temperature
gradient across a resonator has on the Brownian motion of
its different modes. We generate this temperature gradient
across a silicon-nitride (SiN) tensioned thin-film resonator
by deposition of a localized absorber, heated with laser light
[Figs. 1(a) and 1(b)]. Thermal motion of our resonator itself
generates negligible heat flow compared to any other heat
sources. Our engineered mode structure enables modes with
vastly different effective temperatures to coexist, allowing
for direct probing of the temperature across the resonator
through the measurement of the different modes’ Brownian
motion. Furthermore, using Brownian motion as a local tem-
perature probe calibrates emissivity, thermal expansion, and
thermal conductivity of the oscillator, which have geometry-
dependent values in nanoscale devices [35–38]. Lastly, we
use locally absorbed heat in order to differentially shift the
frequency of localized modes and make two in-band-gap
modes hybridize. By hybridizing a pair of localized modes
with different temperatures, we increase a mode’s effective

FIG. 1. (a) Optical microscope image of the device studied in
this work (scale bar 200 µm). Inset: Zoomed-in image of deposited
absorber used to generate temperature gradients (scale bar 20 µm).
(b) Simulated temperature map observed in this work. A localized
heat load was generated by absorbed light from a heating beam (red).
The Brownian motion of the device was measured interferometri-
cally with a probe beam (yellow). [(c)–(e)] Absolute displacement
of the (2,2), S2 and MD, respectively. [(f)–(h)] Bending dissipation
density profiles of (2,2), S2 and MD. Inset in (f) shows that the dissi-
pation for the (2,2) mode is concentrated at the edge, while the inset
in (h) shows that almost all of the mechanical loss is concentrated in
the absorber for the MD.

temperature by in situ changing its dissipation, rather than its
bath temperature.

II. METHODS

The PnC pattern was design with high contrast in or-
der to have a wide band gap (>1 MHz) [39]. The absorber
(Stycast 2850ft epoxy) location [Fig. 1(a)] was chosen to
satisfy a few requirements. It was deposited on a narrow
tether, in order to minimize the rate of heat escaping from
it, allowing for greater temperature gradient [Fig. 1(b)], as
is common in silicon nitride bolometers [37,40]. The specific
tether was chosen to minimize the reduction of Q of resonator
modes of interest. Figures 1(c)–1(e) show the displacement
of three of these modes obtained from finite element analysis
(FEA) calculation—the square-membrane-like (2, 2) mode
[Fig. 1(c)] and two in-band-gap modes. One in-band-gap
mode has radial symmetry and two radial antinodes within the
central pad, and denoted hereafter as S2 [Fig. 1(d)]. The other
in-band-gap mode exists only due to the deposited absorber
mass changing the mode structure [41], and is denoted as
mass-defined mode (MD) [Fig. 1(e)]. Figures 1(f)–1(h) show
the dissipation density originating from material bending of
the corresponding modes. The geometry of the absorber used
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in FEA simulation was selected to match the observed me-
chanical resonance frequency of the MD mode.

It is apparent that each mode in Fig. 1 experiences its
dominant dissipation at a different location. We define Tcp, Tab,
and Tfr as the temperature at the center pad, the absorber, and
the resonator frame, respectively. From Eq. (2), if these local
temperatures are different, the three aforementioned modes
would exhibit different Teff .

The resonator was placed in a vacuum chamber, and its
motion was measured using a 1064-nm laser and a calibrated
Michelson interferometer, with which we were able to estab-
lish the thermal nature of our resonator’s motion. A 950-nm
wavelength beam is separately aligned for heating the ab-
sorber. Both beams’ intensities are feedback controlled. Due
to the different mode shapes, detection of these modes is done
at different locations on the resonator. To reference different
measurements with similar absorbed optical power, and be-
cause absorbed power depends on multiple factors (absorption
coefficient, our beam shape and aberrations, and our beam
alignment), the frequency shift � f1,1 of the membrane-like
(1, 1) mode is used as a measured heating power proxy. When
the resonator is heated, the SiN thermally expands and its
stress lowers, which in turn leads to a frequency drop of its
modes, such that larger frequency shift corresponds to more
heat being absorbed with a one-to-one correspondence. � f1,1

was chosen because the (1, 1) mode has detectable motion at
any location on the resonator.

III. RESULTS

Results of heating experiments are shown in Fig. 2. By
measuring the Brownian motion 〈x2

i 〉 of mode i and its cor-
responding mode angular frequency ωi for different laser
heating powers—and therefore different � f1,1—we can de-
fine the statistical estimator T̃ (i)

eff for the measured mode’s
effective temperature:

T̃ (i)
eff =

〈
x2
i

〉
ω2
i〈〈

x2
i,0

〉
ω2
i,0

〉
all

Tlab, (3)

derived using Eq. (1). Here, 〈·〉 denotes the average over
a single-shot 0.3-s time interval, chosen for technical rea-
sons, and 〈·〉all denotes a full average over all the no-heating
data, which was taken with large statistics and is assumed to
have negligible variance. The chosen single-shot averaging
time is responsible for the scattering of the measured data
in Figs. 2(a) and 2(b). 〈x2

i,0〉 and ωi,0 are the measured dis-
placement power and angular frequency of the mode with
no absorber heating, respectively, and Tlab is the laboratory
temperature measured with a thermometer to be 293 K.

Figure 2(a) shows measured T̃ (MD)
eff and T̃ (2,2)

eff with respect
to different |� f(1,1)|, absolute (1, 1) mode frequency shifts.
The difference in |� f(1,1)| range for different modes comes
from the different alignment required to detect them. In strik-
ing contrast to the mode displacement, the dissipation density
of the (2, 2) mode is localized at the resonator boundary
[Fig. 1(f)], which is characteristic to an out-of-band-gap low-
frequency membrane-like mode [34,39]. As a result, T̃ (2,2)

eff

probes the temperature Tfr = Tlab, and indeed T̃ (2,2)
eff does not

deviate from the laboratory temperature at various heating

FIG. 2. Teff of four modes for different absorber heating. (a) Mea-
sured T̃ (MD)

eff and T̃ (2,2)
eff (orange and blue, respectively). (b) Measured

T̃ (S2 )
eff and T̃ A6

eff (purple and green, respectively). The plots show
measured (points) and |� f1,1|-binned (full circles with error bars)
results. Solid lines are single-parameter linear fits, fixing Brownian
motion for |� f(1,1)| = 0 to the laboratory temperature Tlab = 293 K .
Insets show the similarity in localization of the absolute displacement
of the in-band-gap S2 and A6 modes. (c) Measured power spectral
density example of the resonator motion. Colored lines mark the
frequencies of the four modes, and shaded region marks identifies
the frequency band gap. The inset schematically shows the location
of temperature each mode probes [color code is similar to (a) and
(b)]. (d) Measured Q values of the four modes [color code is similar
to (a) and (b)]. Empty (full) circles show measured Q before (after)
absorber deposition. Error bars not shown means they are smaller
than the point marker size.

powers. In contrast, the MD dissipation density is localized
at the heating point [Fig. 1(h)], which exhibits the highest
temperature Tab upon heating. Therefore, a sizable difference
is observed between T̃ (MD)

eff and T̃ (2,2)
eff as heating power in-

creases. Figure 2(b) shows the result of a similar heating
experiment measured on the S2 mode. This mode dissipation
density is localized at the middle pad [Fig. 1(g)], probing Tcp,
and therefore T̃ (S2 )

eff is greater than the laboratory temperature,
but lower than T̃ (MD)

eff .
In order to verify that the heating of the S2 mode is due

to the temperature at the center pad and not due to the small
dissipation density at the hot absorber location, we measured
the heating of a second mode, having six azimuthal antinodes
at the central pad, which we denoted as A6. This mode’s
dissipation density is confined to the center pad, similarly to
the S2 mode, but its residual dissipation density at the absorber
position is significantly different. From Fig. 2(b) it can be seen
that both T̃ (S2 )

eff and T̃ (A6 )
eff rise at a similar rate with respect

to |� f1,1| (within statistical error). Figure 2(c) is an example
spectrum of resonator modes, exhibiting a band gap (shaded
gray area). The frequencies of the different modes are marked
(colored lines), supporting the localization of the in-band-gap
modes. As a secondary test, we compared Q measurements
of the S2 and the (2, 2) modes before and after the absorber
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FIG. 3. Determination of thermalization time scale τth from step
function response of �ωS2 . Left axis: Spectrogram of thermome-
chanical motion. The dashed black line shows an exponential fit to
the peak power of each time bin of the spectrogram. The fitted rate
of the frequency shift 1/τth is 12.5 Hz. Right axis: Monitor of the
heating laser power during this experiment. Inset: The simulated time
dependence of the temperature increase at the defect pad center (blue
line). Example exponential fit to this curve (black dashed line).

deposition. The Q value did not change within the measure-
ment error bars, which agrees with the dissipation density
contribution of the absorber in the S2 and (2, 2) modes being
minor. We therefore substantiated that T̃ (S2 )

eff probes the local
temperature at the center pad.

Next, we turn to using these results and obtain the spa-
tial temperature distribution across our resonator. A full
description of the steady-state temperature map of the heat
equation requires knowledge of the thermal conductivity kc,
emissivity ε, and heat load Pheat. Measuring both T̃ (S2 )

eff and
T̃ (MD)

eff provides the physical temperatures Tcp and Tab, respec-
tively. These two independent measurements are insufficient
to fully constrain the three parameters of the heat equation.
A measurement of the thermalization time scale τth provides
additional knowledge about kc and ε independent of Pheat.
Figure 3 shows the S2 mode frequency shift �ωS2 when the
absorber is subjected to a step heat load. The frequencies
quasistatically follow the instantaneous temperature profile of
the device, and thus the timescale of the frequency change
is equal to τth. Fitting the result to an FEA simulation of
the time-dependent temperature profile allows for a neces-
sary constraint kc(ε) needed to explain the value of 1/τth =
12.5 Hz (inset Fig. 3). This knowledge in addition to the
aforementioned two independent local temperature measure-
ments generates the temperature map across our resonator
for various heating powers. Evaluation of material parameters
from the generated temperature maps is given in Appendix A.
Once the temperature maps are known, FEA simulations of
the normal mode frequencies can be matched to experiment
for a determination of the coefficient of thermal expansion as
well (detailed calculation of the temperature map along with
an example of measurement-based FEA temperature map are
given in Appendix A).

The effective temperature of the modes chosen for our
analysis thus far was essentially affected by a single physical
temperature—the local temperature at the location of their
confined dissipation density [Figs. 1 and 2(b)]. Further vali-

dation for the premise of Eq. (2) can be obtained by varying
the dissipation distribution of a normal mode in situ rather
than the resonator temperature profile. One could achieve that
using mode hybridization.

When a mechanical resonator is held at a uniform temper-
ature, a change in that temperature would lead to identical
relative frequency shift for all the modes, meaning � fi

fi
is

identical for any mode i, where � fi is the change of fre-
quency fi due to the temperature change. In this case, two
modes would never cross in frequency. However, nonuniform
heating generates nonuniform thermal stress change, such that
the fractional frequency shift differs between modes [42–44],
and they may cross in frequency. Indeed, in our device, for
some absorber heating the MD and S2 fractional shifts satisfy
� fMD

fMD
≈ 13

� fS2
fS2

.

This allows us to examine the hybridization of these two
in-band-gap modes, as a mode coupled to two thermal baths.
As shown above, these two mode dissipation densities are
restricted to different regions of the resonator, held at different
local temperatures when the absorber is heated. The frequen-
cies of the S2 and MD modes for different heating power
are shown in Fig. 4(a). The S2 and the MD frequencies were
fitted and extrapolated with linear and quadratic polynomials,
respectively. The quadratic polynomial was used because of
a mode at 2.465 MHz, with which the MD mode hybridized,
making the MD frequency shift nonlinear. The hybridization
gap of ∼500 Hz (on par with similar related studies [45])
between the symmetric and antisymmetric branches [inset in
Fig. 4(a)] and the associated mode shapes were estimated
from an FEA calculation.

As a result of the hybridization, each mode in the pair
changes its effective mass. Inference of effective tempera-
ture from displacement power should, in principle, take this
change into account. This requires precise modeling and
stable heating, which is challenging. To circumvent these
requirements, we examine the quantity

y2
(S2,MD) ≡ x2

(S2 ) + x2
(MD), (4)

which is defined with respect to the center pad motion. De-
scribed in words, y2

(S2,MD) is the total displacement power of
the resonator middle pad at both modes’ frequencies. Further-
more, we can define the parameter

T̃ (S2,MD)
eff ≡

〈
y2

(S2,MD)

〉
ω2

S2〈〈
y2

(S2,MD),0

〉
ω2

S2,0

〉
all

Tlab, (5)

which has units of temperature and is defined similarly to
the definition in Eq. (3). Here, ωS2 is the extrapolated an-
gular frequency of the S2 mode without hybridization. As it
turns out, this temperature does not depend on the effective
mass changes due to the mode coupling, yet can still carry
information about the local temperatures of the two nonhy-
bridized modes. A detailed derivation of T̃ (S2,MD)

eff is given in
Appendix B. In general, it depends on the dissipation, the
effective mass, the frequency, and the coupling between the
two modes, as well as the local bath temperature of each
mode, namely, Tcp and Tab. It is, however, constructive to write
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(a)

(b)

FIG. 4. Hybridization of S2 and MD modes. (a) Measured fre-
quencies of S2 and MD modes with respect to |� f1,1| (orange
and purple points). Gray lines mark theoretical hybridization fre-
quency curves obtained from fits to the measured modes’ frequencies
and FEA prediction for their coupling strength. Mode-hybridization
shapes from FEA are shown along the frequency curves. Inset shows
a zoomed-in plot around the full hybridization point. (b) T̃ (S2,MD)

eff

as a function of |� f1,1|, Measured (purple points) and � f1,1-binned
(purple full circles with error bars). The line is a single parameter fit,
disregarding all points around |� f1,1| ≈ 0.9 kHz. Light gray points
and darker gray circles with error bars are the same points shown
in Fig. 2(b), taken from a different experimental iteration to show
consistency between experiments. Figures 2(a) and 2(b) share the
horizontal axis.

the expected value for T̃ (S2,MD)
eff in two specific limits:

T̃ (S2,MD)
eff =

⎧⎨
⎩
T Tcp = Tab = T
TcpγS2 +TabγMD

γS2 +γMD
ωS2 = ωMD

. (6)

Figure 4(b) shows T̃ (S2,MD)
eff as a function of |� f1,1|. The line

is a single parameter fit, taking only the measurements around
|� f1,1| = 0 and |� f1,1| ≈ 1.2 kHz, which are far detuned
from the point of hybridization. This line, which agrees with
the linear fit in Fig. 2(b), stands for Tcp inferred from y2

(S2,MD).
According to Eq. (6), a deviation from this line necessarily
means that Tcp �= Tab. This serves as additional experimental
validation of the notion that the Brownian motion of a mode
is affected by the overlap between the temperature profile
across the resonator and the mode’s dissipation density. Here,
instead of varying the temperature across the resonator and
observing an increase in Brownian motion, the change in
Brownian motion is due to the redistribution of the mode’s
dissipation density resulting from mode hybridization. In the
vicinity of |� f(1,1)| = 0.9 kHz, increasing the absorbed power
causes a rise in T̃ (S2,MD)

eff , due to enhanced dissipation at the
absorber, located at a high-temperature region. Further in-

crease in the absorbed power leads to lower dissipation of
the mode at the absorber, resulting in a decrease in T̃ (S2,MD)

eff .
The height of the peak around |� f1,1| = 0.9 kHz is lower
than the expected value of 750 K according to the second
limit in Eq. (6) (Appendix B). We believe this is due to
heating power fluctuations, originating primarily from motion
of the heating beam and temporal changes absorber heating
(see Appendix D).

IV. CONCLUSIONS

To conclude, in this work we designed and implemented
a controlled local temperature measurement of a SiN res-
onator under localized heating, by measuring the Brownian
motion of a set of localized normal modes. We experimentally
demonstrated that in the presence of a nonuniform tempera-
ture profile, different modes might have exceedingly different
effective temperatures, depending on the spatial overlap be-
tween the local temperature and the dissipation density of a
mode. This demonstration was done both by measuring the
Brownian motion of different modes and by in situ hybridiza-
tion of two modes with different local baths. We compared
between a membrane-like mode, having effective temperature
identical to the resonator’s environment, with the price of
higher dissipation at its edge, to a localized mode, potentially
designed for lower dissipation, with the price of an effective
temperature equal to the local—typically hotter—temperature
at the mode’s confined location. These represent two extreme
scenarios of susceptibility to uneven heating. A resonator’s
optimal performance would be achieved when its design min-
imizes the overlap between the dissipation density and the
local temperature profile.
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APPENDIX A: CALIBRATION OF TEMPERATURE MAPS

In this work, spatially varying temperature profiles were
generated by heating a localized absorber on the device. Due
to the relatively large temperatures generated in this work
(∼1000 K), effects such as thermal radiative cooling needed
to be considered to model an arbitrary temperature map. To
model such a map, the heat equation with source terms is
considered:

ρCp
∂T

∂t
+ ∇ · q = Q̇(x, y, z). (A1)

Here ρ is the material density, Cp is the specific heat capacity
at constant pressure, q is the heat flux, and Q̇(x, y, z) is the
heat source due to laser light absorption. When considering
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effects of radiative cooling (or heating), then q is

q = −kc∇T − nσε(x, y, z)
(
T 4

env − T 4
)
, (A2)

where kc is the coefficient of thermal conductivity, n is the
surface normal vector, ε(x, y, z) is the surface emissivity, and
σ is the Stefan-Boltzmann constant. Note that in this model
ε(x, y, z) = εSi3N4 on the surface of the material, and is equal
to 0 otherwise.

Equations (A1) and (A2) depend on several material
properties that were not known precisely for the device studied
in this work, namely, kc and ε. Geometric dependencies—and
therefore spatial dependencies—of these parameters have
been observed and modeled. Notably, there are discrepancies
between the bulk values and those observed in thin-film
systems and narrow constrictions [35,36]. However, for all
simulations to follow, these values are taken to be uniform
across the device, and therefore can be thought of as effective
parameters for this specific geometry. Additionally, the
precise value of Q̇ is also considered unknown due to
possible imperfect knowledge about the absorber and heating
laser beam.

Estimates of the parameters are obtained by comparing
FEA simulation to measurements. In all FEA simulations
performed in this work, the absorber was modeled as a 3-
µm-diameter sphere, neglecting finer details of the absorber.
This geometry matched the observed modal frequency of the
MD mode with simulation. The heat load was considered to
be spatially uniform across the entire volume of the sphere:
Q̇ = Pheat/Vabs. Here Pheat is the total absorbed power from
the laser and Vabs is the volume of the absorber. Finally, the
boundary condition at the interface between the membrane
edge and substrate was held constant at Tlab.

One salient experiment is to study the frequency shift in
response to a step heating of the device. If the thermaliza-
tion timescale τth is much longer than the timescale of stress
redistribution, then the instantaneous mechanical frequency
will adiabatically follow the time-dependent temperature pro-
file. Thus, the timescale of the frequency shift τωm should be
equal to τth. For a tensioned membrane device, the timescale
of stress redistribution is on the order of L/c ≈ 1 µs, where
L is the device size and c is the speed of sound. As can be
seen in Fig. 3, the observed timescale is on the order of 100
ms, and therefore we can infer that τth = τωm . Finite element
simulations of the time-dependent temperature profile can
be performed over a large parameter range of ε and kc, an
example of which is presented in the inset of Fig. 3. It was
found that there was a one-dimensional manifold of (ε, kc)
pairs that fit the observed value of τth.

Another bound on these parameters comes from the rel-
ative modal temperatures of the S2 and MD modes, which
probe the local temperatures at the center pad and the ab-
sorber, respectively. As can be seen in Fig. 5, the functional
form of Tab(Tcp) depends strongly on the emissivity of the
silicon nitride; higher values of ε produce large temperature
gradients between the absorber and defect pad due to radiative
cooling near the absorbing region. For this study, observed
modal temperatures and simulated physical temperatures can
be directly compared since temperature variations over the
central pad and absorber regions are relatively small. Match-
ing the slope of the observed T (MD)

eff (T (S2 )
eff ) to FEA simulations

FIG. 5. (a) Temperature increase of the absorber versus the tem-
perature increase of the central pad for increasing heating power.
Purple lines correspond to FEA simulations where the values of ε and
kc were consistent with the observed τth. Light to dark purple indicate
the trend when varying ε from 0 to 0.15. The black dash shows
the inferred local temperature increase from the measured modal
temperatures, while the red line shows the best-fit FEA simulation.
(b) Example simulated temperature map assuming a heat load of
10 µW.

allows for the determination of both εSi4N3 and kc. Notably,
the measured parameters in Table I match those measured or
calculated in other works [35,37,46–49]. Once the tempera-
ture map can be determined, the frequency shift of the (1,1)
mode as a function of heating power can also be matched
to simulation for a calibration of the coefficient of thermal
expansion of Si4N3 (Fig. 6).

APPENDIX B: COUPLED OSCILLATORS SUBJECT TO
SPATIALLY VARYING BATHS

1. Equivalence of coupled continuum normal modes to coupled
point mass oscillators

Here we will consider the case of two coupled modes of
a tensioned mechanical device. It has been shown that the
full elastic dynamics associated with these two modes can be
reduced to a set of coupled differential equations connecting
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TABLE I. Thermal and mechanical parameters of Si4N3 used
to produce temperature maps used in this work. kc is the thermal
conductivity, εSi4N3 is the emissivity, Cp,Si4N3 is the heat capacity at
constant pressure, and αth is the coefficient of thermal expansion.
ρSi4N3 is the bulk density, ESi4N3 is Young’s modulus, σSi4N3 is the
tensile stress, and νSi4N3 is the Poisson ratio of the stoichiometric low
pressure chemical vapor deposition (LPCVD) silicon nitride used in
this work.

Thermal parameter Value

kc 2.2 W/(m K)
εSi4N3 0.12
Cp,Si4N3 700 J/(kg K)
αth 1.9 × 10−6 (K−1)

Mechanical parameter Value
ρSi4N3 3100 kg/(m3)
ESi4N3 250 GPa
σSi4N3 1.05 GPa
νSi4N3 0.23

the modal amplitudes of the modes in question [45]:

K11u1 + K12u2 = M11ü1 + M12ü2

K21u1 + K22u2 = M21ü1 + M22ü2, (B1)

where the entries for the modal mass matrix Mi j and the modal
stiffness matrix Ki j are given as

Mnm = ρ〈φn|φm〉 (B2)

Knm = σ 〈∇φn|∇φm〉, (B3)

where the 〈·|·〉 corresponds to the volumetric overlap integral
of the quantities in question.

Equation (B1) can be rearranged to the more familiar form

Mü + Ku = 0, (B4)

FIG. 6. Simulated heating power Pheat with respect to the simu-
lated frequency shift of the (1,1) mode � f1,1. This dependence can
be used as a calibration for heating power as a function of observed
frequency shift. The change in functional form at larger frequency
shifts is due to the transition from the heat transfer being conduction
dominated to radiative cooling dominated.

where M is given as(
M11 − M12M21

M22
0

0 M22 − M12M21
M11

)
(B5)

and K is (
K11 − K21M12

M22
K12 − K22M12

M22

K21 − K11M21
M11

K22 − K12M21
M11

)
. (B6)

u is a column vector with components u1 and u2. For
modes that are well localized and spatially separated, the over-
lap integrals are small: M11,M22 
 M12 = M21,K11,K22 

K12 = K21. Also, since we are interested in the behavior where
hybridization may occur—and thus the frequencies of the
two modes are nearly degenerate—it follows that K11/M11 ≈
K22/M22.

Taking the leading order terms in the coupling, it follows
that we can write M and K as

M =
(
M11 0

0 M22

)
≡

(
m1 0

0 m2

)
(B7)

K =
(

K11 K12 − K22M12
M22

K21 − K11M21
M11

K22

)
≡

(
k1 −κ

−κ k2

)
. (B8)

An inspection of Eqs. (B7) and (B8) shows that two coupled
continuum mechanical modes with small overlap can be re-
duced to two coupled simple harmonic oscillators.

2. Coupled damped mechanical harmonic oscillators

In this section, we consider the effects of damping on the
hybridization of two point mass coupled oscillators. To model
this system, the equations of motion are defined as

Mü + Cu̇ + Ku = 0. (B9)

Here we define the mass matrix M, the damping matrix C,
and the spring matrix K as

M =
(
m1 0

0 m2

)

C =
(
m1γ1 0

0 m2γ2

)

K =
(

m1ω
2
1 −√

m1m2 g2

−√
m1m2 g2 m2ω

2
2

)
. (B10)

Note that the convention for coupling terms in K is selected
such that the normal mode splitting at zero detuning is g2/ω0

for all values of m1 and m2 in the undamped case.
To calculate the normal modes, one can assume that u(t ) =

u0eλt . In this case, the equations of motion can be rephrased
as a polynomial in λ with matrix coefficients:

(Mλ2 + Cλ + K)u0 = 0. (B11)

Much like an eigenvalue problem, this equation has nontrivial
solutions for both λ and u0 if λ is a root of the following
polynomial:

det(Mλ2 + Cλ + K) = 0. (B12)
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FIG. 7. (a) An example of an avoided crossing when g 
 γω0/2.
The red (blue) line corresponds to the normal mode frequency associ-
ated with the antisymmetric (symmetric) normal mode. (b) Left axis:
Mixing factor μi as a function of coupling strength g. Right axis:
Normal mode splitting �ωm as a function of coupling g in the case
when γ2 = γ 
 γ1. Dark (light) lines correspond to the behavior in
the case when γ1 = 0 (γ1 = γ2/8). The dotted red line indicates the
asymptotic value of the splitting expected when γ1 = γ 2 = 0. The
latter case corresponds to the parameters explored experimentally. In
both cases, there is a critical value of g, below which an avoided
crossing does not occur. In the case of no avoided crossing, it is
evident that the degree of hybridization also decreases since μi > 0
in this regime. The vertical dotted line corresponds to the value of
g between the S2 mode and the mass-defined defect mode (MD)
explored experimentally in this work.

In general, there are four solutions for λ for the above
equation, coming in two complex conjugate pairs. Physically,
the imaginary part of λ corresponds to the frequency of each
mode, while the real part corresponds to the energy decay
rate of the mode in question. Although there is an analytical
expression for each λ, its form is rather involved and will
not be presented in this work. Once the roots of Eq. (B12)
are known, then inserting each root into Eq. (B11) produces
a system of linear equations whose null space contains the
normal mode corresponding to the eigenvalue in question.
The two complex conjugate pair solutions for λ produce a
complex conjugate pair of normal modes up to a scale factor
that without loss of generality can be neglected.

We draw attention to the parameter regime where γ2 →
γ 
 γ1 → 0. Here it is evident that there is a critical value of
g = gc = γω0/2 below which there is no frequency splitting
(see Fig. 7). It is evident that this absence of splitting is
correlated to a lowered degree of mode hybridization. This can
be quantified by examining the mixing factor μi as a function
of the mode detuning δ:

μi ≡ min
(∣∣∣∣u(i)

1 (δ)
∣∣2 − ∣∣u(i)

2 (δ)
∣∣2∣∣). (B13)

μi ranges between 0 and 1, and u(i)
j is motional amplitude of

mass j in normal mode i. When μi = 0, this means that there
is a detuning at which the mode is fully hybridized (equal
participation of masses m1 and m2), while when μi = 1, this
means that the mode has participation of only a single mass. It
can be seen in Fig. 7 that μi > 0 only occurs when the avoided
crossing disappears.

An important point about this model is that the value of g
can be calculated from the undamped behavior of the system.
Notably, the coupling strength between the S2 and MD modes
considered in this work can then be taken directly from FEA
simulations that neglect damping. The simulated coupling
strength between these two modes corresponds to behavior
that is close to the undamped regime of mode coupling.

In this section, it is assumed that the normal modes of the
system are known. At the outset, the masses, damping rates,
and temperatures (expressed as mi, γi, and Ti, respectively)
of the local modes are known. The goal will be to derive the
analogous properties (Mi, �i, and T (i)

eff ) of the normal modes.
The damping rates of the normal modes can be calculated

from energetic arguments. Notably, it can be interpreted as the
energy lost per oscillation times the oscillation rate:

� = ωm
�W

2πW
, (B14)

where �W is the energy lost per oscillation and W is the en-
ergy stored in the oscillator. In this coupled mode model, �W
can be calculated as the sum of the work done by damping
forces on each point mass per cycle. For harmonic motion, W
can be calculated to be twice the average kinetic energy over a
single oscillation period. Therefore, in the case of two coupled
point masses, the expression for the damping rate of mode i is
then

�i = γ1m1

∣∣u(i)
1

∣∣2

(∣∣u(i)
1

∣∣2
m1 + ∣∣u(i)

2

∣∣2
m2

)
+ γ2m2

∣∣u(i)
2

∣∣2

(∣∣u(i)
1

∣∣2
m1 + ∣∣u(i)

2

∣∣2
m2

) . (B15)

To calculate the effective temperature of the mode in this
model, we begin with the general case of a continuous oscil-
lator subject to a spatially varying thermal bath:

Teff =
∫

αTdV∫
αdV

=
∫

αTdV

�
, (B16)

where T is the local physical temperature of the mechani-
cal structure, and α is the dissipation density of the mode.
The analogous formula for the coupled point oscillator model
would replace integrals over volume with summations over
the contributions from each mass:

Teff =
∫

αTdV

�
→

∑2
i=1 α̃iTi
�

. (B17)

Here we have neglected the mode indices on Teff and α for
clarity. An inspection of Eq. (B15) readily identifies an ex-
pression for α̃i:

α̃i = γimi|ui|2
|u1|2m1 + |u2|2m2

. (B18)

043121-8



DIRECT MEASUREMENT OF A SPATIALLY VARYING … PHYSICAL REVIEW RESEARCH 5, 043121 (2023)

Therefore, the effective temperature for normal mode i is

T (i)
eff = T1γ1m1

∣∣u(i)
1

∣∣2 + T2γ2m2

∣∣u(i)
2

∣∣2

γ1m1

∣∣u(i)
1

∣∣2 + γ2m2

∣∣u(i)
2

∣∣2 . (B19)

Note that in this calculation, normalization conventions for
the mode shape vector components ui, j have no effect on the
result. Furthermore, this result relies only on the hybridized
mode shape and thus is valid for all regimes of the hybridiza-
tion process.

To infer the Brownian motion from the effective temper-
ature, the effective mass of each mode must be considered.
We note that the effective mass depends not only on the mode
being probed but also on the probe location. In the point mass
case, there are two probe locations—one for each mass—and
thus we can define the effective mass of mode i observed at
mass j to be

M (i)
eff, j = m1

∣∣u(i)
1

∣∣2∣∣u(i)
j

∣∣2 + m2

∣∣u(i)
2

∣∣2∣∣u(i)
j

∣∣2 . (B20)

Finally, the observed Brownian motion can be expressed
from the equipartition theorem:

〈(
x(i)
j

)2〉 = kBT
(i)

eff

M (i)
eff, j�

2
i

. (B21)

When experimentally probing the effects of hybridization
on the modal temperatures, a salient quantity to consider is yi:〈

y2
i

〉 = 〈(
x(1)
i

)2〉 + 〈(
x(2)
i

)2〉
. (B22)

From the above formalism, it can be shown that if the
normal modes are computed in the undamped limit,

〈
y2
i

〉 = kBT (i)
eff

miω
2
i

T (i)
eff = Ti

( Tj

Ti
− 1

)ω2
i

ω2
j
+ γ jTj

γiTi
+ 2 + γi

γ j
+ (ω2

i −ω2
j

g2

)2

(
1 − g4

ω2
i ω

2
j

)[(
γi
γ j

+ 2 + γ j

γi

) + (ω2
i −ω2

j

g2

)2] . (B23)

This expression for 〈y2
i 〉 has the property that it depends

only on mi, the mass of the nonhybridized mode i. Another
notable property is revealed when considering the case that
Ti = Tj = T :

〈
y2
i

〉 = kBT

miω
2
i

(
1 − g4

ω2
i ω

2
j

)−1

= kBT

miω
2
i

[
1 + O

(
g4

ω2
i ω

2
j

)]
. (B24)

For this work, the simulated minimal normal mode split-
ting is 500 Hz, therefore g4

ω2
i ω

2
j
≈ 10−8. Hence, a measurement

of 〈y2
i 〉 has no discernible dependence on detuning when bath

temperatures are equal, regardless of any other parameter
mismatch between the modes in question. Therefore, any
change in 〈y2

i 〉 necessarily arises from a mismatch in thermal
bath temperatures. When the two oscillators are degenerate

FIG. 8. Effective temperature of membrane-like modes along
with the absolute displacement of each mode. |� f1,1|-binned (full
blue circles with error bars) T̃ (i)

eff for i = (1, 1), (2, 2), (3, 3), and
(1, 3) − (3, 1) modes.

(ωi = ω j), the expression for 〈y2
i 〉 reduces to the simple form

〈
y2
i

〉 = kB
miω

2
i

[
Tiγi + Tjγ j

γi + γ j
+ O

(
g4

ω4
i

)]
. (B25)

This expression of the quantity 〈y2
i 〉 corresponds to a single

local oscillator subject to two different baths. The inferred
temperature of this local oscillator would be

T (i)
eff ≈ Tiγi + Tjγ j

γi + γ j
. (B26)

The above expression reduces to Eq. (6) for i → S2 and
j → MD.

APPENDIX C: ADDITIONAL MEASUREMENTS AND
OVERVIEW OF MECHANICAL MODES

In this work modal temperatures of various mechanical
modes were measured when subject to varying temperature
maps. In addition to the modes presented in the main text,
Fig. 8 shows T̃ (i)

eff for i = (1, 1), (2, 2), (3, 3), and (1, 3) −
(3, 1), which are membrane-like modes, at various heating
powers (referenced by the absolute frequency shift |� f1,1|).
The (1, 3) − (3, 1) label refers to an antisymmetric hybridiza-
tion of the (1,3) and (3,1) membrane modes that arises
due to the particular patterning of the device. It is evident
that these modes do not exhibit an observable increase in their
effective temperature with measurement uncertainty. In addi-
tion, Table II provides general parameters regarding the modes
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TABLE II. Table of modal parameters for various modes studied
in this work. ωm is the angular frequency of each mode. meff,opt is the
effective mass of each mode when probing at the point of maximum
mechanical amplitude. Qbare (Qloaded) is the mechanical quality factor
measured before (after) deposition of the absorber.

Mode ωm/(2π ) meff,opt Qbare Qloaded

(1,1) 181 kHz 15.5 ng 21 × 103 32 × 103

(2,2) 376 kHz 17.0 ng 1.05 × 106 1.07 × 106

(1,3)-(3,1) 389 kHz 7.3 ng 65 × 103 29 × 103

(3,3) 542 kHz 14.9 ng 2.07 × 106 1.96 × 106

S2 2.41 MHz 0.41 ng 106 × 103 107 × 103

MD 2.45 MHz 0.1 ng − 12.5 × 103

A6 2.58 MHz 0.3 ng − 322 × 103

measured in this work, for completion. It can be understood
from Table II that the (1,1) and (1, 3) − (3, 1) membrane
modes have reduced quality factors even before deposi-
tion. One expects the material loss limited quality factor of
lower-order membrane modes to be on the order of 2 ×
106 for such a PnC device, and therefore these diminished
quality factors can be attributed to losses beyond the sus-
pended silicon nitride structure, commonly referred to as
radiation loss. Because heating of the absorber does not in-
crease the substrate temperature appreciably, we do not expect
radiation loss limited modes to exhibit elevated effective tem-
perature [24].

The (3,3) membrane mode experienced an increase in net
dissipation after deposition. However, the lack of heating
observed on the (3,3) mode is indicative that this increase
in dissipation can also be attributed to radiation loss: If this
increase in dissipation is attributed to the addition of the
absorber, modal heating would be expected.

APPENDIX D: HEATING POWER FLUCTUATIONS

Throughout this work laser heating was used to generated
temperature gradients across the membrane device that are
assumed to not vary in time. Under this assumption, the state
of the system can be assumed to be in a nonequilibrium steady
state. Experimental precautions were taken in order to miti-
gate noise associated with intensity fluctuations of both the

FIG. 9. Spectrogram of thermomechanical motion acquired
while probing on the central defect pad while heating such that the S2

and MD modes are closely hybridized. The MD mode has relatively
large frequency fluctuations due to its relatively large fractional fre-
quency shift.

probe and heating beams, namely, intensity feedback control
of both beams. However, evidence of time-dependent heating
was observed, an example of which can be seen in Fig. 9.

Here, the MD resonance frequency can be seen to vary in
time at a level of around 1 kHz. Note that the correspond-
ing shift of the S2 frequency could not be observed in this
measurement since it would be smaller than the frequency
resolution of this measurement. We emphasize that this ob-
servation of frequency instability serves as just an example:
In general the magnitude and nature of the noise varied from
shot to shot. This oscillation in frequency corresponds to a
power fluctuation that exceeds the stability of the heating
beam servo. We attribute this excess noise either to beam
pointing of the heating beam or to internal thermal effects of
the absorber itself.

This instability should not affect the results of
steady-state heating measurements of a single nonhybridized
mode. However, this fluctuation manifests itself in a
time-dependent detuning—and thus a time-dependent
hybridization—between the MD and S2 modes. Modeling of
the full dynamics associated with this effect was not pursued
in this work. However, we believe this effect explains the
discrepancy between experimental results displayed in Fig. 4
and theoretical prediction of ∼ 750 K from Eq. (6).
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