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CAYLEY GRAPHS THAT HAVE A QUANTUM ERGODIC EIGENBASIS

ASSAF NAOR, ASHWIN SAH, MEHTAAB SAWHNEY, AND YUFEI ZHAO

ABSTRACT. We investigate which finite Cayley graphs admit a quantum ergodic eigenbasis, proving that
this holds for any Cayley graph on a group of size n for which the sum of the dimensions of its irreducible
representations is o(n), yet there exist Cayley graphs that do not have any quantum ergodic eigenbasis.

1. INTRODUCTION
We will prove here the following theorem; see Theorem 3 for a companion impossibility result.

Theorem 1. There exists an absolute constant ¢ > 0 with the following property. Suppose that € > 0 and
let G be a finite group whose irreducible representations have total dimension at most ce? |G|, i.e.,

Y dy <ce®|Gl. 6))

e
Then, any Cayley graph on G has an orthonormal eigenbasis B consisting of functions ¢: G — C satisfying
VfiG—C,  Epe|[ErccFIG@IP] Ef]| <elfla. )

In the statement of Theorem 1, G is the set of irreducible unitary representations of a finite group G
and the dimension of each o € G is denoted d,,. The representation theory of finite groups that we will
use below is rudimentary; see e.g. [15, 24]. A Cayley graph on G is a graph whose vertex set is G such that
there is a symmetric subset & < G that generates G and {g, h} < G forms an edge if and only if gh~! € &.

In Theorem 1 and throughout what follows, we will adhere to the convention that a finite set X is only
equipped with the uniform probability measure; thus, all expectations, scalar products and L, norms of
functions from X to C will be with respect to this measure, i.e., for every f,g: X - Cand 1< p <oo,

1 - 1
XS0 and  (fg)= Frex|[fGIg@] and | £],=(E1FP])". ©
xeX

So, a set of functions ¢y, ...,¢ x;: X — Cis an orthonormal basis if [[¢p;ll2 = 1 and (¢, $p¢) = 0 for every
distinct j, k€ {1,...,|X|}. If X is a graph, then we say that B = {¢p1,...,p x|} is an orthonormal eigenbasis
of X if it is an orthonormal basis consisting of eigenfunctions of the adjacency matrix of X.

Theorem 1 is a finitary statement in the spirit of quantum ergodicity on manifolds, e.g. Snirel'man’s
classical theorem [26, 8, 27]. Investigations along these lines include notably [4], and we refer also to [2, 5]
and the survey [3] for background and motivation. From these works, we extract the following definition.

[Ef: [ExeX[f(x)] =

Definition 2 (quantum ergodic basis). Given a finite set X and ¢ > 0, we say that an orthonormal basis B
of functions ¢: X — Cis e-quantum ergodic if

Vi X—C, [E(/,E@“[Exex[f(x)l(l)(x)lz] —[Ef|] <l flloo- 4)

The only difference between the conclusion (2) of Theorem 1 and the requirement (4) of Definition 2
is that the quantity | f» in the right hand side of (2) is replaced in the right hand side of (4) by the larger
quantity || flleo. Therefore, Theorem 1 implies that any Cayley graph of a finite group whose irreducible
representations have total dimension at most ce? |G| has an e-quantum ergodic eigenbasis. The stronger
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conclusion (2) of Theorem 1 can be significantly stronger when e.g. in (2) we take f to be the indicator of
a small nonempty subset S of G, as in this case | fllo, = 1 while || f . = VISI/IGI.

The reason why we formulated Definition 2 using the Lo, norm of f rather than its L, norm is first
and foremost because this is how the subject is treated in the literature, but also because the following
impossibility result rules out even the weaker requirement (4).

Theorem 3. There are arbitrarily large Cayley graphs that do not admit any c-quantum ergodic orthonor-
mal eigenbasis, where ¢ > 0 is a universal constant.

The groups that we will construct in the proof of Theorem 3 will be a direct product of a cyclic group
with an appropriately chosen fixed group (specifically, a group that was constructed in [23]).

Problem 4. For a finite group G let €(G) be the infimum over € > 0 such that every Cayley graph on G
has an e-quantum ergodic orthonormal eigenbasis. Characterize those sequences {G,}}, of groups for
which lim;,_.o, £(G;) = 0. More ambitiously, how can one compute £(G) up to universal constant factors?

Any Abelian group G satisfies £(G) = 0, as seen by considering the eigenbasis B of Fourier characters:
each ¢ € B takes value among the roots of unity, so the left-hand side of (2) vanishes for every f: G — C.
Theorem 1 furnishes many more examples of sequences {G,}3>, of groups with lim,, ., £(G,) = 0.

If n > 0 and G is a group with at most |G| conjugacy classes (e.g. by [19, Theorem 2] this holds with
n = 2"71/|G| if G is any subgroup of the permutation group S,), then every Cayley graph on G has a
O(y/m-quantum ergodic orthonormal eigenbasis. Indeed,

1
Y 2
Y. dy<| |%( Y dﬁ) < VAlGl,
ogeG ogeG
where the first step uses Cauchy—Schwarz and that |G| equals the number of conjugacy classes of G, and
the second step uses the above assumption and that}_ & dg =|Gl. Hence, (1) holds with ¢ = ¢/77/ V.

A special case of the above example is when for some D € Na group G is nontrivial and D-quasirandom
in the sense of Gowers [13], i.e., every nontrivial unitary representation of G has dimension at least D.
This implies that G has at most 2|G|/(D? + 1) conjugacy classes, and hence every Cayley graph on G has

a 0(1/v/D)-quantum ergodic orthonormal eigenbasis. Indeed,

IGl= )Y di=1+ Y d:=1+D*(GI-1). )
oeG oeG~{triv}

Thus, |G| <1+ (|G| - 1)/ D? < 2|G|/(D? + 1), where the last step holds as |G| > 1 and therefore the second
sum in (5) is nonempty, so in fact |G| = D? + 1. By an inspection of the tables on pages 769-770 of [9]
and the classification of finite simple groups, if G is a non-cyclic simple group, then we can take D to be
at least a universal constant multiple of (log|Gl)/loglog|Gl; for most simple groups a much better lower
bound on D is available, and many more examples appear in the literature (see e.g. [25, Chapter 1, §1.3]).
At the same time, Theorem 3 demonstrates that some assumption on {G,}}’, must be imposed to

ensure thatlim,,_., €(G,) = 0. Thus, Problem 4 remains an intriguing open question.

2. PROOF OF THEOREM 1

The Haar probability measure on a compact topological group I' will be denoted /ir. Given d € N, the
standard coordinate basis of C¢ will be denoted ey, ..., e; and the unitary group of d x d matrices will be
denoted U(d). The Hilbert-Schmidt norm of a d x d matrix A = (a ;i) € M4(C) will be denoted

d

I Allas = (Z i |ajk|2)%.

j=lk=1

Our construction of the basis B of Theorem 1 will be randomized; its main probabilistic input is the
following lemma whose proof appears in Section 2.1 below.
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Lemma 5. There exists a universal constant0 < n < 1 with the following property. Let S be a finite set. For
every s€ S fix an integer d; € N and a ds x ds matrix Ag € My, (C) whose trace satisfies Tr(Ag) = 0. Denote

Yoes g1 AslEs
a=|—"——

ZseS ds
Consider the direct productT = [[;csU(ds) of the unitary groups {U(d;s)}ses. Then, for every 8 = 2 we have

and T=J({stx{1,....ds})={(s,k): s€eS Akefl,...,ds}}.  (6)

seS

hr[{U = WUyses €T Eqgper|lefUs AUserl] > fat| < e Zeesh, @)

Fix a finite group G and fix also a symmetric subset G < G that generates G. Let n = |G|. The adjacency
matrix A(G; S) € M, ({0,1}) of the Cayley graph that is induced by & on G acts on a function f: G — C by
A(G;6) f(x) =Y gea f(ox) for every x € G.

We will apply Lemma 5 with the index set S

S=U (ot x{L,....dp}) ={(p, )): peG A je{1,...,d,p}}.
peG

and ds = d, for every s = (p, j) € S. For this S, the set T in (6) becomes
T={(p,j,k): peG A (j k) €1L,...,dp}*}.

Henceforth, I' =[], j)esUldp) = 1 ,cq U(d,)% will be the group from Lemma 5.
Suppose that for each pe Gand j, ke {1,..., dp} we are given a, j x € C% and by,j € C% such that

Vijhkkell,....dpt,  ag;iia,iw=lu=ky and by b, =1g=jy. €)

This is an orthornormality requirement’ with respect to the standard (not normalized) scalar product on
C%. The statement of Schur orthogonality is that whenever (8) holds the following collection of functions
from G to C (indexed by T) is orthonormal; as |T| =} peG d,z, = p, it is an orthonormal basis of G:

1

{xeG)—diay ;o) by, ©)

(0,j,k)eT’
These expressions are also natural through the lens of non-Abelian Fourier analysis. It is mechanical
to check that (9) consists of eigenfunctions of the adjacency matrix A(G; G) if for each p € G we choose
bp,....bp,a, € C% to be eigenvectors of the (Hermitian, as & is symmetric) matrix

1s(p) = Eges[p(0)] € Mg, (©).

So, we will henceforth assume that {b, j}?i | are eigenvectors of I (p) and satisfy (8) for each p € G.

We will prove Theorem 1 by choosing the rest of the datum in (9) uniformly at random. Namely, vectors
{ap,j k}p,j,ver as above can be parameterized by taking U = (Up,j)(p,j)es € I' and letting a, j x = Up, jex
for every (p, j, k) € T. Using this notation, the orthonormal eigenbasis of G in (9) becomes

1
By = {(x €G)—djefUr ;p(x) bp’]}(p,j,k)eT'
We will show that if (1) holds and U €T is distributed according to the Haar probability measure /ir, then
By satisfies the conclusion of Theorem 1 with probability at least 1 —e™".
We will see that the following lemma is an instantiation of Lemma 5.

Lemma 6. Letn > 0 be the universal constant of Lemma 5. For every =2 and f : G — C we have

hy <e Pn, (10)

{UEF: E¢€@U[|[Ex€(;[f(x)lgb(x)lz] —[Ef|] 2,5(% ZAdp)%Ilfllz}
peG

1To be consistent with our normalization convention in (3), for every d € N we will use matrix notation as in (8) when treating
the standard scalar product on cA.
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Prior to proving Lemma 6, we will explain how it implies Theorem 1.

Deduction of Theorem 1 from Lemma 6. It is a classical fact (see e.g. [11, Lemma 2.4]) that there exist
fire.os fsen 0 G — C with || fill2 = ... = I fsenll2 = 1 such that every f : G — C with || fll, = 1 belongs to
the convex hull of {2 f3,...,2 f52n} (better bounds on such polytopal approximation of balls can be found
in [7, 6, 22], but they only affect the constant ¢ in Theorem 1). Since for every fixed U € I' the mapping

(f:G=0C)— [E¢e@u[|[Exec[f(x>l¢(x)|2] -&f |]

is convex (in the variable f), it follows that

sup Epessy | [Exe[F0I0001] [Ef|]<2 _may, Epers, | [Exec [ Fr0lp(0l2] - Ef| |

Ifl2=1
Consequently, if 7 is the universal constant in (10), then

hr|{UET: VF:G—C, Epeg, |[Ereal F0IG0)] ]—[Ef|]<—( de) ||f||z}~]
52n
>1-)Y hAr {Uel“: veedl,...,5°, [E¢€Q3U[|[Ex€G[f[(x)|¢(x)|] [Ef[|] ( Zd) }]
/=1 peG

>1-5""e">1-¢">0.
Hence, there is U € I such that if (1) holds with ¢ = /7/5, then the orthonormal eigenbasis B satisfies
5
Vf:G—-C, [E¢e@U[|[ExeG[f(X)I¢>(X)|2]—[Ef|] S— ( > dp) ||f||2<?€||f||2=€||f||2 O
p(—:G

We will next prove Lemma 6 assuming Lemma 5, after which we will pass (in Section 2.1) to the proof
of Lemma 5, thus completing the proof of Theorem 1.

Deduction of Lemma 6 from Lemma 5. As || f —Efll2 < || fll2 < 1, it suffices to prove (10) under the addi-
tional assumptions Ef = 0 and | f]l» = 1. Observe that for every (p, j, k) € T and U € T we have

1
2 ok prk f
Exeq|F(0|d} ety 100" by jI| = epU; 147 U, jex,
where we introduce the notation
Agj = dyExec [ f(X)p(x)" by b} 1p(x)] € Mg, (C).
For every (p, j) € S,
Tr[A] ) = dpE| FOTe[p(0)* by b}, 10 (0)]| = A (EF)Te[bp ] ;] =0,
where we used the cychaty of the trace and that p(x) is unitary for every x € G. Also,
|42 s =Tel(A7 ) AL ] = 2B e FOO FTE[ 00 by B} 1p0P () by 15, o] |- (LD
Using the cyclicity of the trace once more, for every x, y € G we have
* 2
Tt[p(x)" bp, by :0(X)p(1)" by, by ip(N)] = by, ;0(0)p(1) " bp,j "

In combination with (11), this gives that

|47 /2 = d2Ecpeaxc | (FOOBT p@P0 By j)(F0)BS (00 (1) By, ,-)]

< AE e | LFOR[B 10PN by ] = dpErec || F P ][], ip(0p ()" bpj|2]],
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where the penultimate step uses Cauchy—Schwarz. By Schur orthogonality, for every x € G we have
* * 2 * * * * *
dpEyec [ |bp, 1P ()P (1) by, | ] = ((p(x)" by, )" ()" by, ) (b}, by, ) = (B} 1bp, > =1.

Therefore, | Al HZHS <d, | fl2 < d, for every s € S. The desired estimate (10) now follows from (7) because

Yd=Ydi=n and  Tr|lli<isi= X, 0

seS peG seS peG

2.1. Concentration. Given d € N, let g4 be the standard Riemannian metric on U(d), namely the geo-
desic distance that is induced by taking the Hilbert-Schmidt metric on all of the tangent spaces.

The following theorem is a concatenation of known results that we formulate for ease of later refer-
ence. Its quick justification below uses fundamental properties of logarithmic Soboloev inequalities [14]
on metric probability spaces; good expositions of what we need can be found in the monographs [18, 20].

Theorem 7 (concentration of measure on Pythagorean products of rescaled unitary groups). Let S be a
finite set and {d}ses N. Denotel =U(d) x ... x U(dy,). Suppose that K > 0 and that [ : Q — R satisfies

1
2
VU = (Ug)ses, V = (Vs)ses €T, |f () - f(V)] SK(stQdS(Us,Vs)z) . (12)
seS
In other words, (12) is the requirement that f is K-Lipschitz with respect on the Pythagorean product of
the metric spaces {(U(d;), \/ds9a,)}ses. Then, for every e >0 we have

£2
Ar < exp ( ) (13)

2K2

f>e+ffd/~zr

Proof. By the paragraph after Theorem 15 in [21], for every d € N the logarithmic Sobolev constant of the
metric probability space (U(d), 94, i) is at most 372/ (2d). As the logarithmic Sobolev constant scales
quadratically with rescaling of the metric, it follows that the metric probability space (U(d), Vdga, huw))
has logarithmic Sobolev constant at most 372 /2. By the tensorization property of the logarithmic Sobolev
constant under Pythagorean products (see [18, Corollary 5.7]), if we define

1

2
U=Udses,V=Vses€Q,  pWU, V)= dsga,(Us, V5)*| ,

seS

then the logarithmic Sobolev constant of the metric probability space (T, p,/ir) is at most 372/2. The
desired conclusion (13) follows by the classical Herbst argument [10, 1, 17] (see [18, Theorem 5.3]). [

It is worthwhile to formulate separately the following quick corollary of Theorem 7.

Corollary 8. Continuing with the notation of Theorem 7, suppose that {Ks}ses < (0,00) and that for each
s€ S weare given a function f; : U(ds) — R that is Ks-Lipschitz with respect to the geodesic metric g4, i.e.,
|fs(U) = fs (V)| < Ks94,(U, V) forevery U,V € U(dy). Then, for every € >0 we have

+€} < €X] £2|S|2
DR T S

Proof. Define f:T — R by setting f(U) = Eses| fs(Us)] for U = (Us)ses € T. If U, V €T, then

hr [{U= (Us)ses €T Eses[fs(Uy)] = [Eses[fud)fs dhiyay)

(NI

1 1\ :
ZngS(US) Vi) < _( ) (ZdSQd (Us, Vs) ) )

U)—-f(V)| <Ege s(Us) s VS
@)= fOI<Eses[Is W = DI < 15 2 sl ds ) \&

where the final step is Cauchy-Schwarz. Now apply Theorem 7. U

The following lemma connects the above general discussion to Lemma 5.
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Lemma 9. Suppose that ¢,,...,p4:C — C arel-Lipschitzand A € M, (C). Define f : U(d) — C by setting

d
YUeUW), fU)=)_ ¢rleU"AUe).
k=1

Then, the Lipschitz constant of f with respect to the geodesic distance g, is at most 2|| Allys, i.e.,
YU, VeUd), If(0)-fV)I<2|AlusgW,V).

Proof. Fix U,V € U(d). By the definition of g = g4(U, V), there is a smooth curve (unit-speed geodesic)
¥ : 10, 9] — U(d) that satisfies y(0) = U, y(g) = V, and such that ||y’ (¢)|lus = 1 for every ¢ € [0, g]. Then,

If ) - f(V)I < Z lpre U* AUer) — pr(ef V* AVer)| < Z le;U* AUer — e V* AVey|
k=

d | rg g/ d
Z |f (exy(0™ Ay()ex dt’ f (Z_"| (exy(® Ay(t)ek)’)

It therefore suffices to prove the following point-wise estimate:

d | d
veelo,gl, Y |E(e,’;y(t)*Ay(t)ek)' <20l Als. (14)
k=1

This indeed holds because by Cauchy-Schwarz for every f € [0,g] and k€ {1,...,d},

d
|a(e,’;y(t)*Ay(t)ek) = e,y (1)" Ay(Der+ ey (1) Ay (D)e

1 1 1 1
<(exy' ("Y' (Der)? (exy(0* A" Ay(D)er)? + (exy (D™ AA™y(Dex)? (efy (™Y (Der)?.
By summing this over k € {1,..., d} and using Cauchy-Schwarz, we conclude the proof of (14) as follows.

1

d 1 d d 1
Z | —(efy (0 Ay(t)ek)' (Z eky'(t)*y’(t)ek)z((z epy(n* A" Ay(er) +( Y. e,’;y(t)*AA*y(t)ek)z)
k=1 k=1 k=1

= (Tr[y'(t)*)/(t)])%((Tr[y(t)*A*Ay(t)])% + (Tr[y(t)*AA*Y(t)])%)

1 1 1
= (uly @y ®])° ((Tr[A*A])2 + (Tr[AA*])Z) = 2]l Allgs. 0
We can now prove Lemma 5, thus completing the proof of Theorem 1.

Proof of Lemma 5. For everyd e Nand ke {l,...,d} we have

VAeMgy(C) f lerU* AU e | dfiya) (U) = I Al + TEAP (15)
axn v~ P T i D

One checks (15) by noting that if U is distributed according to the Haar measure on U(d), then Uey, is

distributed according to the normalized surface area measure on {z€ C? : |z1|*+...+|z4|> = 1}, expanding

the squares and substituting the resulting standard spherical integrals that are computed in e.g. [12].
Returning to the setting and notation of Lemma 5, for every s € S and U € U(d;) define

ds
fs) =) |exU" AsUex|.
k=1

By Lemma 9, the assumption of Corollary 8 holds with K = 2|| A |lzs. By Cauchy-Schwarz and (15),

d d i
- Nk ~ * 7% 2 2
f fsdhu@y =) le;U* AsUer| dhyay (U) < ) (f le;U* AsUer|” dhiuay @] <l Aslus.
U(ds) k=1 U(ds) k=1 U(ds)
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Using Cauchy-Schwarz and recalling the definition of a in (6), we therefore have

1 1
1 2 1 2 Z Sds
E d <Eges[llA <—[Xa —Az):L.
s€S L(dx) fs U(dy) SES[” s”HS] S| (gg s) (gg ds I SHHS S| a

Corollary 8 therefore implies the following estimate for every = 2:

_ . Zses ds (,6 B 1)2 :62

hr {U—(Us)seser- Eses[fs(U5)] BT'B(X} sexp(— 372 ;Sds)seXp(—?nzs;ds)-

This coincides with the desired estimate (7) with n = 1/(1272). O

3. PROOF OF THEOREM 3

For the statement of the following proposition, observe that if H is a finite group and G a symmetric
generating subset of H, then & x {—1,1} generates H x (Z/ mZ) for any odd integer m € 1 +2N. Indeed, if
(h,k)e Hx (Z/mZ),thentakeae Nand o4,...,0, € Ssuchthat h=0;---0,. Since m is odd, there exists
b eNsuch that a+2b=k mod m. We then have (h,k) = (01,1)---(04,1) (01, l)b(al‘l, 1P,

Proposition 10 (from quantum ergodicity to existence of delocalized eigenfunctions). Let H be a finite
group and fix a symmetric generating subset S of H. Thereis ¢ = ¢(H,S) € N with the following property.
Let p > 3 be a prime that does not divide ¢. Consider the direct product G = H x (Z/ pZ). Suppose that the
Cayley graph that is induced on G by the generating set S x {—1,1} has an e-quantum ergodic eigenbasis
for some € > 0. Then, for every nonzero eigenvalue A of the Cayley graph that is induced on H by S there
exists an eigenfunctiony : H — C whose eigenvalue is L and 0 < ||l < V2(1 +2|H3e) |y ]l2.

Prior to proving Proposition 10, we will explain how it implies Theorem 3. This deduction uses (a very
small part of) the following theorem from [23]:

Theorem 11. There exists a universal constantx > 0 with the following property. For arbitrarily largene N
there exists a group H with |H| = n and a symmetric generating subset & of H such that the adjacency
matrix A(H; &) has a nonzero eigenvalue A with the property that |y l/lly¥l2 = x+/logn/loglogn for
every nonzero eigenfunctiony of A(H; G) whose eigenvalueis A.

The statement of Theorem 1.2 in [23] coincides with Theorem 11, except that it does not include the
assertion that the eigenvalue is nonzero, but this is stated in the proof of [23, Theorem 1.2].

Deduction of Theorem 3 from Proposition 10. If Theorem 3 does not hold, then by Proposition 10 for any
nonzero eigenvalue A of any finite Cayley graph there is an eigenfunction v of that Cayley graph whose
eigenvalue is A and ¢/ loo < V2||ly[l2. This contradicts Theorem 11. O

Our proof of Proposition 10 uses the following basic lemma about algebraic numbers; the rudimentary
facts from Galois theory and cyclotomic fields that appear in its proof can be found in e.g. [16].

Lemma 12. Let K be a finite degree number field. There exists ¢ = ¢(IK) € N such that if p > 3 is a prime
that does not divide ¢, then cos(2r j/ p)/ cos(2nk/p) ¢ K for all distinct j, k€ {0,1,...,(p—1)/2}.

Proof. Denote Q9 = Q({exp(27i/k)}32 ). Let K' = KN Q% c K. By the primitive element theorem,
there exists a € K’ such that K" = Q(a). Since a € Q9¢, there exists ¢ € N such that a € Q(exp(27i/?)).
Therefore, KNQY° < Q(exp(2ri/¢)). Observe that Q(exp(27i/£))NQ(exp(27i/ p)) = Q for any prime p that
does not divide ¢ (as the field generated by Q(exp(2ni/¢)) and Q(exp(2ri/ p)) is Q(exp(2wi/ (¢ p))), and its
degree is p(¢p) = p(£)p(p), where @(:) is Euler’s totient function, while the degrees of Q(exp(2ri/¢)) and
Q(exp(2mi/ p)) are, respectively, ¢(¢) and ¢(p)). Therefore

KnQ(e? )= [KnQ¥)ng(e? ) c0(e?)no(e? ) =q. (16)

Denoting { = exp(27mi/ p), it follows from (16) that if cos(2nj/p)/pos(2nk/p) =+ NI+ 7R ek
for some distinct j, k€ {0,1,...,(p — 1)/2}, then actually in ({7 +{~/)/ (¥ + (%) € Q. This cannot happen
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for the following reason. Suppose that there are a, b € Z~ {0} for which a({ J+¢0 ) =b(*+¢7%) = 0. Given
r € (Z/ pZ)~ {0}, we can apply the automorphism of Q({) which maps { to {". Since p > 3, we can choose
r so that jr,kr # (p—1)/2 (mod m). We therefore deduce that a((“ +{™*) — b({” + (") = 0 for some
distinct integers 0 < u, v < (p—1)/2. Without loss of generality, u < v. Then a((*"’ +{"~“) - b(({?" +1) = 0.
We have thus found a nonzero polynomial with integer coefficients of degree 2v < m — 1 that vanishes at
{, contradicting the fact that the minimal polynomial of { is P(£) = tP"} +---+ £t +1. g

We can now prove Proposition 10, thus completing the proof of Theorem 3.

Proof of Proposition 10. Denote the distinct nonzero eigenvalues of the adjacency matrix A(H; &) by
A1,...,As €R~{0}, and foreach je{l,...,s}let Aj < CH be the eigenspace of A(H;&) that corresponds to
the eigenvalue 1. Also, let Ag S CH be the kernel of A(H;&). Define

inf —”w”m,..., inf ”w”w}.
veri~o) Iyl verr~o) Tyl

The desired conclusion of Proposition 10 is the same as requiring that M < \/2(1+2|H|3¢). If M < V2,
then there is nothing to prove, so suppose from now on that M > v/2.

Let ¢ be as in Lemma 12 applied to the field K = Q(14,...,A;). Fix a prime p > 3 that does not divide ¢
and let G = H x (Z/pZ) be as in the statement of Proposition 10. For k € Z denote u; = 2cos2nk/p). As
pis odd, ui # 0. Write y(x) = exp(2mikx/ p) for x € Z/ pZ and let Ej be the span of yj and y_; in CZ/PZ,
Then, dim(Ep) =1 and dim(E) =2 for k € {1,...,(p —1)/2}, and E} is the eigenspace of A(Z/pZ;{-1,1})
whose eigenvalue is . As p is odd, the eigenspace decomposition of A(Z/pZ;{-1,1}) is

M:max{

p-1
2
CZ/pZ — @Ek-
k=0

The nonzero eigenvalues of A(G,& x {—1,1}) are {Ajur: (j, k) €{l,...,s} x{0,...,(p —1)/2}}; we claim
that these numbers are distinct, so that the eigenspace decomposition of A(G, S x {—1,1}) is

p-1
s 7
cO=cac??? = (Mo | D (DDA, o Ei)
j=1k=0
Indeed, if j, j' € {1,...,s}and k, k'€ {1,...,(p—1)/2} are such that A jur = A jpp, then pr/pp = Ay /A €K,
so k = k' by Lemma 12 and therefore also j = j'.

Fix j € {1,..., s} at which M is attained, namely ||yl = M||ly||> for every w € Aj. Let ¢ : G — C be an
eigenfunction of A(G, S x {-1,1}) whose eigenvalue is A ju for some k € {0,...,(p—1)/2}. So, p€ Aj® E.
and therefore there exist y,,y_ € Aj with [y |5+ [w_[5 = [¢ll5 such that p = . ® yx + - ® y_. There
isy e {y.,w_} with [[y)3 = |¢l3/2. Fix hy € H for which [y (hg)| = |¥ . Then,

2mikx ]

lyi(hgpe ? +w_(hpe "»

Exez/pz [1p(hp, )] = Exez)pz

M2
= |y (he) I+ lw—(hg)I* = lw(hg)l* = |ylZ, = M?|lyl5 = 7||¢||§.

If B < CC is an orthonormal eigenbasis of A(G, S x {—1,1}), then let B’ € B be the elements of B whose
eigenvalue is Ay for some k € {0,...,(p —1)/2}. Thus, |B'| = dim(A ;) p = p. By the pigeonhole principle
there are B"” < B' and h € H such that |B"| > |B'|/|H| = p/|H| and hy = h for every ¢ € B". Consequently,

1
Epess | [Exec [ 121z (DIOWP] - Elyyzpz| | = STHE 2 [Evezipz (19029, 0F] -1
p B (17)
1
>—— E (hg, 0] - 1| =
DIHP d);B” xez/pz[1P(hg, 0)|7] ' DIHE

e (-
2 THB\ 2 :

If B is e-quantum ergodic, then the first termin (17) is at most ¢, and therefore M < 1/2(1+|H[3¢). O
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