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We study the continuous multireference alignment model of estimating
a periodic function on the circle from noisy and circularly-rotated observa-
tions. Motivated by analogous high-dimensional problems that arise in cryo-
electron microscopy, we establish minimax rates for estimating generic sig-
nals that are explicit in the dimension K. In a high-noise regime with noise
variance o2 > K, for signals with Fourier coefficients of roughly uniform
magnitude, the rate scales as o and has no further dependence on the di-
mension. This rate is achieved by a bispectrum inversion procedure, and our
analyses provide new stability bounds for bispectrum inversion that may be
of independent interest. In a low-noise regime where o2 < K/log K, the rate
scales instead as Ko2, and we establish this rate by a sharp analysis of the
maximum likelihood estimator that marginalizes over latent rotations. A com-
plementary lower bound that interpolates between these two regimes is ob-
tained using Assouad’s hypercube lemma. We extend these analyses also to
signals whose Fourier coefficients have a slow power law decay.

1. Introduction. Multireference alignment (MRA) refers to the problem of estimating
an unknown signal from noisy samples that are subject to latent rotational transformations [4,
28]. This problem has seen renewed interest in recent years, as a simplified model for molec-
ular reconstruction in cryo-electron microscopy (cryo-EM) and related methods of molecular
imaging [7, 38]. It arises also in various other applications in structural biology and image
registration [13, 16, 30]. Recent literature has established rates of estimation for MRA in
fixed dimensions [1, 6, 20, 25], describing a rich picture of how these rates may depend on
the signal-to-noise ratio and properties of the underlying signal. However, many applications
of MRA involve high-dimensional signals, and there is currently limited understanding of
optimal rates of estimation in high-dimensional settings.

In the continuous MRA model—the focus of this work—the signal is a smooth periodic
function f on the circular domain [—, 7). We observe independent samples of f in additive
white noise, where each sample has a uniformly random latent rotation of its domain [6, 18].
The true function f is identifiable only up to rotation, and we will study its estimation under
the rotation-invariant squared-error loss

s
(1) L(f, f)= min / (f(t)—f(t—ozmod2n))2dt.
a€l—m,m)J—7
In the closely related discrete MRA model, the signal is instead a vector x € RX, observed
in additive Gaussian noise with cyclic permutations of its coordinates [4, 25]. The contin-
uous and discrete models are similar, in that both rotational actions are diagonalized in the
(continuous or discrete, resp.) Fourier basis, and these diagonal actions have similar forms.
A recent line of work has studied rates of estimation for MRA in “low dimensions,” treat-
ing as constant the dimension K for discrete MRA, or the maximum Fourier frequency K
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for continuous MRA. Many such results have specifically focused on a regime of high noise:
In this regime, [25] showed that the squared-error risk for estimating “generic” signals scales
with the noise standard deviation as o®. Bandeira et al. [6] showed that this scaling for esti-
mating a “nongeneric” signal depends on its pattern of zero and nonzero Fourier coefficients,
and derived rate-optimal upper and lower bounds over minimax classes of such signals. Rates
of estimation for MRA with nonuniform rotations were studied in [1], with a dihedral group
of both rotations and reflections in [9], with sparse signals in [20], and with down-sampled
observations in a superresolution context in [10].

It is empirically observed, for example, in [18], Section 5, that electric potential func-
tions of protein molecules in cryo-EM applications may require basis representations with
dimensions in the thousands to capture secondary structure, and even higher dimensions to
achieve near-atomic resolution. Motivated by this observation, in this paper, we extend the
above line of work to study the continuous MRA model in potentially high dimensions, in
both high-noise and low-noise regimes. Our main results are described informally as follows:
Let

0" = (91*,1v9ik,27 95‘,1,9{2, 9;,1,9;2’ -
be the coefficients of f in the real Fourier basis over [—m, ), that is,
f)= i L0,:‘ | coskt + L0,;“2 sinkt,
~ T T
and let
2) (i cos gx, riesingp) = (07 1. 05 »)

be the representation of the kth Fourier frequency in terms of the magnitude r; and phase ¢y.
Fixing a decay parameter § € [0, %), we consider a class of signals f represented by

Op=|f:rm=kPfork=1,...,K,p,=0forall k> K +1},

where we bandlimit f to its first K Fourier frequencies. Our results distinguish two separate
signal-to-noise regimes for estimating f, based on the size of the entrywise noise variance
o2 in the Fourier basis. We establish sharp minimax rates of estimation in both regimes, for
sufficiently large sample size N, that are explicit in their dependence on the dimension K.

THEOREM (Informal). Let 8 € [0, %).

(a) (High noise) If 6> > K'=2P and N > K%o®log K, then

. K4ﬂo.6
inf sup E[L(f, /)] =<
f fe0g N

(b) (Low noise) If 6> < K'728 /log K and N > K'*?P521og K, then

. ” Ko?
inf sup E[L(f, /)] =< —.
I fe6g N

We refer to Theorems 2.1 and 2.2 for precise statements of these results. Our signal class
with power law decay B < 1/2 is representative of a setting where the average power per
Fourier frequency, ||0*||?/K =< K 2, is of comparable magnitude to the power r,f at a typical
frequency k € {1, ..., K}. Our analyses of the estimators that achieve these minimax rates
apply more generally to signals of this form (cf. Theorems 4.1 and 5.2).
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For large N, this result implies that there is a sharp transition in the minimax estima-
tion rate near the noise level o2 < K'72# < ||6*||?, which separates the two signal-to-noise
regimes of the problem. Such a transition may be anticipated by the results of [3], where
o2 > ||#*||? is the condition required to carry out the high-noise Taylor expansion of the chi-
squared divergence and of [29], which provided a sharp analysis of the sample complexity
in the low-noise regime for an analogous discrete MRA model (see below). As o2 varies in
the small parameter window from K'=2#/log K to K'~2# between these “low-noise” and
“high-noise” regimes, our result confirms that there must be a rapid increase in the minimax
risk, from roughly the order K>~ /N to K>~2#/N.

In the high-noise regime where o2 e 6% |12, we show that the minimax rate is achieved
by a variant of a third-order method-of-moments (MoM) procedure. The scaling with ¢
matches previous results of [25], and a notable new feature of the rate is its scaling with
the dimension K, for example, when B8 = 0, the rate has no explicit dependence on K. In
the MRA model, for functions having the Fourier coefficients (2), second-order moments
correspond to the power spectrum

[rfik=1,...,K}
and third-order moments to the Fourier bispectrum
{k+1 —pr— ek, lefl,...,K}andk+1 < K}.

Method-of-moments in this context is also known as bispectrum inversion [8, 30], which
aims to estimate the Fourier phases {¢;} from an estimate of the bispectrum. Results of [8,
25] imply that for signals where r; # O for every k =1, ..., K, these phases are uniquely
determined by the bispectrum. Our analyses quantify the conditioning of the linear system
relating the bispectrum to the Fourier phases, which gives rise to the quantitative dependence
of the estimation rate on K. To resolve phase ambiguities before solving this linear system,
we prove also an important £, stability property of bispectrum inversion (cf. Lemma 4.9),
which is of independent interest.

Our definition of the low-noise regime o> < K'=2f/log K =< [|6*|>/1log K and minimax
rate in this regime are related to the work of [29], which studied instead the discrete MRA
model in the asymptotic limit K — oo and (6%log K)/K — 1/a € (0, 00), for a Bayesian
setting where 6* has a standard Gaussian prior. This work showed a transition in the Bayes
risk and associated sample complexity at the sharp threshold oo = 2. The analysis in [29]
relied on the discreteness of the rotational model, analyzing a template matching procedure
that exactly recovers the latent rotation for each sample. For continuous MRA, this estimation
of each rotation is possible only up to a per-sample error that is independent of the sample
size N, and averaging the correspondingly rotated samples would yield an estimation bias that
does not vanish with N. Our analysis shows that direct application of third-order method-of-
moments also does not yield the optimal estimation rate across the entire low-noise regime.
We instead analyze the maximum-likelihood estimator (MLE) that marginalizes over latent
rotations, to obtain the minimax upper bound in this regime.

1.1. Further related literature. A body of work on MRA and related models focuses on
the synchronization approach, which seeks to first estimate the latent rotation of each sample
based on the relative rotational alignments between pairs of samples [35]. In the context of
cryo-EM, this is known also as the “common lines” method [36, 37]. Algorithms developed
and studied for estimating these pairwise alignments include spectral procedures [24, 35, 37],
semidefinite relaxations [4, 5, 35, 37] and iterative power method or approximate message
passing approaches [11, 26].

In high-noise regimes, synchronization-based estimation may fail to recover the latent ro-
tations, or may lead to a biased and inconsistent estimate of the underlying signal. A separate
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line of work has studied alternative method-of-moments or maximum likelihood procedures
for the MRA problem, which marginalize over the latent rotations [1, 6, 9, 12, 20, 25]. These
papers relate the rate of estimation in high noise to the order of moments needed to identify
the true signal, which may differ depending on the sparsity pattern of its Fourier coefficients
and the distribution of the latent random rotations.

Related analyses have been performed for three-dimensional rotational actions, as aris-
ing in Procrustes alignment problems [27] and cryo-EM [33]. For cryo-EM, these methods
encompass invariant-features approaches [21] and expectation-maximization algorithms [31,
32, 34]. The works [2, 3] studied method-of-moments estimators in problems with general
rotational groups, where [3] related the rates of estimation and numbers of moments needed
to identify the true signal to the structure of the invariant polynomial algebra of the group
action. In these general settings, [14, 18, 19, 22] studied also properties of the log-likelihood
function, its optimization landscape and the Fisher information matrix, relating the structure
of the invariant algebra to asymptotic rates of estimation for the MLE.

1.2. Outline. Section 2 provides a formal statement of the continuous MRA model and
of our main results. Section 3 provides some preliminaries that relate the loss function to the
Fourier magnitudes and phases. Section 4 proposes and analyzes a third-order method-of-
moments estimator, which determines the phases by inverting the Fourier bispectrum. This
estimator attains the minimax upper bound for squared-error risk in the high-noise regime.
Section 5 analyzes the maximum likelihood estimator that attains the minimax upper bound
for squared-error risk in the low-noise regime. Section 6 gives a minimax lower bound using
Assouad’s lemma, which matches the upper bounds of Sections 4 and 5 while also interpo-
lating between these two signal-to-noise regimes.

1.3. Notation. For a complex number z = re'? € C, 7 = re™% is its complex conjugate.
Argz =0 is its principal argument in the range [—m, 7). (1, v) = Y ; uxvx is the £ inner-
product for real or complex vectors, and |lu| = +/{u, u) is the €2 norm. Ix € REXK is the
identity matrix in dimension K. N¢ (0, o?) is the complex mean-zero Gaussian distribution,
with independent real and imaginary parts having real Gaussian distribution N (0, %2). We
write a A b = min(a, b). For a function F : R¥ — R, we denote its gradient and Hessian by
VF € R¥ and V2F € R***_ For two distributions P and Q, Dkp(P||Q) = flog(g)dp is
their Kullback-Leibler (KL) divergence.

2. Model and main results. Let S! = [—x, ) be identified with the unit circle, with
addition modulo 2. Let f : S' — R be a smooth periodic function on S!. We represent
rotations of the circle by angles o € A = [—, ), and denote the function f with domain
rotated by « as

fa(t) = f(t —a mod 27).
We study estimation of f from N i.i.d. samples of the form
fo®)dt + o dW (1), o~ Unif([—7, n)).

In each sample, o represents a different latent and uniformly random rotation of the domain
of f, and the entire rotated function f, is observed with additive continuous white noise
o dW (¢) on the circle. An equivalent Gaussian sequence formulation of the model is dis-
cussed below. We assume that o > 0 is a fixed and known noise level. As f is identifiable
only up to rotation, we consider the rotation-invariant loss (1).

Note that we may alternatively study a model where each rotated function f,(¢) is ob-
served with Gaussian noise only at a discrete set of points r € S' that are fixed or randomly
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sampled [6, 10]. We study the above continuous observation model so as to abstract away
aspects of the problem that are related to this discrete sampling.

The mean value of f over the circle is invariant to rotations, and is easily estimated by
averaging across samples. Thus, let us assume for simplicity and without loss of generality
that f has known mean 0. Passing to the Fourier domain, we assume that f is bandlimited to
K Fourier frequencies, that is, f admits the Fourier sequence representation

K 1 1
f@® =I;9k,1fk,1(l) + 02 fk2(),  fi1(t) = ﬁCOSkh fr2) = N sinkt,

where {fr 1, fk2 k=1, ..., K} are orthonormal Fourier basis functions over [—7, 7)), and
0=011,012,....0k1,0k2) e R*

are the Fourier coefficients of f. We assume implicitly throughout the paper that K > 2, and
we are interested in applications with potentially large values of this bandlimit K.

Importantly, due to the choice of Fourier basis, the 2K -dimensional space of such ban-
dlimited functions is closed under rotations of the circle. The rotation f + f, induces a map
from the Fourier coefficients of f to those of f,, which we denote as 8 — g(«) - 6 for an
orthogonal matrix g () € R?X*2K Explicitly, this map 6 > g(«) - 6 is given separately for
each Fourier frequency k=1, ..., K by

Ok .1 coska —sinka\ (61
3) <0k,2> i <sin ka  coska > <9k,2> ’
and g(«) is the block-diagonal matrix with these 2 x 2 blocks. Equivalently, writing

(Ok,1,6k,2) = (ri cos @y, ri sin ),

where r; > 0 is the magnitude and ¢ € A is the phase (identified modulo 27), this map is
given foreachk=1,..., K by

“) (ks ¢k) = (rk, ¢k + k).

The samples f, (¢) df + o dW (¢) represented in this Fourier sequence space take the form
5) y(m)=g(a(’"))-9+ae(’") eR** form=1,...,N,
where oD, ... o™ i Unif([—7n, 7)), eV, ..., &M i N(0, k), and these are inde-

pendent. Writing 6 € R2K for the Fourier coefficients of the estimated function f (which
should likewise be bandlimited to K Fourier frequencies), the loss (1) is equivalent to

(6) L@H,6) =min|d — g(a) - 6|*.
acA

In the remainder of this paper, we will consider the problem in this sequence form.

We reserve the notation 6* for the Fourier coefficients of the true unknown function. Fix-
ing constants 8 € [0, %) and ¢, ¢ > 0, we consider a parameter space of “generic” Fourier
coefficient vectors with power law decay rate 8, given by

(7) Op=1{0* eR* : ck™P <r(6*) <k P forallk=1,..., K}.

Here, “generic” refers to the quantitative lower bound for each value r¢(6*) that matches the
assumed upper bound up to a constant factor. This condition may be viewed as an analogue of
the genericity condition in [25] that all Fourier magnitudes are bounded above and below by
a constant, in our high-dimensional setting of interest with potentially large K and decaying
Fourier magnitudes.

Our main results are the following two theorems, which characterize the minimax rates of
estimation over ®g in high-noise and low-noise regimes.
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THEOREM 2.1 (Minimax risk in high noise). Fix any g € [0, %) and any constant co > 0.

If 62 > ¢oK'7%, then for a constant Co > 0 depending only on B, ¢, ¢, co and for any
N > CoK®c%logK,

. K4ﬂ 6
inf sup Eg«[L(0,60%)] < o
§ 6%cOs N

THEOREM 2.2 (Minimax risk in low noise). Fix any B € [0, ;) There exist constants

Co, C1 > 0 depending only on B, c, ¢ such that if % < = iogK and N > CoK't?Po?log K,

then
R Ko?
inf sup Eg«[L(0,0%)] < iy
0 0*eOp N
In both statements, Eg+ is the expectation over N samples yV, ...,y from the model

(5) with true parameter 6*. The infimum infy is over all estimators 6 based on these samples,
and =< denotes upper and lower bounds up to constant multiplicative factors that depend only
on g3, ¢, C, Cp.

3. Preliminaries.

3.1. Bounds for the loss. For ¢, ¢’ € A= [—m, ), we define the circular distance
8 —¢'| , =mi —¢' +27j|.
(8) (¢ = ¢'| 4 =min|¢ — ¢"+ 27|

It is direct to check that (¢, ¢') — | — ¢’| 4 is a metric on A, satisfying the triangle inequality
and the upper bound

©)) ¢ — ¢'| , < min(r, D).

We may express and bound the loss (6) in terms of the Fourier magnitudes and phases.

PROPOSITION 3.1. Let 6 = (ricos ¢y, rsingp)X_ and 0’ = (r] cos ¢}, r) sing)X_,.
Then

K K
(10) L(0,0)= Z(rk — ”12)2 + in£Z2rkr,/([l — cos(pr — ¢y + ka)].
k=1 SR =1
Consequently, for universal constants C, ¢ > 0,
s 2 s 2
];(rk—rllc) +C32£I;rkrl,<|¢k_¢llc+ka|,4

K
Z rk —rg) 2. ¢ 1nf Zrkrk|¢k b +ka|i\.
k=1 k 1

PROOF. For any o € R, we have

K

6" —g(a) -6 H2 = X:[(r,'< cos ¢y — ry cos(Px + koz))2 + (ry, singy, — ry sin( + kot))z]
k=1

K
Z rk —rg) 24 2rirp[1 — cos(¢x — ¢y + kat)].
k=1
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Taking the infimum over « gives (10). The consequent inequalities follow from the bounds
cltlf4 <1-—cos(t) < Cltlf4 for universal constants C, ¢ > 0, applied with t = ¢y — qb,/C + ko
foreach k. [

3.2. Complex representation. It will be notationally and conceptually convenient to pass
between 6 € R*X and a complex representation by 6 € CX. We use throughout

(11) Argz € [—m, )
for the principal complex argument of z € C. Recalling the kth Fourier coefficient pair
(Ok,1, Ok,2) = (rk cos ¢, ry sin gy ), we set
(12) O = Oh.1 + 10k 2 =rie'% e C.
For 6,0’ € R*X  note then that

K K G A

~= (0,0 + (0,0
(13) Wﬁngy%wh+ﬂm%l=§}¢@%=i—lzi—l,
k=1 k=1
where the left-hand side is the real inner product, and the right-hand side is the complex inner
product (u, v) = > urvk.
Similarly, we may represent the sample y™ € R?X from (5) by ™ € CX where

=y iy eC.

Then, recalling the form of the rotational action (4), we have

(14) FM = el Gke™) | g g
where é,({m) = 8,(:"1) +1i e,gmz) ~ Nc(0,2) is complex Gaussian noise, independent across both
frequencies k =1, ..., K and samplesm =1,..., N.

4. Method-of-moments estimator. In this section, we analyze an estimator based on
a third-order method-of-moments idea. We prove a general risk bound that depends on the
smallest nonzero Fourier magnitude r = ming r¢(6*) of the true signal, valid for any noise
level 0% > 0, and we show in particular that this achieves the minimax upper bound of The-
orem 2.1 for signals 6* € ©p in the high-noise regime.

Throughout this section, let us denote the Fourier magnitudes and phases of the true pa-
rameter as 6* = (ry cos ¢y, r sin ¢y) ,{{: | and write [E for [Eg+. Observe from (14) that for every
k=1,...,K,

~(m)|2
E[|5" ] =rf +20°.
Then N~! Zgzl |)7,£m) | — 202 provides an unbiased estimate of rk2. Furthermore, denote
(15) IT={(k,0):k,le{l,...,K}andk +1<K}.

Applying that {§"™ :k =1,..., K} are independent with mean 0, and also E[(Z")?] = 0
(cf. Proposition A.1 of Appendix A in the Supplementary Material [17]), for any (k,[) € Z
including the case k = we have
E[ylgrg ) ylgm) ) yl(m)] _ E[rk+lei(¢k+z+(k+l)a(m)) . rkei(—¢k—koe(m)) . rlei(—aﬁ/—la(’”))]
— rk+lrkrl€i(¢k+l_¢k_¢1)-
Thus, the complex argument of N~' Y°N_, )7,5'2 550 provides an estimate of the
Fourier bispectrum component ¢r4; — ¢x — ¢; modulo 27, from which we may hope to

recover the individual phases ¢.
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This motivates the following class of method-of-moments procedures:

1. Foreachk =1,..., K, estimate ry by

12
(16) fk=< Zl(m)| ) :

m=1

2. For each (k,[) € Z, compute

a17) Bri=~ R T
m=1
and choose a version of its complex argument <i>k,1 in R such that Cka,l — Arg lékyl = 0 mod
2.
3. Estimate ¢ = (¢r : k=1, ..., K) by the least-squares estimator

(18) ¢ =argmin Y (p; — (Pt — b — )’

$eRX (k. ez

Then estimate 6 by 6 = (74 cos <13k, i sin (;Abk)le.

Here, (18) is defined using the squared difference over R rather than over the perlodlc
domain .A. Hence, the final estimate 0 depends on the specific choice of argument d>k 7 in
Step 2, which we have left ambiguous above. We proceed by first studying in Section 4.1
an “oracle” version of this estimator, where ﬁ)k,l is chosen in Step 2 using knowledge of
the true phases ¢1, ..., ¢k as the unique version of the argument of f?k,[ for which dADkJ —
(dr+1 — ¢ — ¢1) € [—m, ). This choice satisfies an exact distributional symmetry in sign.
We leverage this symmetry to provide a risk bound for this oracle procedure.

To develop an actual estimator based on this oracle idea, we propose in Section 4.2 a
method of mimicking this oracle using a pilot estimate of ¢, ..., ¢ that is obtained by
first minimizing an £.-type optimization objective. We prove an £;-stability bound for bis-
pectrum inversion, which implies that the resulting choice of Cka,l coincides with the oracle

choice with high probability as long as N = ‘;—2 log K . Consequently, this estimator attains the

same estimation rate without oracle knowledge. We summarize these results as the following
theorem.

THEOREM 4.1. Let § € {§°%¢_ 4Pt} pe the above method-of-moments estimator, where
@y 1 is chosen either using the oracle of Section 4.1 or the optimization procedure of Sec-
tion4.2. Suppose ry > r > 0foreachk =1, ..., K. There exist universal constants C, Co > 0

such that if N > Co(j—§ log K + ‘:—;(log K)3/2), then

2 4 *(12 2 6
A o o Clo*|l- /Ko o
19 E[L(6, 0% <CK(— ) ( )
(19) [L( )= N +N[2 + K Nr? +N[6

We remark that for signals where [|0*||>/K < r?, as is the case for our signal class ® g of
interest, this risk bound reduces to
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4.1. The oracle procedure. Let us identify each entry of the true Fourier phase vector as
areal value ¢y € [—m, ), and set

(20) Dp =Pk — G — P €R.

We emphasize that this arithmetic is carried out in R, not modulo 27r. We consider an oracle
version of the above method-of-moments procedure, where <I>°r"lele €[y —m, Opy+m)is

chosen in Step 2 as the unique version of the complex argument of ék,l that belongs to this
range. Recalling the complex representation of 6 in (12) and defining

2D Byt = 01 - Ok - O = riqarr @en =99 e C,
note that this means, for the principal argument specified in (11),
(22) Ol — oy = Arg(Bri/Br) € [-m, 7).

We will write doracle — goracle ) if we wish to make explicit the dependence of this defini-
tion on the phase vector ¢ of the true signal. We denote by $°™!¢ the resulting least-squares
estimate of ¢ in (18), and by #°l¢ the corresponding estimate of 6.

In the remainder of this subsection, we describe an argument showing that Theorem 4.1
holds for oracle deferring detailed proofs to Appendix A in the Supplementary Material [17].
We divide the argument into the analysis of Step 1 of the MoM procedure for estimating the
Fourier magnitudes {rk}f: 1» Step 2 for estimating the bispectrum components {®y ;} k. 1ez
and Step 3 for recovering the phases {d)k},f:l from the bispectrum.

Estimating ry. Standard Gaussian and chi-squared tail bounds show the following guaran-
tee for estimating the Fourier magnitudes ry via 7y, defined in (16).

LEMMA 4.2. Foreachk=1, ..., K and a universal constant ¢ > 0,
2 4
(23) Pl > re(1+5)] < 2exp( cNs (r_2 A r—’;)) forall s >0,
o o
2 4
(24) P[f <re(1—s)] < 2exp< cNs ( A —k>) forall s €10, 1).
o?

Integrating these tail bounds yields the following immediate corollary.

COROLLARY 4.3. Foreachk=1, ..., K and a universal constant C > 0,
5 2 e
el =e(%+ 7).
[(Fk — 1)~ ] <N N2

Estimating ® ;. Applying a concentration inequality for cubic polynomials in indepen-
dent Gaussian random variables, derived from [23], we obtain the following tail bounds for
estimating By ; by ék’l in Step 2, and for estimating the bispectrum component ®; ; by the
oracle estimator @2?“9

LEMMA 4.4. Consider any (k,l) € I and suppose ry+j, rx,r; > r. Then for universal
constants C,c > 0 and any s > 0,

~ stgz NS2[6 (NS)2/3[2
(25) P[|Bk,1/Bk — 1| > s] < Cexp( —c 5— A N )
o

Furthermore, for universal constants C,c > 0 and any s € (0, 7/2),
NSZZ'Z NS2[6 (NS)2/3Z’2
o2 a o6 a o? '

o o2

(26) PH&)Z?CIC — @yl =s] < Cexp(—c<
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COROLLARY 4.5. Consider any (k,l) € L and suppose riy, ri, ry > r. Then for a uni-
versal constant C > 0,

E[(®le — @y 1)2] < c("_z 4 "_6)
, ’ — er NI6

A key property of the oracle estimator é)zr?de is an exact distributional symmetry in sign,

(27) C’I‘)z’r?cle q)k l L q)oracle + ch .

This implies that E[®"® — & ;] = 0, and hence E[(®{39¢ — by ;)(DU — by )] =0
when these bispectral components do not have any overlapping index, as stated in part (a) of
the following lemma.

For ®;; and ®, , that have an overlapping index, the corresponding estimates &sz}“le

and égf;ﬂe are not independent. Our proof of Theorem 4.1 requires a sharper bound
on the expected product of their errors than what is naively obtained from the preced-
ing Corollary 4.5 and Cauchy-Schwarz. Indeed, applying the representation (22) and a
first-order Taylor approximation Argz = ImLnz ~ Im(z — 1) around z = 1, we obtain
IE[(CI)(’TE‘Cle Dy, 1)(CI>°“‘C]e O, )]~ E[Im(Bk,l/Bk,l -1 Im(Bx,y/Bx,y 1)], and it is eas-
ily checked that this latter expectation is of size 0 (c? /N r?), exhibiting a cancellation of
the O(c%/Nr®) error. However, a naive bound for the error of this Taylor approximation
remains of size O(c®/Nr®). Part (b) of the following lemma establishes a sharp bound for
E[(égﬁ‘de — d>k,1)(<i>§f*;°16 — @, )] by carrying out the Taylor expansion to a higher order
J =< Nr®/o% with a remainder that is exponentially small in N7°/o%, and exhibiting a similar
cancellation in expectation for all terms of the Taylor expansion up to this order J.

LEMMA 4.6. Let (k,l), (x,y) € L and suppose ri, 1, iy, x, Ty, 'xyy = I. For some
universal constants C,c > 0,

(a) If{k,l, k + 1} is disjoint from {x, y, x + y}, then
E[(DF° — D) (D5 — @1 )] = 0.
) If{k,l,k+1}N{x,y, x + y} has cardinality 1, then
i i
(28) [E[(D — Py 1) (DA — @, y)]| < C(W +e " 2 )
(c) Forany (k,1), (x,y) e,

A 1 2 oracl 0’2 0’6
BI(GF3 — 00) (@235~ 0,)] <€ (5 + 75 ).

Estimating ¢r. We now translate the preceding bounds for estimating the Fourier bispec-
trum {®y ;} to estimating the phases {¢r} using the least squares procedure (18).

Define the matrix M € RZ*X with rows indexed by the bispectrum index set Z from (15),
such that the linear system (20) may be expressed as & = M¢. That is, row (k,/) of M is
given by ex4; — ex — e; where ¢ € RX is the kth standard basis vector. Then (18) is given
explicitly by

(29) p=M",

where M7 is the Moore—Penrose pseudo-inverse.
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Recall that a rotation of the circular domain of f induces the map (4), which does not
change the bispectral components &y ;. This is reflected by the property that (1,2, 3, ..., K)
belongs to the kernel of M. The following lemma shows that this is the unique vector in the
kernel. Furthermore, M is well conditioned on the subspace orthogonal to this kernel, with
all remaining K — 1 singular values on the same order of v/K .

LEMMA 4.7. M has rank exactly K — 1, and the kernel of M is the span of
(1,2,3,...,K) e RK. All K — 1 nonzero eigenvalues of M"M € RK*K qare integers in
the interval [K +1,2K + 1].

This yields the following corollary for estimation of the Fourier phases {¢x}, up to a global
rotation that is represented by an additive shift in the direction of (1, 2, 3, ..., K).

COROLLARY 4.8. Suppose ry >r for each k =1, ..., K. Then for universal constants
C,c>0,

K 2 2 6 -6 2/3,2
. 2| foracle 2 Cle™I” (Ko o _c(%/\NUZ_r )

(30) E[égﬂggrkwk ¢k+ka|A:| =% (er Nz6+Ke )

PROOF. By adding a multiple of (1, 2,3, ..., K) to ¢ and absorbing this shift into o, we
may assume without loss of generality that ¢ is orthogonal to (1,2, 3, ..., K). Under this
assumption, we will then upper bound the left-hand side by choosing & = 0. Since ® = M ¢,
this implies MT® = MTM¢ = ¢, the last equality holding because Lemma 4.7 implies that
MM is the projection orthogonal to (1,2,3,...,K). Set D = diag(r,f),';(:1 € RX*K Then
applying TrAB <Tr B - || Allop for positive semidefinite A, B, where || - ||op is the £, — £
operator norm,

K
E[Z ’,kZMA)I(()racle _ ¢k{?4i| < E[(d;oracle _ ¢)TD($oracle _ (b)]

k=1
— E[(&Doracle N @)TM%TDMT(&oracle _ CI))]
— TrMTTDM%E[(&)oracle i CD) (&)oracle . (D)T]

< Tr(MTTDM%) . H]E[(Ci)orade _ cI)) (ci)oracle _ Q))T] Hop

<TrD- ”MTM'T”op ’ ”E[((D()rade - CD)(q)()raCIe - qD)T]Hop‘
Here, TrD = Y &_, r2 = 10|, and Lemma 4.7 implies [|M M7 ||op = [[(MTM)T|lop <
1/(K + 1).

We have [|Allop < [|Allc for positive semidefinite A, where ||A[loo is the oo — €oo Op-
erator norm given by the maximum absolute row sum. For a universal constant C > 0 and
each (k,l) € Z, there are at most C pairs (x,y) € Z for which {k, [,k + 1} N{x,y,x + y}
has cardinality 2 or 3, and at most CK pairs (x, y) € Z for which {k, [,k + 1} N{x, y,x + y}
has cardinality 1. Applying Lemma 4.6(b) for those pairs for which this cardinality is 1,
Lemma 4.6(c) for those pairs for which this cardinality is 2 or 3, and Lemma 4.6(a) for all
remaining pairs, we obtain for different universal constants C, ¢ > 0 that

Ko? o® (Nré W))

[[(& — @) (e — @) ]|, = (35 + g+ Ke

Combining the above concludes the proof. [J
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Let us remark that using Lemma 4.6(b) in place of Lemma 4.6(c) for the pairs where
{k,l,k+1}and {x, y, x + y} overlap in one index is important for removing a factor of K in
the o© /(N [6) component of the error, which will be the leading contribution to the overall
estimation error in the high-noise regime.

Theorem 4.1 for §°™!¢ now follows from the loss upper bound in Proposition 3.1 in terms
of the separate estimation errors for magnitude and phase, together with Corollaries 4.3 and
4.8.

4.2. Mimicking the oracle. We now consider the method-of-moments procedure where
the choice of @ ; in Step 2 is determined instead by the following method: Compute a “pilot”
estimate of ¢ as any minimizer of the £,-type objective

(31) ¢ = argmin max |Arg Bi; — (k1 — x — ¢1)] 4
peAk (kDET

where a minimizer exists because A is compact under | - | 4. Identify each entry b €[, 1)
of this estimate as a real value, and set &4 ; = ¢4 — ¢x — ¢ where arithmetic is again carried

out in R, not modulo 27r. Then choose @Zf’; € [d~>k,l — 7, CBkJ + ) as the unique version of
the complex argument of I§k, ; belonging to this range. Let (13°Pt be the resulting least-squares
estimate of ¢ in (18), and let 6Pt be the corresponding estimate of 6.

We prove Theorem 4.1 for Gort by showing that, with high probability, Port = oracle ()
for some phase vector ¢’ that is equivalent to ¢. By “equivalent,” we mean that ¢ and ¢’
represent the same Fourier phases up to rotation of the circular domain, that is, there exists
o € R for which

(32) | — dx +ka| , =0 foreachk=1,..., K.

Then using ®°P' achieves the same loss as using ®°!¢(¢). The main additional ingredient
in the proof is a deterministic £,-stability bound for recovery of the Fourier phases from the
bispectrum, stated in the following result.

LEMMA 4.9. Fix any § € (0,7/3) and ¢, ¢’ € RX. Denote @y = ¢pv1 — ¢ — ¢ and
Oy =P — o — - If
|p s — Pyl <8 forall (k1) €L,
then there exists some o € R such that

|¢k—¢;/(—ka]A§8 forallk=1,...,K.

This guarantees that, if ¢ yields a bispectrum ® which is elementwise close to the true
bispectrum & in the circular distance modulo 27, then ¢ must also be elementwise close
to ¢ up to a rotation of the circular domain. In other words, this is an €, — £~ operator-
norm bound for the matrix M ' from (29), where the £+, norms are defined using the circular
distance per coordinate and modulo the equivalence relation (32).

The above guarantee is sufficient to show that if each quantity Arg l}k,l estimates the true
bispectral component ®; ; up to a small constant error in the circular distance | - | 4, then its
version dAsz); that is chosen using ¢ must coincide exactly with the oracle choice &Dgff‘de (@),
based on a phase vector ¢’ that is equivalent to the true phase vector ¢.

COROLLARY 4.10. Let ék,l be as defined in (17), and suppose ¢ € RX is such that
(33) |Arg Brt — (¢t — ¢k — d0)| 4 <7/12 for every (k1) € T.

Then there exists ¢' equivalent to ¢ such that Pt = oracle (/)
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PROOF. By the definition of the optimization procedure which defines q~§ in (31),
34 max |Arg By — (¢x41 — i — d1)| , < max |Arg By — — Py — )
(4)  max |Arg Bes — Grrs — d— @) 4 < max [Arg Bes — Bt — b — #)l 4

By assumption, the right-hand side is at most 7 /12. Then by the triangle inequality for | - | 4,
for every (k,l) € Z, we have [(¢g+1 — O — &1) — (1 — Or — d)la < /6. Applying
Lemma 4.9, we obtain for some ¢« € R and all k =1, ..., K that |¢p — ¢ — k|4 < /6.
This means that there exists ¢’ equivalent to ¢ for which, for the usual absolute value,

ok — ¢p| <m/6 forallk=1,..., K.

Then denoting @) ; = ¢, — ¢, — ¢}, by the triangle inequality, | Dy — @) 4| < 7/2 for all
(k,1) € Z. Since ¢ is equivalent to ¢, also

|Arg By — (b4 — &% — &) |4 = |Arg By — (Bus — b — d1)| 4 < /12

So, by the definition of ®°(¢’), we have |<i>2f,a°16(¢>’) — @ ;| < 7/12 for the usual ab-
solute value. Then |<i>2f§‘°le(¢/) — Cbk,1| <mw/2+w/12 < 7 for all (k,l) € Z, meaning that
&)oracle(¢/) _ qA)opt. 0

The tail bounds of Lemma 4.4 may be used to show that the event (33) holds with high
probability. On this event, the loss of 6Pt matches exactly that of goracle Combining with a
crude bound for the loss on the complementary event, which has exponentially small proba-
bility in N, we obtain Theorem 4.1 for °P',

REMARK 4.11. We study this two-stage estimation procedure primarily to enable a the-
oretical analysis of its risk. One may alternatively consider a more direct procedure where the
least-squares objective (18) is defined using the squared distance |Ci>k,1 — (Pr+1 — Ok — ¢1)|34
over the periodic domain A, which would avoid the need to identify a version of <i>k, ;. How-
ever, analyzing the risk of such a procedure may require an ¢;-analogue of the stability guar-
antee of Lemma 4.9, which seems more challenging to obtain. Here, stability in the £, sense
allows us to circumvent this issue by first estimating the oracle choices of é)k,l using the
£o-objective (31).

Finally, let us check that this estimation guarantee in Theorem 4.1 coincides with our stated
minimax rate in Theorem 2.1 when restricted to parameters 6* € ®4 and to the high-noise
regime.

PROOF OF THEOREM 2.1, UPPER BOUND. For 6* € @, we have r> > cK %/ and
6*]1> < CK =28 for (B-dependent) constants C, ¢ > 0. Thus, the risk bound of Theorem 4.1
reduces to
C/K4‘BU6

N
for constants C, C’ > 0, the last inequality holding in the high-noise setting o2 > ¢oK 2.
In this setting, there is a constant ¢ > 0 for which

6 3
0—6 logK > %(Iog K)*2.
r r

A C
IE[L(GOP‘,Q*)] < N(K02+K1+2/304+K4ﬂ06) <

Then the required condition for N in Theorem 4.1 is implied by N > CoK %85%1og K for a
sufficiently large constant C) > 0, and this yields the minimax upper bound of Theorem 2.1.
O
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We remark that Theorem 4.1 gives an estimation guarantee not just in the high-noise
regime, but for any noise level o2. In a regime of very low noise o> < K28 it also im-
plies the upper bound of Theorem 2.2.

PROOF OF THEOREM 2.2, UPPER BOUND, FOR o2 < K28, For 0% < K—2P, the risk
bound of Theorem 4.1 reduces instead to

C'Ko?

. C
E[L(0, 6%)] < N(KUZ + K254 4 K460 < v

The required condition for N is implied by N > CyK 142652 log K for a sufficiently large
constant C, > 0, and this yields the minimax upper bound of Theorem 2.2. [J

In high dimensions K and the noise regime K 26 wo? « K1728 /log K, (19) exhibits
the rate K'*25%/N, which is larger than the minimax rate Ko?/N. This arises from esti-
mating the Fourier magnitudes {r;} without using phase information. In this regime, the above
method-of-moments procedure becomes suboptimal. We will instead analyze in Section 5 the
maximum likelihood estimator, to establish the minimax rate over the entire low-noise regime
described by Theorem 2.2.

REMARK 4.12. This proof of the minimax upper bound is information-theoretic in na-
ture, in that the pilot estimate used to mimic the oracle may require exponential time in K
to compute. We describe in Appendix A.5 in the Supplementary Material [17] an alternative
“frequency marching” method, as discussed also in [8], Section IV, which provides a compu-
tationally efficient alternative to mimic the oracle at the expense of a larger requirement for
the sample size N.

This method sets qgl =0and, foreachk=2,..., K, sets

dr = Arg By j_1 + ¢r_1 mod 27

to define a pilot estimator ¢ for ¢. We show that, resolving the phase ambiguity of ) using
this pilot estimate and then reestimating ¢ by least squares, the resulting procedure achieves
the same risk as described in Theorem 4.1 under a requirement for N that is larger by a factor
of K2.

5. Maximum likelihood estimator. The method-of-moments procedure analyzed in the
preceding section is not rate-optimal over the full low-noise regime described by Theo-
rem 2.2. Motivated by this observation, and by the more common use of likelihood-based
approaches in practice [31, 34], in this section we analyze the maximum likelihood estimator
(MLE) in the setting of Theorem 2.2.

Define the log-likelihood function

1 7 1\ —g() -0
(35 [0,y) =log pg(y) = log[g / («/ﬁ) exp(—%) da},
-7 o

where pg(y) denotes the Gaussian mixture density that marginalizes over the unknown rota-
tion. Then the MLE is given by

. 1 Y
GMLE _ in Ry@©@), Rn@®O) =—— Y 1(6,y™),
arg min Ry(©). Ry(0)=—5 > 1(6.5")

m=1

where Ry (0) denotes the negative empirical log-likelihood.
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For the results of this section, we isolate the following general condition for the Fourier
magnitudes of 6*.

ASSUMPTION 5.1. There exists a constant cgen > 0 such that for any B C {1, ..., K}
with |[B| > K /2,

> r(0%) = cgenl|6”.

keB

It is clear that this condition holds for our signal class ®g of interest. Our main result is
then the following general risk bound for 6MLE in the low-noise setting of Theorem 2.2.

THEOREM 5.2.  Suppose Assumption 5.1 holds Then there exist constants C,Co,C1 >0
depending only on cgen such that ifo? < Criogk logK and N > CoK(1 + ||9*||2)10g(K + ”9 ” ),
then

2
Egr [L(OME, 6%)] < Cﬂ‘
N

For 02 > K28 this requirement for N reduces to that of Theorem 2.2, up to a modified
constant Co > 0. Combined with the argument for 02 < K=2P in Section 4.2, this immedi-
ately implies the minimax upper bound of Theorem 2.2.

In the remainder of this section, we prove Theorem 5.2. The proof applies a classical
idea of second-order Taylor expansion for the log-likelihood function. Observe first that the
negative log-likelihood Ry (0) satisfies the rotational invariance Ry (6) = Ry (g(e) - 0) for
all « € A. Thus, OMLE is defined only up to rotation, and all rotations of OMLE incur the same
loss. To fix this rotation and ease notation in the analysis, let us denote by OMLE the rotation
of the MLE such that

(36) ”éMLE _ 9*”2 — miﬂ”g(a) .OMLE _ 9*”2 _ L(éMLE’ 6%),
ac

where 6* is the true parameter. Since GMLE minimiges Ry (0), we have 0 > Ry (éMLE) —
Ry (6*). Then Taylor expansion (for this rotation of 9MLE that satisfies (36)) gives

0> RN(éMLE) — RN(Q*)
(37) T (AMLE 1 AMLE T2 N (AMLE
= VRy(67)" (0MF = 0%) + S (OMF —07) V2 Ry ) (OMF — 07).

where 6 € R?X is on the line segment between 6* and GMLE Heuristically, Theorem 5.2 will
follow from the bounds
(38) VRN (607) ( NSy vgz |

~ ~ A 1 ~
(39) (OMLE — 6%) TV2 Ry (B) (OMF — 6%) = — - |OMLE — 0% |2,
o

Applying these to (37) and rearranging yields the desired result [OMLE _ g2 < Ko?/N.

The bulk of the proof lies in establishing an appropriate version of (39). This requires
a delicate argument for large K, as naive uniform concentration and Lipschitz bounds for
V2R (0) € RZKX2K 4] to establish (39) in the full ranges of o2 and N that are specified by
Theorem 5.2. In the remainder of this section, we describe the components of this argument,
deferring detailed proofs to Appendix B in the Supplementary Material [17].
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5.1. Gradient and Hessian of the log-likelihood. To simplify the model, observe that
each sample y™ satisfies the equality in law

ym = g(a(m)) 0* +oem L g(a(m)) (0% + 08(’")).

Furthermore, g(a™)~!g(a) = g(a@ — a™) where, if « ~ Unif([—, 7)) is a uniformly ran-
dom rotation, then @ — ™ is also uniformly random for any fixed «™. Applying these
observations to the form (35) of the log-likelihood function, we obtain the equality in law for
the negative log-likelihood process

1 N
(40) [Ry(0):0 e R L& — 216, 6% +oe™) 0 e R L.

m=1

That is to say, having defined the log-likelihood function to marginalize over a uniformly
random latent rotation, the distribution of {Ry(0) : & € R?X} is the same under the model
y™ = g(a™) . 0* 4 0™ ~ pg« as under a model y™ = 6* + o™ without latent rota-
tions. Thus, in the analysis, we will henceforth assume the simpler model

@) Y™ =0* 1™ form=1,....N, D . ™M N, Ly).

Under this model (41), expanding the square in the exponent of (35), Ry (¢) may be written

as
||e||2 10% 4+ oe™ 2
Ry (0) = Klog?2rm
N(®) = Z og 572
(42)
1 (7 0* + 0™ g(a)-0)
— log —/ exp do |.
2 J—n o2

Given 0, ¢ € R?K, define Py . to be the tilted probability law over angles « € A with density

43) dPp ¢ () :exp(w* +o¢, g(a) -9))//” exp((@* +o¢, g(a) '9>)doc.

do o2 o2

Then direct computation shows that the gradient and Hessian of Ry (@) take the forms

6 11 ~
(44) VRNO) =5 Y Eap, 8@~ (6* +0™)],
o m=1 o '
5 1 1 Y o -
(45) VERN(O) = —1—— > —5 Covarp, () [g(a)™ (0% +0e"™)],
m=1

where the expectation and covariance are over the random rotation o ~ P, ) (conditional
on £¢") following the above law.

5.2. Tail bound. As a first step of the proof, we fix a small constant §; € (0,1) to be
determined, and define the domain

(46) B =1{0:]6 —6*| <8 |0*]|} c R*.

We first establish the following lemma, which shows that GMLE belongs to this domain B(51)
with high probability, and provides also an upper bound for the fourth moment of §MLE,
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LEMMA 5.3. Suppose that Assumption 5.1 holds. Fix any constant §1 > 0, and define
B(81) by (46). Then there exist constants Cy, C1, C’, ¢’ > 0 depending only on Cgen, 81 such

*112
that if02 < Clllelol,HK and N > CoK, then

(47) P[OME € B(s1)] > 1 — e~ Nlloe K)*/K
(48) E[”éMLE H4] < C/”9*||4.
To show this lemma, define the population negative log-likelihood R(6) = Eg«[Ry(6)],

where the equality in law (40) allows us to evaluate the expectation under the simplified
model (41). Then the KL-divergence between pg+ and pg is given by

49) Dxi(pe+|lpg) = R(0) — R(0¥) =Eg+[Ry(0)] — Eg+[Rn(67)].
Recalling the form (42) for the negative log-likelihood Ry (6), we have
o1 — 16112
(50) Dki(po+llpe) = Y +I1-11,
o
where
1 (7 0* , -0*
I:Elog—/ exp(< +oe @) >>da,
27 Jn O'2
| 0* , -0
II:Elog—/ exp<< +oe @) >)da
27 -7 O’2

and both expectations are over & ~ N (0, Ik).
For sufficiently small ||, we may apply a quadratic Taylor expansion of (8%, g(«) - 6*) =
D okTk (0*)? cos ke around « = 0, to write

2012

K
k
1) (67, g(@)-6%) = [6%[* ~ = Y- r(6%) -~
k=1

= —K2|6* | a?,

where this last approximation holds under Assumption 5.1. Then [ exp(6*, g(c) - 0*/o?) da
in I may be approximated by a Gaussian integral over @ € R. Upper bounding II by the
supremum over «, and applying a standard covering net argument to control the suprema of
the Gaussian processes (g, g(a) - 0*) and (g, g(«) - 6), we obtain the following lower bound
on the KL-divergence.

LEMMA 5.4. Suppose Assumption 5.1 holds, and o2 < ||6*||%. Then there are constants
C2, C3 > 0 depending only on cgen such that for any 0 € R2K,

inge 4 0% — g(@) - 0% 1
Dx1.(po+llpe) > MiflyeA | 5 zg(a) | —510

o
GO+ 101
- - /logkK.
o 08

Comparing this with the rate of uniform concentration of the negative log-likelihood
Ry (6) around its mean R(#) (cf. Lemma B.3), we obtain an exponential tail bound for the
probability of the event

C2K216%)12
(2T

o2

o —6M-E] € [nay 0"

,(n+1)81[0%|]

for each integer n > 1. Summing this bound over all n > 1 yields Lemma 5.3.
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5.3. Lower bound for the information matrix. In light of Lemma 5.3, to show (39) with
high probability, it suffices to establish a version of the lower bound

1
(52) VzRN(Q) pe — - I uniformly over 0 € B(51).
o
Denote the tangent vector to the rotational orbit {g(«) - 0* : &« € A} at 6* by
d
(53) u*=—g(@)-0* =g'0)-6"
do =0

From the rotational invariance of R(#), it is easy to see that the expected (Fisher) information
matrix E[VZRy (0*)] = VZR(#*) must be singular, with u* belonging to its kernel. Thus, we
cannot expect the bound (52) to hold in all directions of R2K | but only in those directions
orthogonal to u*. This will suffice to show (39), because we will check that choosing GMLE
to satisfy (36) also ensures OMLE _ g% ig orthogonal to u*. The statement (52) restricted to
directions orthogonal to ™ is formalized in the following lemma.

LEMMA 5.5. Suppose Assumption 5.1 holds. Fix any constant n > 0. There exist con-

*112
stants Co, C1,81,¢ > 0 depending only on cgen, n such that if ol < % and N >

* N
CoK (1 + ﬁ) log(K + ”i—zuz), then with probability at least 1 — e (1+Ko?/16*1)?% | the fol-

lowing holds: For every 0 € B(81) and every unit vector v € R*K satisfying (u*, v) =0,
1—
vTV2Ry O = —5.
o
From the form of VZRy () in (45), observe that
(54) v V2Ry O = LI i Var, [vTg(@) 1 (6% +0e™)]
N - 0_2 NO_4 1 aN,Pg.g(rn) g .
m=

The proof of Lemma 5.5 is based on a refinement of the argument in the preceding section,
to approximate the distribution Py . in the above variance by a Gaussian law over «. Here,
applying a separate bound to control the Gaussian process sup,, (¢, g(«) - 8) will be too loose
to obtain the lemma. We instead perform a Taylor expansion of (0* 4 o¢, g(a) - 6) around
its (random, e-dependent) mode

ap = argmax(0* +oe, g(a) - 0),
o

and combine this with the condition 8 € B(§1) to obtain a quadratic approximation

(0* +oe, gla) - 0) K2[6%)? 2
2 — constant < —T(oe —ap)”,

where the constant is independent of «. Thus, Py . for any 68 € B(51) may be approximated

by a Gaussian law with mean «( and variance on the order of #92*”2. Applying a Taylor

expansion also of v’ g(oe)_l (6* 4+ o¢) around @ = &g, and approximating the variance over
a ~ Py ¢ by the variance with respect to this Gaussian law, we obtain a bound

Vargp,,[v! g(c) ™! (0 + oe)] < no?

for a small constant > 0, which is sufficient to show Lemma 5.5.
These Taylor expansion arguments may be formalized on a high-probability event for ¢,
where this event is dependent on 6 and v. More precisely, let

6=,...,0r) eCkK, i=(v,...,vg) € CK, §=(ey,...,cx) eCK
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denote the complex representations of 6, v, € as defined in Section 3.2. For each 6 € B(§;) and
unit test vector v € R*X with (u*, v) = 0, we define a (6, v)-dependent domain £(6, v, 8;) C
R?X by the four conditions

S1116* 2
suplle, g(@) - 6] < 11167 ’
acA o

0%

sup|(s gla)-v)| <

aceA

81 K210 12

K
Z ke (gike 1—ika)9k‘57,

sup
oo’ e[— 7T7T)a o
K *
. 561 K|6
sup Z lka_elka)vk < u
aae[nn)|a_0‘| -1 o

The following deterministic lemma holds on the event that e € £(0, v, §1).

LEMMA 5.6. Suppose Assumption 5.1 holds. Fix any 17 > 0. There exist constants

C1, 681 > 0 depending only on cgen, n such that if o? C||91 Og % » then the following holds:
For any 6 € B(81), any unit vector v € R2K satisfying (u*, v) = 0, and any (deterministic)
e€&(0,v,01),

(55) Varawp(,ﬁs[ng(oz)_l(G* +oe)] < no?.

Each of the four conditions defining £(8, v, §1) involves the supremum of a Gaussian
process, which may be bounded using a standard covering net argument. We remark that
each of these conditions is defined with the right-hand side being a factor ||6*|| /o larger than
the mean value of the left-hand side, so that their failure probabilities are exponentially small
in ||0*||2/o2. This is summarized in the following result.

LEMMA 5.7. Suppose Assumption 5.1 holds. Fix any constant §1 > 0, any 0 € B(61),

and any unit vector v satisfying (u*, v) = 0. For some constants Cy, ¢ > 0 depending only on

lo* ]
Cgen» 01, lfO’ =g 1OgK,then

Pono.n[e ¢ £O,v,81)] < e IO/,

Finally, we combine Lemmas 5.6 and 5.7 to conclude the proof of Lemma 5.5: We may
write the second term of (54) as
1 N
o 2 Vatan, o [V @7 O +0e™)] - 1{e™ € £, v,61)
m=1

N

1
+N—02Varw; v 8@ (0% +0e™)] 1{e™ ¢ £6, v, 81)}.

m=1

The first sum is bounded by Lemma 5.6, while the second sum is sparse by Lemma 5.7 and
may be controlled using a Chernoff bound for binomial random variables. Taking a union
bound over a covering net of pairs (6, v) shows Lemma 5.5.
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5.4. Proof of Theorem5.2. 'We now combine the preceding lemmas to conclude the proof
of Theorem 5.2. Let Cg, C1, 81 > 0 be such that the conclusions of Lemma 5.5 hold for
n = 1/2. Define the event

A 1
E= {QMLE € B(81) and sup sup v V2Ry (O)v > 2}
0eB(8)) villvll=1, (u*,v)=0 20

When £ holds,A we have also 6 € B(81) in the Taylor expansion (37). Recall our choice of
rotation (36) for @MLE. Then the first-order condition for (36) gives

d A ~
0= |0MLF — (@) - 077 g = —2fu”, 9MF —07),
o
so that {u*, 9MLE — §*) = 0. Then (37) and the definition of € imply
; 1.
0> ]1{5}(VRN(9*)T(9MLE —0%) + 40_2H9MLE _ 9*H2>-

Rearranging, we get

HEY|OME -6 | < —1{€}-402- VRN (6%) " (BMF—6%) <40 | VRN (6%)] - |OME—6%].
Dividing by [|§MLE
(56) E[1{&}|AME — 0*|*] < 160*E[| VRN (6%)|*].

From (44), we have

— 6*||, squaring both sides, and taking expectation yields

N *
VRy(6%) = L 3 (9— ! —Banp,, omle)! (0 +08('"))])-
N m=1 02 U e

These summands (the per-sample score vectors) are independent random vectors with mean
0, by the first-order condition for 6* minimizing R(6). So,
]

o* 1
|~ Bur [8@ 0 + 02)
Een 0,0 [Ea~p,. [8(@) T (0" +0e)]|” — [6%]]

1
BV Ry (6°) '] = 3 Eevion

~ No#
2K

1
< i Eeevon[l6” +oel* ~ 6 =~

~ No
Combining with (56),
32Ko?
T

E[1{&}|oMF — 6% |] <

_ cN
By Lemmas 5.3 and 5.5, P[£€] < e (+Ko%/19*I)* for some constant ¢ > 0. Then applying
also (48), for some constant C > 0,

A ~ N
BLEHOME - 0° 7] < B{10WE — 0] - fPlee] < Clo* e T,

Under the given assumption N > COK 1+

T |2)log(K + ”9 H ) for sufficiently large Cp >

0, this implies also N > CoK (1 + ‘9*”2 ) log N for alarge constant C(, > 0. (This is verified in
the proof of Lemma 5.5, cf. (S55) of Appendix B in the Supplementary Material [17].) Then
cN /2

B[1(£5) [0V — 6% 2] = Cllo* P - TR < SO

Combining the above two risk bounds on £ and £¢ yields Theorem 5.2.
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6. Minimax lower bounds. In this section, we show the minimax lower bounds of The-
orems 2.1 and 2.2. The lower bounds will be implied by estimation of the Fourier phases
¢ (0*) only, even when the Fourier magnitudes r;(6*) are known. Fix any B € [0, %), and
consider the parameter space

Pp={6% eR* 1 (0*) =k P forallk=1,...,K}.

The main result of this section is the following minimax lower bound over Pg, which is valid
for any noise level o2 > 0 and interpolates between the low-noise and high-noise regimes.

LEMMA 6.1. Fixany € [0, %). Then for some B-dependent constants C, ¢ > 0 and any
2
o° >0,

R 1 , K%g6 o)
(57) inf sup Eg«[L(0%,0)] 2c-min<— -max(Ko ,ﬁ) K~ ﬁ).
0 %Py N eCKIH o

Let us check that this implies the minimax lower bounds of Theorems 2.1 and 2.2.

PROOF OF THEOREMS 2.1 AND 2.2, LOWER BOUNDS. By rescaling, we may assume
without loss of generality that ¢ < 1 < ¢, and hence Pg C ®4. Assuming 0% > coK ' ~2#,
choosing the second argument of max(-) in (57) gives

~ A K40
inf sup Eg«[L(0%,0)] > inf sup Eg«[L(6,6)] Zc-min( ,Kl_zﬁ)
0 0Oy 0 6Py N

for a constant ¢ > 0 depending on co. When N > CoK % 5%log K for sufficiently large Co >
0, we have K*q© /N < K 1=28 5o this gives the lower bound of Theorem 2.1. For any
02>0, choosing the first argument of max(-) in (57) also gives

. . Ko?
inf sup Eg«[L(0%,0)] > inf sup Eg«[L(6%,6)] 2c-min<—6, K1_2ﬁ>.
0 0Oy 0 0Py N

When N > CoK'*t?Po2log K for sufficiently large Co > 0, we have Ko?/N < K'72#, 5o
this gives the lower bound of Theorem 2.2. [

Finally, we describe the arguments that show Lemma 6.1, deferring detailed proofs to Ap-
pendix C in the Supplementary Material [17]. Denote pg(y) as the Gaussian mixture density
of y, as in (35). The proof will apply Assouad’s hypercube construction together with an
upper bound on the KL-divergence Dxy (pg|| pe’)- For the low-noise regime of Theorem 2.2,
a tight upper bound is provided by (58) below, which is immediate from the data process-
ing inequality. For the high-noise regime of Theorem 2.1, we apply an argument from [6]
for bounding the x2-divergence, and track carefully the dependence of this argument on the
dimension K.

LEMMA 6.2. Forany 9,0’ € R?*K,

o — 6”117

58 D )<
(58) KL(Pollpe) = ———3
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Furthermore, let 0 = (rj cos ¢, ry sin d)k),f:] and 6" = (r cos ¢y, r;. sin ¢,/<),f:1 . Denote R* =
max(Zle r,%, 215:1 r,iz) and r = m.’slx(malx,f:l Tk, maxf:l ry). Then also

R?/2¢2 K ) hs
Drw(pallpe) = == > (e = i)
(59) =t . .
3f2R2€3R /20 2 5
ooRe f _ / / _ / k .
556 o}releX:;[(rk ri)” + rery(ox — ¢ + ka)7]

The upper bound (59) is sufficient to prove Lemma 6.1 in the setting 8 = 0, where the
argument is as follows: We restrict attention to a discrete space of 2K parameters 67 € Py,
indexed by the hypercube 7 € {0, 1}X, where all Fourier magnitudes are equal to 1 and the
Fourier phases ¢* = (¢{, ..., ¢ ) are given by

b = ¢

Here, the value ¢ € R is chosen maximally while ensuring that Dy (pg || Por) < H(z, )/N
by the bounds of Lemma 6.2, where H(t, t’) is the Hamming distance on the hypercube.
Applying Proposition 3.1, we may show that the loss between such parameters is also lower
bounded in terms of Hamming distance as L (07, GT,) > rngz - H(t,1’). Assouad’s lemma
(see, e.g., [15], Lemma 2) then implies a minimax lower bound over the discrete parameter
space {07 : € {0, 1}X}, which in turn implies the lower bound of Lemma 6.1 over P. For
more general decay parameters § € [0, %), we apply a variation of this argument where the
parameters 07 are defined such that only the Fourier phases ¢; for k > K /2 are nonzero.
We establish a modified version of (59) for the corresponding vectors 6%, where 7 may be
replaced by the maximum of (7, r,é) over k > K /2. The remainder of the proof is then similar
to the 8 =0 setting.
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