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Abstract
The goal of this article is twofold. First, we investigate the linearized Vlasov–
Poisson system around a family of spatially homogeneous equilibria in R3

(the unconfined setting). Our analysis follows classical strategies from physics
(Binney and Tremaine 2008 Galactic Dynamics (Princeton University Press);
Landau 1946 Acad. Sci. USSR. J. Phys. 10 25–34; Penrose 1960 Phys. Fluids
3 258–65) and their subsequent mathematical extensions (Bedrossian et al
2022 SIAM J. Math. Anal. 54 4379–406; Degond 1986 Trans. Am. Math.
Soc. 294 435–53; Glassey and Schaeffer 1994 Transp. Theory Stat. Phys. 23
411–53; Grenier et al 2021 Math. Res. Lett. 28 1679–702; Han-Kwan et al
2021 Commun. Math. Phys. 387 1405–40; Mouhot and Villani 2011 Acta
Math. 207 29–201). The main novelties are a unified treatment of a broad
class of analytic equilibria and the study of a class of generalized Poisson
equilibria. For the former, this provides a detailed description of the associ-
ated Green’s functions, including in particular precise dissipation rates (which
appear to be new), whereas for the latter we exhibit explicit formulas. Second,
we review the main result and ideas in our recent work (Ionescu et al 2022
(arXiv:2205.04540)) on the full global nonlinear asymptotic stability of the
Poisson equilibrium in R3.
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1. Introduction

In this article we consider a hot, unconfined, electrostatic plasma of electrons on a uniform,
static, background of ions, in three dimensions. Here collisions are neglected and the asso-
ciated distribution of electrons is modeled by a function F= F(x,v, t) : R3

x ×R3
v × [0,T]→ R

satisfying the nondimensionalized Vlasov–Poisson system

(∂t+ v ·∇x)F+∇xϕ ·∇vF= 0, ∆xϕ = ρ=

ˆ
R3

Fdv− 1. (1.1)

Our goal is to investigate the stability properties of solutions around a spatially homogeneous
equilibriumM0 =M0(v) normalized such that

´
R3M0(v)dv= 1. Looking for solutions of (1.1)

of the form F=M0 + f, we obtain the system
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(∂t+ v ·∇x) f+E ·∇vM0 +E ·∇vf = 0,

E :=∇x∆
−1
x ρ, ρ(x, t) :=

ˆ
R3

f(x,v, t)dv.
(1.2)

To recast this as a problem for the density ρ, we introduce the ‘backwards characteristics’
of the system (1.2): these are the functions X,V : R3 ×R3 ×I2

T → R3 obtained by solving the
ODE system

∂sX(x,v,s, t) = V(x,v,s, t), X(x,v, t, t) = x,

∂sV(x,v,s, t) = E(X(x,v,s, t),s), V(x,v, t, t) = v,
(1.3)

where I2
T := {(s, t) ∈ [0,T]2 : s⩽ t}. The main equation (1.2) gives

d
ds
f(X(x,v,s, t),V(x,v,s, t),s) =−E(X(x,v,s, t),s) ·∇vM0(V(x,v,s, t)).

Integrating over s ∈ [0, t] we have

f(x,v, t) = f0(X(x,v,0, t),V(x,v,0, t))−
ˆ t

0
E(X(x,v,s, t),s) ·∇vM0(V(x,v,s, t))ds, (1.4)

for any (x,v, t) ∈ R3 ×R3 × [0,T].

1.1. Linear analysis

Linearizing (1.4) for small f we obtain

flin(x,v, t) := f0(x− tv,v)−∇vM0(v) ·
ˆ t

s=0
Elin(x− (t− s)v,s)ds, (1.5)

which upon integration yields an equation for the spatial density:

ρlin(x, t)+
ˆ t

τ=0

ˆ
R3

(t− τ)M0(v)ρlin(x− (t− τ)v, τ)dτdv=
ˆ
R3

f0(x− tv,v)dv. (1.6)

Motivated by this we consider the general Volterra equation for (x, t) ∈ R3 × [0,∞):

ρ(x, t)+
ˆ t

0

ˆ
R3

(t− τ)M0(v)ρ(x− (t− τ)v, τ)dτdv= h(x, t). (1.7)

This can be easily studied in the Fourier space: taking the Fourier transform in x, we get

ρ̂(ξ, t)+
ˆ t

0
(t− τ)ρ̂(ξ,τ)M̂0((t− τ)ξ)dτ = ĥ(ξ, t). (1.8)

Following classical references, like [54], [45, chapter III.30] or [12, chapter 5.2.4], we define

R(ξ,θ) :=
ˆ ∞

0
ρ̂(ξ, t)e−itθdt,

K(ξ,θ) :=
ˆ ∞

0
tM̂0(tξ)e

−itθdt,

H(ξ,θ) :=
ˆ ∞

0
ĥ(ξ, t)e−itθdt,

(1.9)
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for θ ∈ R. We obtain from (1.8) the key algebraic equation

(1+K(ξ,θ))R(ξ,θ) = H(ξ,θ), (1.10)

which can easily be inverted so long as 1+K does not vanish (the function K is the Fourier
transform of the ‘polarization function’). In this case, inverting the Fourier transform, we
obtain a solution formula for (1.8). More precisely, if ρ solves the equation (1.7), then we
can reconstruct ρ from the forcing term h according to the formulas

ρ̂(ξ, t) =
ˆ t

0
Ĝ(ξ, t− τ)ĥ(ξ,τ)dτ, ρ(x, t) =

ˆ t

0

ˆ
R3

G(x− y, t− s)h(y,s)dyds, (1.11)

where, with 1[0,∞) denoting the characteristic function of the interval [0,∞),

Ĝ(ξ,τ) :=
1
2π

1[0,∞)(τ)

ˆ
R

eiθτdθ
1+K(ξ,θ)

.

These formulas are the key to understanding solutions of the Vlasov–Poisson system. Our first
main goal in what follows is to get a good description of Green’s function G.

1.1.1. Acceptable equilibria and Green’s function. We consider a class of radially symmetric
equilibria M0(v) such that

´
R3M0dv= 1. We define m0 : R→ R such that

m0(r) =
ˆ
R2

M0(r,y)dy, (1.12)

where r ∈ R, y ∈ R2, (r,y) ∈ R3. The reduced distribution m0 is even, integrable and

M̂0(ξ) = m̂0(|ξ|).
For any ϑ ∈ (0,1/2] we define the regions

Dϑ := {z ∈ C : |ℑz|< ϑ(1+ |ℜz|)},
Γ+
ϑ := {z= x+ iϑ(1+ x) : x ∈ [0,∞)}, Γ−

ϑ := {z= x+ iϑ(1− x) : x ∈ (−∞,0]}.
(1.13)

Definition 1.1. We define the class Mϑ,d, ϑ ∈ (0,π/4], d> 1, of ‘acceptable equilibria’ as
the set of radially symmetric functions M0 : R3 → R satisfying

´
R3M0dv= 1, and with the

following properties:

(i) The function m0 defined as in (1.12) is even, positive on R, and extends to an analytic
function m0 :Dϑ → C satisfying the identities

m0(z) = m0(−z) = m0(z) for any z ∈ Dϑ. (1.14)

(ii) Moreover, m ′
0(r)< 0 if r ∈ (0,∞) and

|m0(z)|≲ (1+ |z|)−d for any z ∈ Dϑ. (1.15)

Given an acceptable equilibrium, we define its variance by the formula

a2 :=
ˆ
R
t2m0(t)dt. (1.16)

The equilibria we consider in this article are of two types:

(1) ‘thin-tail acceptable equilibria’: d> 3, or d= 3 and a2 <∞;

4
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(2) ‘fat-tail acceptable equilibria’: 1< d< 3, or d= 3 and a2 =∞.

Typical examples are polynomially decreasing or Gaussian equilibria, which lead to

m0(r) =
cd

[1+ r2]
d
2

, m0(r) = π−1/2e−r2 . (1.17)

Notice that, using the Cauchy integral formula, we can upgrade (1.15) to bounds on derivatives
in a smaller region: for any δ > 0

sup
z∈Dϑ−δ

(1+ |z|)d+j|∂jzm0(z)|≲δ,j 1. (1.18)

Our first main result gives a precise description of Green’s function associated to such
acceptable equilibria.

Theorem 1.2. Assume that d> 1, M0 ∈Mϑ,d is an acceptable equilibrium in the sense of
definition 1.1, and assume that r0 > 0 is sufficiently small. As before, we define

K(ξ,θ) :=
ˆ ∞

0
tM̂0(tξ)e

−itθdt,

Ĝ(ξ,τ) := δ0(τ)− 1[0,∞)(τ)
1
2π

ˆ
R

K(ξ,θ)
1+K(ξ,θ)

eiθτ dθ.
(1.19)

Then there exists γ0 = γ0(ϑ,d,r0) ∈ (0,∞) such that the following claims hold:

(i) At high frequency, we have a perturbation of a kinetic density: if |ξ|> r0/2, then we can
write Ĝ in the form

Ĝ(ξ,τ) = δ0(τ)+ e−γ0τ |ξ|Eh(|ξ|, τ), (1.20)

where, for any a ∈ {0, . . . ,10}, b ∈ {0,1}, τ ⩾ 0, and |r|> r0/2,

τ bra|∂bτ∂ar Eh(r, τ)|≲ r−1. (1.21)

(ii) At low frequencies, we have an additional oscillatory component: if |r|< 2r0 then we can
write Ĝ in the form

Ĝ(ξ,τ) = δ0(τ)+ℜ
{
i[1+ml(|ξ|)]eiτω(|ξ|)}+ e−γ0τ |ξ|El(|ξ|, τ) (1.22)

where, for any a ∈ {0, . . . ,10}, b ∈ {0,1}, τ ⩾ 0, and r< 2r0,

ra|∂arml(r)|≲ rd−1 + r2 log(1/r), τ bra|∂bτ∂ar El(r, τ)|≲ rd−1 + r2 log(1/r). (1.23)

The dispersion relation ω1 := ℜω and the dissipation coefficient ω2 := ℑω ⩾ 0 satisfy the
bounds

ra|∂ar (ω1(r)− 1)|+ ra|∂ar (ω2(r))|≲ rd−1 + r2 log(1/r),

ω2(r) ∈
[−πm ′

0(ω1(r)/r)
4r2

,
−πm ′

0(ω1(r)/r)
r2

]
,

(1.24)

for any a ∈ {0, . . . ,10}, τ ⩾ 0, and r< 2r0.

In addition, in the thin-tail case (d⩾ 3 and a2 <∞), the functionsml, El, ω1, and ω2 satisfy
the stronger bounds

ra|∂arml(r)|≲ r2, τ bra|∂bτ∂ar El(r, τ)|≲ rd−1 + r3. (1.25)

and

ra|∂ar (ω1(r)− 1− 3a2r
2/2)|+ ra|∂ar (ω2(r))|≲ rd−1 + r4 log(1/r), (1.26)

for any a ∈ {0, . . . ,10}, b ∈ {0,1}, τ ⩾ 0, and r< 2r0, where a2 is defined as in (1.16).

5
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If d> 2n+ 1 for some integer n⩾ 1, thenml and ω ∈ Cn([0,∞)) and we have an expansion
for ω1:

ra|∂ar (ω1(r)− (1+ b2r
2 + · · ·+ b2nr

2n)|+ ra|∂ar (ω2(r))|≲ rd−1 + r2n+2 log(1/r),

where bn only depends on moments of m0 of order less than n. If d= 2n+ 3 and the 2n+ 2th
moment of m0 is finite, one can remove the log-loss.

We call the real part ℜ(ω) of ω the dispersion relation, and the imaginary part ℑ(ω) the
dissipation coefficient. This is a departure from the classical physics literature whichwould call
ω the dispersion relation; however, the real part ℜ(ω) induces a dispersive dynamics akin to
the dynamics of a Schrödinger equation, while ℑ(ω) induces a ‘dissipation’ dynamics similar
to the effect of the heat equation.

We conclude this subsection with a few remarks:

(1) Analytic equilibria and contour analysis. Our proof makes use of the analyticity of the
equilibria studied via complex analysis methods such as contour integration, an approach
already pursued by Landau [43] and by now standard in the physics literature [12, 45, 54]
andmore recent mathematical treatments [9, 15, 20, 30, 49]. In particular, the recent papers
[9, 30] have investigated certain classes of ‘thin-tail’ equilibria, and give linear decay
estimates for the associated density and electric field, for sufficiently nice initial particle
distributions f 0. For acceptable equilibria, our analysis unifies, sharpens and extends these
results; most importantly we provide sharp dissipation rates, which are expected to play a
key role in the problem of nonlinear stability5.
In the physically important setting of Maxwellians m0(r) = π−1/2e−r2 (studied in [9]),
theorem 1.2 confirms the precise, Gaussian nature of the dissipation coefficient, as can
be seen directly from (1.24), a folklore statement in the physics literature (see [4, section
5.3.6] or [9, remark 8]), whose mathematical justification appears to be new.

(2) Generalized Poisson equilibria and special cases. The case of d= 2 in (1.17) corresponds
to the Poisson kernel, for which a simple, explicit expression of Green’s function can be
found, as explained in section 2.1.1. In this case, the dispersion relation is simply given as
ω1(ξ) = 1, and thus gives rise to a purely oscillatory dynamic.
This case is part of a larger family arising as powers of the Poisson kernel (the ‘generalized
Poisson equilibria’) with polynomial decay of order 2j, j ∈ N, for which the formulas are
still relatively explicit—see section 2.1.

(3) Dissipation and dispersion. At low frequencies, we see that the second term in (1.22)
exhibits both a damping effect (due to dissipation fromℑω ⩾ 0) and a dispersive effect (due
to the oscillatory phase ℜω which has similar properties to Schrödinger operators). The
damping appears especially remarkable for a reversible system such as Vlasov–Poisson,
and was already highlighted by Landau [43, 45].
The function ω is defined canonically by solving the equation

k(ω(r)/r) = r2,

5 We note however that [30] also considers different classes of equilibria not covered by theorem 1.2, such as nonradial
equilibria. We also note the very recent preprint [50], which appeared after this work was submitted, in which the
author investigates several issues related to the linear stability of a class of radial equilibria.

6



Class. Quantum Grav. 40 (2023) 185007 A D Ionescu et al

by a fixed-point argument, where r≪ 1 andω(r) = 1+O(r). Here k is an analytic function
that depends only on the equilibrium m0. See lemma 2.6 for the precise construction. The
function k can be expanded as a power series of z−2 at infinity,

k(z) = z−2 + 3a2z
−4 + . . .+O(|z|−d−1),

by continuing the expansion proved in lemma 2.4, where the coefficients in the expansion
only depend on moments of m0 up to order d− 1. Similarly, ω2 can be computed to any
order by iterating the expansion in (2.43).

(4) The role of decay of M0. Depending on the localization of the equilibriumM0, the respect-
ive importance of dissipation and dispersion vary: for the slowly decaying Poisson equilib-
rium, we have a fast dissipation and no dispersion at all (only oscillations: ω(ξ)≡ 1+ i|ξ|,
see (2.5)), while for compactly supported equilibria, there is no dissipation and one relies
fully on the dispersion. Notice that faster decay ofm0 leads to slower dissipation. In partic-
ular, ifm0 is compactly supported, there is no dissipation at small frequency, a phenomenon
that was already highlighted in [20, 21].

1.2. Various mechanisms of stability

In the linearized problem, as can be seen from (1.6) one typically considers functions h of the
form

h(x, t) =
ˆ
f0(x− tv,v)dv, ∥h(x, t)∥L1 + ⟨t⟩3∥h(x, t)∥L∞ ≲ ∥f0∥L1∩L∞x (L∞v ). (1.27)

Via the analysis of Green’s function as in theorem 1.2, this leads to decay of ρ and E=
∇∆−1ρ, and such decay properties play a vital role for a nonlinear stability analysis. Decay of
ρ is often referred to as ‘Landau damping’ in the mathematics community, a term that seems
to have evolved to cover any of the decay mechanisms involved—dispersive, dissipative or
kinetic. In order to provide some perspective towards the question of nonlinear stability, we
give here a brief overview and comparison of some related settings and their associated decay
mechanisms.

For this, let us examine the key formula (1.11) in combination with the information we have
about Green’s function according to theorem 1.2, and compare with the linearization around
vacuum, where Ĝvac(ξ,τ) = δ0(τ).

For high frequencies, the setting of homogeneous equilibria (as studied in section 1.1) can
be regarded as a perturbation of the vacuum case: from (1.20) we see immediately that the
inverse derivative in the electric field is inconsequential, and obtain that

∥PhighE(t)∥L1 + ⟨t⟩3∥PhighE(t)∥L∞x ≲ 1. (1.28)

However, at low frequencies, the situation is very different:

(1) In the vacuum case, the above formula gives ∥Evac∥L∞ = O(t−2) and ∥Evac(t)∥L2 =
O(t−1/2). As a consequence, the nonlinear characteristics (which, as seen in (1.32), roughly
behave like

´ t
0 τE(τ)dτ ) exhibit a long range modification to scattering, as was recently

justified in [18, 41].
(2) In contrast, in the case of homogeneous equilibria, we can re-express the main terms

in (1.22) to get

χ⩽r(ξ)Ĝ(ξ,τ) =
d
dτ

ℜ
(
χ⩽r(ξ)e

iτω1{τ>0}
)
+ l.o.t. (1.29)

7
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Crucially, this allows to integrate by parts in τ in the solution formula (1.11) and shows
that the main contribution in ρ will be oscillatory. In particular, this implies that integral
quantities of E will be smaller than expected. As a consequence, in the nonlinear analysis
one does not expect long-range modifications to the characteristics, but rather linear scat-
tering for the particle distribution function. So far, this has been rigorously justified only
in the simplest case of the Poisson equilibrium [42].

In practice, integration by parts in time (the method of normal forms) leads to small denom-
inators, and one needs much more subtle analysis to pass from linear to nonlinear results—see
section 1.3 for an outline of this approach in the setting of the Poisson equilibrium.

Finally we mention further settings which lie outside the scope of this article, but in which
important progress on stable dynamics has been recently made:

(1) Screened interactions. In some variations of the Vlasov–Poisson system associated to the
ion dynamics, one considers screened interactions. In this case, the low-frequencies are
screened and a strong estimate like (1.28) holds globally. This gives favorable estimates
and also leads to linear scattering [8, 29], even in lower dimensions [31].

(2) The confined case x ∈ Tn. The spatially periodic setting models a confined plasma, and
has been studied extensively. Under a suitable stability assumption on M0, a so-called
‘Penrose criterion’ ensuring that 1+K(ξ,θ)⩾ c> 0 holds uniformly, the linearizations
around large classes of homogeneous equilibria can be treated as perturbations of free
transport ∂tf+ v ·∇xf = 0. Exploiting the inherent phasemixingmechanism, one can show
that regularity of f 0 leads to rapid decay of the density ρ, and ultimately again to linear
scattering (see e.g. [7, 22, 49]). In contrast to the setting on full space, here the dimension
n does not play a distinguished role.
We highlight moreover that (as is well known [9, 20, 21, 30]), such lower bounds on 1+K
cannot hold on R3.

(3) The case of localized equilibria in R3. In the context of galactic dynamics, spatially loc-
alized equilibria (with attractive interactions) play an important role. Classical physics
conjectures and observations (see e.g. [12]) concern the dynamic behavior of perturba-
tions of classes of such equilibria, which seem to exhibit oscillations. First steps towards a
quantitative analysis of such linearized dynamics have been achieved in the recent works
[32, 33].
At an extreme of spatial localization, the dynamics of Vlasov–Poisson near a (repulsive)
point mass have been investigated recently in [52, 53], and reveal a decay rate as in the
vacuum case, leading to a long range modification to the underlying characteristics.

(4) Vlasov-HMF models. One can also consider model problems, where the nonlinear inter-
actions are simplified such as the Vlasov-Hamiltonian Mean-Field model [2]. In this case,
one can often obtain simpler proofs of otherwise difficult results [16] and study (linearized)
stability of inhomogeneous equilibria [3, 17].

1.3. Nonlinear stability

We consider now the full nonlinear asymptotic stability problem. In view of (1.4), this is
given as

ρ(x, t)+
ˆ t

0

ˆ
R3

(t− s)ρ(x− (t− s)v,s)M0(v)dvds=N (x, t), (1.30)

8
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for any (x, t) ∈ R3 × [0,T], where

N (x, t) :=N1(x, t)+N2(x, t),

N1(x, t) :=
ˆ
R3

f0(X(x,v,0, t),V(x,v,0, t))dv,

N2(x, t) :=
ˆ t

0

ˆ
R3

{
E(x− (t− s)v,s) ·∇vM0(v)

−E(X(x,v,s, t),s) · (∇vM0)(V(x,v,s, t))
}
dvds.

(1.31)

The characteristic equations (1.3) yield the reproducing formulas

X(x,v,s, t) = x− (t− s)v+
ˆ t

s
(τ − s)E(X(x,v, τ, t), τ)dτ,

V(x,v,s, t) = v−
ˆ t

s
E(X(x,v, τ, t), τ)dτ.

(1.32)

Since E=∇x∆
−1
x ρ can be recovered directly from the density ρ, the equations (1.30)–(1.32)

yield a closed system for the density ρ and the characteristic functions X and V. The full dis-
tribution density f can then be obtained from the formula (1.4).

To resolve the question of nonlinear stability of homogeneous equilibria, a precise under-
standing of the linear dynamics needs to be combined with methods that allow to control
nonlinear interactions. In particular, the comparatively slow decay (essentially limited by the
dimension of the ambient space R3) and the presence of small denominators and resonances
is a serious challenge.

The only result available to date concerns a particular ‘fat-tail’ equilibrium falling in the
framework of theorem 1.2, namely the Poisson equilibrium

M1(v) :=
C1

(1+ |v|2)2
, M̂1(ξ) = e−|ξ|, (1.33)

for a suitable normalization constant C1 > 0. Based on our analysis of the linearized dynamics
near M1 (see section 1.1), we find two explicit, different dynamics in the associated electric
field (see (1.36), or section 2.1.1 and lemma 3.1 below): an ‘oscillatory’ component, which
decays at almost the critical rate ⟨t⟩−2 and oscillates as e−it in time, as well as a ‘static’ part,
which decays faster than the critical rate.

For smooth, localized perturbations ofM1, this leads to global solutions that scatter to linear
solutions:

Theorem 1.3 ([42, theorem 1.1]). There exists ε > 0 such that if the initial particle distribution
f0 satisfies∑
|α|+|β|⩽1

∥∥⟨v⟩4.5∂α
x ∂

β
v f0(x,v)

∥∥
L∞x L∞v

+
∥∥⟨v⟩4.5∂α

x ∂
β
v f0(x,v)

∥∥
L1xL

∞
v

⩽ ε0 ⩽ ε, (1.34)

then the Vlasov–Poisson system (1.2) with M1 defined as in (1.33) has a global unique solution
f ∈ C1

x,v,t(R3+3 ×R+) that scatters linearly, i.e. there exists f∞ ∈ L∞x,v such that

∥ f(x,v, t)− f∞(x− tv,v)∥L∞x,v ≲ ε0⟨t⟩−1/2. (1.35)

9
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Moreover, the electric field decomposes into a ‘static’ and an ‘oscillatory’ component with
different decay rates

E(t) = Estat(t)+ℜ(e−itEosc(t)),

⟨t⟩∥Estat(t)∥L∞ + ∥Eosc(t)∥L∞ ≲ ε0⟨t⟩−2+δ,
(1.36)

where δ ∈ (0,1/100] is a small parameter.

This theorem was proved by the authors in [42] and appears to be the first nonlinear asymp-
totic stability result for the Vlasov–Poisson system in R3 in a neighborhood of a smooth
non-trivial homogeneous equilibrium. We will review some of the main steps of the proof
in section 3.

We close this section with some remarks for broader context.

(1) Global existence.Global existence for suitable perturbations of (1.1) is classical [1, 47, 56],
and extends to more complicated models [60, 61], but the precise asymptotic behavior of
solutions is a delicate question which is our focus here.We refer to [5] for a survey of recent
results, and we will discuss in more details the advances most relevant to our analysis.

(2) Decay and stability. Working with the Poisson homogeneous equilibrium M1 provides
some convenient simplifications, as it leads to explicit formulas such as (2.5). However, as
already discussed in section 1.2, we expect that the conclusion of linear scattering as in the
theorem and important aspects of the underlying analysis extend to more general smooth
homogeneous acceptable equilibria, as in definition 1.1.
The statement of the theorem, in particular the crucial decay estimates (1.36), depend on
the fact that we work in dimension n= 3. The decay is faster in higher dimensions n⩾ 4
(making the result easier to obtain), but weaker and insufficient in dimension n= 2. This
is mainly due to dimension-dependent dispersive estimates like (1.27), and is in sharp
contrast with the periodic case x ∈ Tn.

(3) Nonlinear stability results onR3. Except for theorem 1.3, to the best of our knowledge, the
nonlinear stability of the Vlasov–Poisson system is only understood near one of two scen-
arios: vacuum [14, 18, 41, 51, 59] and a repulsive point charge [52, 53]. In both cases, the
comparatively slow decay of the electric field leads to convergence along logarithmically
modified linearized characteristics, a phenomenon known asmodified scattering. A similar
effect has recently also been identified near vacuum in the Vlasov–Maxwell system [11].

(4) Nonlinear Landau damping on Tn, and screened interactions. Nonlinear stability of
Penrose stable homogeneous equilibria on Tn was proven in the pioneering work [49] (see
also [7, 22] for refinements and simplifications), after earlier works [13, 35]. While the
linear analysis is comparatively simple in this setting, the crucial challenge for nonlinear
stability are so-called nonlinear echoes. Thanks to the fast decay due to phasemixing, these
can be overcome for sufficiently smooth (Gevrey) perturbations. This allows for exponen-
tial decay of the electric field, and global solutions that scatter linearly. In this context,
a high level of smoothness seems necessary, as some Sobolev perturbations can lead to
other stationary solutions [10, 46]. Recently, such a nonlinear stability result has also been
obtained for the ion equation [19]. We note that related mechanisms are involved in 2d
fluid mixing, e.g. near monotone shear flows [6, 37, 39, 48] or point vortices [38].
Such an analysis further extends to the screened case on R3 as investigated e.g. in [8, 29,
31], where analogues of the Penrose condition still hold. Since there are no resonances
in such settings, one can prove sufficiently rapid decay of the electric field for smooth
perturbations.

10
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(5) Connection with Euler–Poisson models. In the related case of warm plasmas, one uses
two-fluid instead of kinetic models. The counterpart to (1.1), corresponding to the elec-
tron dynamics, has similar dispersion relation as ω1 in (1.26) (the so-called ‘Langmuir or
Bohm–Gross’ waves), and was shown to be asymptotically stable (for irrotational data)
in [23, 26]. The work [9] emphasized a link between the kinetic and fluid model in the
linearized equation whose precise understanding and relevance for the nonlinear problem
is an exciting challenge.
The counterpart to Vlasov–Poisson with screened interactions, the ion equation, is more
involved and was obtained more recently in [27], while the full two-fluid models involving
both electrons and ions lead to new and interesting phenomena [24, 25, 40] whose kinetic
counterpart is not yet well-understood.

1.4. Organization

The rest of this paper is organized as follows. In section 2 we discuss the linear theory: we
provide a complete proof of theorem 1.2 and calculate explicitly the Green’s function asso-
ciated to a family of acceptable equilibria that generalize the Poisson equilibrium defined
in (1.33). In section 3 we outline the main ideas in the proof of theorem 1.3, following our
recent work [42].

2. Linear analysis: proof of theorem 1.2

In this section we prove theorem 1.2. We discuss first some explicit examples, the generalized
Poisson equilibria, and then prove the theorem in the general case.

2.1. The generalized Poisson equilibria

We consider the generalized Poisson equilibria

Mj(y) :=
cj

[1+ |y|2]1+j
, mj(r) :=

c′j
(1+ r2)j

, j ∈ {1,2, . . .},

where the constants cj, c ′j are chosen such thatˆ
R3

Mj(y)dy=
ˆ
R
mj(r)dr= 1.

We calculate first the associated kernels Kj defined as in (1.19).

Lemma 2.1. Let z := θ− i|ξ|. Then

Kj(ξ,θ) =−z−2
j−1∑
p=0

a( j)p

(
|ξ|
iz

)p

=− 1
z2

+
2i|ξ|
z3

+ . . . (2.1)

where the coefficients {a( j)p }0⩽p⩽j−1 are positive numbers defined recursively by

a(1)0 := 1, N( j+1) :=

j−1∑
k=0

a( j)k
2k(k+ 1)

,

a( j+1)
p :=

{
(p+1)2p−1

N( j+1)

∑j−1
k=p−1

1
2k(k+1)a

( j)
k , 1⩽ p⩽ j,

1, p= 0.

(2.2)

11
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In particular, we can compute the first few kernels:

K1(ξ,θ) =− 1
z2
, K2(ξ,θ) =− 1

z2
+

2i|ξ|
z3

, K3(ξ,θ) =− 1
z2

+
2i|ξ|
z3

+
2|ξ|2

z4
. (2.3)

Proof of lemma 2.1. We start by computing m̂j(s). When j= 1, we have the usual Poisson
kernel m̂1(s) = e−|s|. For j⩾ 2, the formula is obtained (up to a normalizing multiplicative
constant) by iterated convolution: m̂j+1 = c · m̂j ∗ m̂1. Letting ∗jm̂1(r) = Qj(|r|)e−|r| where Qj

is a polynomial of order j− 1, we find that, for x⩾ 0,

Qj+1(x)e
−x = e−x

ˆ 0

−∞
Qj(−y)e2ydy+ e−x

ˆ x

0
Qj(y)dy+ ex

ˆ ∞

x
Qj(y)e

−2ydy

= e−x {I−[Qj] + I0[Qj] + I+[Qj]}

and the action of the integral operators can easily be computed on a basis element. Indeed,
we notice that I−[xn] = (n/2)I−[xn−1] when n⩾ 1 and I±[1] = 1/2, while I+[xn] = xn/2+
(n/2)I+[xn−1], n⩾ 1. Thus

I−[x
n] =

n!
2n+1

, I0[x
n] =

xn+1

n+ 1
, I+[x

n] =
n∑

k=0

n!
k!2n+1−k

xk,

and we obtain the following recursive formula: if Qj =
∑j−1

p=0 d
( j)
p xp, then

Qj+1 =

j∑
p=0

d(j+1)
p xp, d(j+1)

p :=
2p

p!

j−1∑
k=p−1

k!
2k+1

d(j)k , p⩾ 1, d(j+1)
0 :=

j−1∑
k=0

k!
2k
d(j)k .

In particular, we observe that

Qj+1(0) = Q′
j+1(0) =

j−1∑
k=0

k!
2k
d(j)k .

Now, using the formula
ˆ ∞

0
t(t|ξ|)pe−t|ξ|e−itθdt= |ξ|p

ˆ ∞

0
tp+1e−itzdt= |ξ|p (p+ 1)!

(iz)p+2

we see that

ˆ ∞

t=0
tQj(t|ξ|)e−t|ξ|e−itθdt=−z−2

j−1∑
p=0

(p+ 1)!d(j)p

(
|ξ|
iz

)p

.

The conclusion of the lemma follows since m̂j(r) = Qj(|r|)e−|r|/Qj(0).

2.1.1. The regular Poisson kernel. We can see from (1.19) that the important function is the
Fourier transform ofK(1+K)−1. This can easily be computed from lemma 2.1 and the Fourier
formula (coming from the Cauchy integral whenever ℑ(ζ)> 0 and τ ⩾ 0)

ˆ ∞

−∞

eiτθdθ
θ− ζ

= 2π i eiτζ . (2.4)

12
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In the case of the regular Poisson equilibrium, we find that

K1(ξ,θ)

1+K1(ξ,θ)
=−1

2

(
1

θ− (1+ i|ξ|)
− 1

θ− (−1+ i|ξ|)

)
,

and, using the definition (1.19),

Ĝ1(ξ,τ) = δ0(τ)− 1[0,∞)(τ)e
−|ξ|τ sin(τ). (2.5)

In particular, we notice that

Ĝ1(ξ,τ) = e−τ |ξ| d
dτ

(
cos(τ)1[0,∞(τ)

)
. (2.6)

This second formula is important in nonlinear analysis, as explained in [42], as it allows us to
integrate by parts in τ in the integral (1.11) (after suitable localizations), to obtain a second
identity for the density ρ. This integration by parts in τ is analogous to the method of normal
forms. See lemma 3.1 for the precise identities.

2.1.2. The first generalized Poisson kernel. In view of (2.3) we have

K2(ξ,θ)

1+K2(ξ,θ)
=

ζ + 2|ξ|
ζ3 + ζ + 2|ξ|

, ζ = iz= |ξ|+ iθ.

Now, we see easily that the polynomial Q2(ζ) = ζ3 + ζ + 2|ξ| has one real root r0 < 0 and
two complex conjugate roots r1 = ρ+ iκ= r2, κ> 0. Identifying coefficients with symmetric
functions of the roots, we find that

r0 =−2ρ < 0, 1+ 3ρ2 = κ2, |ξ|= ρ+ 4ρ3. (2.7)

We can expand in partial fractions

ζ + 2|ξ|
ζ3 + ζ + 2|ξ|

=
−2α
ζ + 2ρ

+
α+ iβ

ζ − (ρ+ iκ)
+

α− iβ
ζ − (ρ− iκ)

,

where

1= 4ρα+ 2ρα− 2κβ, 2|ξ|=−2α(ρ2 +κ2)− 2ρ(2ρα+ 2κβ).

Since κ2 = 1+ 3ρ2 and |ξ|= ρ+ 4ρ3 we find

α=− 4ρ3

1+ 12ρ2
, β =− 1

2κ

(
1+

24ρ4

1+ 12ρ2

)
, (2.8)

and we arrive at the formula

K2(ξ,θ)

1+K2(ξ,θ)
=

2iα
θ− i(|ξ| − r0)

+
β− iα

θ− i(|ξ| − r1)
+

−β− iα
θ− i(|ξ| − r1)

.

Using (1.19) and the Cauchy integral formula (2.4), this gives

Ĝ2(ξ,τ) = δ0(τ)+ 1[0,∞)(τ)
[
2αe−(2ρ+|ξ|)τ − 2e−(|ξ|−ρ)τℜ

{
(α+ iβ)eiκτ

}]
.

Using (2.7) and (2.8) we can expand when |ξ| ≪ 1

ρ= |ξ|+O(|ξ|3), κ= 1+
3|ξ|2

2
+O(|ξ|4),

α=−4|ξ|3 +O(|ξ|5), β =−1
2
+

3
4
|ξ|2 +O(|ξ|4).

(2.9)
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2.1.3. The second generalized Poisson kernel. For the second generalized Poisson kernel,
we have, with z= θ− i|ξ| and ζ = iz= |ξ|+ iθ as before,

K3(ξ,θ) =− 1
z2

+
2i|ξ|
z3

+
2|ξ|2

z4
,

K3(ξ,θ)

1+K3(ξ,θ)
=

ζ2 + 2|ξ|ζ + 2|ξ|2

ζ4 + ζ2 + 2|ξ|ζ + 2|ξ|2
.

The polynomial Q3(ζ) := ζ4 + ζ2 + 2|ξ|ζ + 2|ξ|2 = ζ4 +(ζ + |ξ|)2 + |ξ|2 has two couples of
complex conjugate roots r1 = r2 = ρ1 + iκ1, r3 = r4 = ρ3 + iκ3, κ1,κ3 > 0. In addition, we
have that

ρ1 + ρ3 = 0, ρ21 +κ2
1 + 4ρ1ρ3 + ρ23 +κ2

3 = 1,

2ρ1(ρ
2
3 +κ2

3)+ 2ρ3(ρ
2
1 +κ2

1) =−2|ξ|, (ρ21 +κ2
1)(ρ

2
3 +κ2

3) = 2|ξ|2,

from which we deduce that

0< ρ := ρ1 =−ρ3, κ2
1 +κ2

3 − 2ρ2 = 1,

ρ(κ2
3 −κ2

1) =−|ξ| ρ4 + ρ2(κ2
1 +κ2

3)+κ2
1κ

2
3 = 2|ξ|2.

Therefore

2κ2
1 = 1+ 2ρ2 +

|ξ|
ρ

2κ2
3 = 1+ 2ρ2 − |ξ|

ρ
,

16ρ6 + 8ρ4 + ρ2(1− 8|ξ|2) = |ξ|2.
(2.10)

We now have the partial fraction decomposition

ζ2 + 2|ξ|ζ + 2|ξ|2

ζ4 + ζ2 + 2|ξ|ζ + 2|ξ|2
=
a+ ib
ζ − r1

+
a− ib
ζ − r1

+
c+ id
ζ − r3

+
c− id
ζ − r3

=
2aζ − 2(aρ+ bκ1)

(ζ − ρ)2 +κ2
1

+
2cζ − 2(−cρ+ dκ3)

(ζ + ρ)2 +κ2
3

,

and bringing to the same denominator gives

a+ c= 0, (a− c)ρ− (bκ1 + dκ3) =
1
2
,

a(−ρ2 +κ2
3)+ c(−ρ2 +κ2

1)+ 2ρ(−bκ1 + dκ3) = |ξ|,
(aρ+ bκ1)(ρ

2 +κ2
3)+ (−cρ+ dκ3)(ρ

2 +κ2
1) =−|ξ|2.

After algebraic simplifications and using also (2.10), we have

a+ c= 0, bκ1 + dκ3 = 2aρ− 1
2
, −a|ξ|+ 2ρ2(−bκ1 + dκ3) = |ξ|ρ

aρ(1+ 4ρ2)+ bκ1

[
2ρ2 +

ρ− |ξ|
2ρ

]
+ dκ3

[
2ρ2 +

ρ+ |ξ|
2ρ

]
=−|ξ|2.

Using the second and third identities, the last identity gives

aρ(1+ 4ρ2)+
(4ρ2 + 1)(4aρ− 1)

4
+

(a|ξ|+ ρ|ξ|)|ξ|
4ρ3

=−|ξ|2.

14
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Figure 1. The curves of poles for the first two generalized Poisson equilibria. As |ξ|
increases, the polesmove upwards, as indicated by themarks along the curves for sample
values of |ξ|.

Therefore

a= ρ(1+ 4ρ2)
ρ2 − |ξ|2

8ρ4(1+ 4ρ2)+ |ξ|2
, c=−a,

bκ1 =−1
4
+ aρ− |ξ|

4ρ
− a|ξ|

4ρ2
, dκ3 =−1

4
+ aρ+

|ξ|
4ρ

+
a|ξ|
4ρ2

.

(2.11)

Using also the formula (2.4), we deduce that

K3(ξ,τ)

1+K3(ξ,θ)
=

b− ia
θ− (κ1 + i(|ξ| − ρ))

− b+ ia
θ− (−κ1 + i(|ξ| − ρ))

+
d+ ia

θ− (κ3 + i(|ξ|+ ρ))
− d− ia

θ− (−κ3 + i(|ξ|+ ρ))
,

Ĝ3(ξ,τ) = δ0(τ)− 1[0,∞)(τ)
{
2e−(|ξ|−ρ)τℜ

{
(a+ ib)eiκ1τ

}
+ 2e−(ρ+|ξ|)τℜ{(−a+ id)eiκ3τ}

}
.

Finally, using (2.10) and (2.11) we can expand when |ξ| ≪ 1

ρ= |ξ| − 8|ξ|5 +O(|ξ|7), κ1 = 1+
|ξ|2

2
+O(|ξ|4), κ3 = |ξ| − 2|ξ|3 +O(|ξ|5),

a=−16|ξ|5 +O(|ξ|7), b=−1
2
+O(|ξ|2), d=−2|ξ|3 +O(|ξ|5).

(2.12)

See figure 1 for the graph of the curves of poles for some generalized Poisson equilibria.

2.1.4. Higher order generalized Poisson kernels. In general, it is more difficult to isolate the
poles of Kj(1+Kj)−1. However, using lemma 2.1 we see that

Kj(ξ,θ)
1+Kj(ξ,θ)

=

∑j−1
p=0 a

(j)
p |ξ|p(iz)j−1−p

(iz)j+1 +
∑j−1

p=0 a
(j)
p |ξ|p(iz)j−1−p

=

∑j−1
p=0 a

(j)
p |ξ|pζ j−1−p

ζ j+1 +
∑j−1

p=0 a
(j)
p |ξ|pζ j−1−p

,

where ζ = iz= |ξ|+ iθ. As before, let

Qj(ζ) := ζ j+1 +

j−1∑
p=0

a(j)p |ξ|pζ j−1−p = ζ j+1 + ζ j−1 + 2|ξ|ζ j−2 + . . . .

15
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It follows from Rouché’s theorem that if |ξ| ≪ 1 is small enough, the polynomial Qj has one
root around ζ =±i and j− 1 roots in the ball B(0,Cj|ξ|), for some constant Cj.

We can also prove that all these roots have real part strictly smaller than |ξ|, which allows
us to apply formula (2.4) to prove exponential decay (this follows from the fact that a( j)p ⩾ 0;
we give a more general proof in proposition 2.3). In addition, we can use the implicit function
theorem to study the branch of the root bifurcating from i and get that

ζ1 = |ξ|+ i

(
1+

3− a( j)2

2
|ξ|2
)
+O(|ξ|3), (2.13)

when |ξ| ≪ 1. We note that by construction 0⩽ a( j)2 < 3.

2.2. The general case

We consider now the case of general acceptable equilibria, as in definition 1.1, when the lin-
earized equation cannot be solved as explicitly. From (1.19), we see that we need to study the
kernel K, and using the notations above, we can express K in terms of a single holomorphic
function k:

K(ξ,θ) =
ˆ ∞

0
tm̂0(t|ξ|)e−itθdt=− i

|ξ|2

ˆ ∞

0
m̂ ′

0(s)e
−isθ/|ξ|ds=− 1

|ξ|2 k
(

θ

|ξ|

)
. (2.14)

Remark 2.2. In the case of the generalized Poisson equilibria, it follows from (2.3) that

k1(z) =−(1+ iz)−2, k2(z) =−(1+ iz)−2 − 2(1+ iz)−3,

k3(z) =−(1+ iz)−2 − 2(1+ iz)−3 − 2(1+ iz)−4.
(2.15)

It is apparent from the formula that k extends to a holomorphic function on the lower half-
plane H− := {z ∈ C : ℑz< 0}, which can easily be calculated using Fubini:

k(z) = i
ˆ ∞

0

(ˆ ∞

−∞
m ′

0(t)e
−is(t+z)dt

)
ds=

ˆ ∞

−∞

m ′
0(t)
t+ z

dt=−
ˆ ∞

−∞

m ′
0(t)
z− t

dt. (2.16)

This formula extends to the real axis using the Plemelj formula: for z= x+ iy,

1
z− t

=
x− t

(x− t)2 + y2
− i

y
|y|

|y|
(x− t)2 + y2

.

Therefore

lim
y→0, y<0

k(x+ iy) =−p.v.
ˆ ∞

−∞

m ′
0(t)
x− t

dt− iπm ′
0(x) =−πH(m ′

0)(x)− iπm ′
0(x), (2.17)

where H denotes the Hilbert transform on R. We start with a general useful criterion from
Penrose [54].

Proposition 2.3 (Penrose). Assume that m0 : R→ R is an even C3 function such that m0 is decreas-
ing on [0,∞) and m ′

0(t)(1+ t2) ∈ L∞(R). We define the function k :H− → C as in (2.16) and (2.17).
Then k is holomorphic on H− and continuous on H− ∪{∞} with k(∞) = 0. In addition, k(0) ∈

(−∞,0) and we have an expansion around 0,

k(z) = k(0)− iπm ′ ′
0 (0)z+O(|z|2). (2.18)

Moreover, k(H−)⊆ C \ [0,∞) and k satisfies the functional equation

k(−z) = k(z). (2.19)

In particular, if ξ ≠ 0 and θ ∈H− then

1+K(ξ,θ) ̸= 0. (2.20)
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Proof of proposition 2.3. Direct inspection of (2.16) leads to (2.19). In addition, since m ′
0(0) = 0,

the imaginary part of k(0) vanishes and we find that

k(0) =− lim
ε→0

ˆ
|t|⩾ε

m ′
0(t)
−t dt=

ˆ
R

m ′
0(t)
t

dt< 0, (2.21)

since m ′
0 is odd and negative on [0,∞). Moreover, if z= x+ iy, y< 0, and m ′

0(t) = At1[−1,1](t)+ t2B(t),
A= m ′ ′

0 (0), with B odd satisfying |B ′(t)|≲ 1 if |t|⩽ 1, then

∣∣k(z)− k(0)+ iπm ′ ′
0 (0)z

∣∣= ∣∣∣ˆ
R

m ′
0(t)
t− z

dt−
ˆ
R

m ′
0(t)
t

dt+ iπm ′ ′
0 (0)z

∣∣∣
= |z|

∣∣∣ˆ
R

m ′
0(t)

(t− z)t
dt+ iπm ′ ′

0 (0)
∣∣∣

⩽ |z|
∣∣∣ˆ 1

−1

A
t− x− iy

dt+ iπA
∣∣∣+ |z|

∣∣∣ˆ
R

t2B(t)
(t− z)t

− t2B(t)
t2

dt
∣∣∣

≲ |z|2.

(2.22)

This proves (2.18).
The definition shows easily that lim|z|→∞, z∈H−

k(z) = 0. Let C denote the image of ∂H− under k

(see figure 3). This is a continuous curve, C1 except at k(∞) = 0. We see from (2.17) that the only other
place where the curve crosses the real axis is at the minimum, z= 0, where k(0)< 0. Let x> 0 be any
positive real number. From the considerations above, the index of x with respect to C is 0, thus

0= Indx(C) =
1

2π i

ˆ
C

dz
z− x

=
1

2π i

ˆ
∂H−

k′(ζ)

k(ζ)− x
dζ.

On the other hand, by contour deformation (the so-called ‘argument principle’) it is easy to see that if f
is meromorphic inside a domain D bounded by a curve C, then

1
2π i

ˆ
C

f′(z)
f(z)

dz=−Z+P=−#{f = 0}+#{f =∞}.

Applying this on C bounding H− to f(z) = k(z)− x, which has no pole in H−, we see that it also never
vanishes in H−.

In order to prove exponential decay we need to extend the function k to parts of the upper
half plane. For this we recall that m0 extends to an analytic function m0 :Dϑ → C with Dϑ as
in (1.13), see also figure 2. Using the Plemelj formula, we see that we can also extend k to a
holomorphic function on Dϑ,

k(z) =


−
´∞
−∞

m ′
0 (t)
z−t dt if z ∈ Dϑ ∩H−,

−πH(m ′
0)(x)− iπm ′

0(x) if z= x ∈ R,
−
´∞
−∞

m ′
0 (t)
z−t dt− 2iπm ′

0(z) if z ∈ Dϑ ∩H+.

(2.23)

We will need some further bounds.

17
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Figure 2. An overview of the integration contours and poles in the proof of theorem 1.2.

Lemma 2.4. The function k defined in (2.23) is analytic in Dϑ and satisfies the functional equations

k(−z) = k(z), k(z)− k(z) =−2iπm ′
0(z), z ∈ Dϑ. (2.24)

Moreover, with k(0)< 0 defined as in (2.21), we have the following expansion

k(z) = k(0)− iπm ′ ′
0 (0)z+O(|z|2), z ∈ Dϑ, |z|⩽ 1. (2.25)

We also have an expansion of k at ∞ in a smaller region: there is ϑ ′ ∈ (0,ϑ) such that we can
decompose

k(z) = keff(z)− iπm′
0(z), z ∈ Dϑ′ .

The function keff :Dϑ ′ → C is analytic, satisfies the identities

keff(z) = keff(−z) = keff(z) for z ∈ Dϑ ′ , (2.26)

and has the expansion

keff(z)− z−2 = O(|z|−d−1 + |z|−4 log |z|),

|z|j
∣∣∂jz[keff(z)− z−2]

∣∣≲j (|z|−d−1 + |z|−4 log |z|),
(2.27)

if z ∈ Dϑ ′ , |z|⩾ 4, and j⩾ 1. In addition, in the thin-tail case we have the more precise expansion

keff(z)− z−2 − 3a2z
−4 = Od(|z|−d−1 + |z|−6 log |z|),

|z|j
∣∣∂jz[keff(z)− z−2 − 3a2z

−4]∣∣≲d,j (|z|−d−1 + |z|−6 log |z|),
(2.28)

where, as before,

a2 =
ˆ
R
t2m0(t)dt.

Remark 2.5. The formulas (2.3) show that

k1(z) =
z2 − 1

(1+ z2)2
+ i

2z
(1+ z2)2

, k2(z) =
z4 + 6z2 − 3
(1+ z2)3

+ i
8z

(1+ z2)3
,

where the first term corresponds to keff and the second term corresponds to −iπm ′
0(z).

18
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Proof of lemma 2.4. The analyticity of the function k and the identities (2.24) follow directly from
the definition (2.23). The validity of the expansion (2.25) follows as in (2.22).

To prove the expansion at infinity we define

keff(z) := k(z)+ iπm ′
0(z). (2.29)

The identities (2.24) show that, for any z ∈ Dϑ

keff(−z)− keff(z) = 0, keff(z)− keff(z) = 0.

The identities (2.26) follow. Using the formulas (2.23), for z ∈ Dϑ ′ ∩H−, |z|⩾ 3, we calculate

keff(z) =−
ˆ ∞

−∞

m′
0(t)
z− t

dt+ iπm′
0(z) =−

ˆ ∞

0

2tm′
0(t)

z2 − t2
dt+ iπm′

0(z).

Assume that z= x+ iy, x⩾ 2, −|x|/8⩽ y< 0, and decompose

keff(z) = I1(z)+ I2(z)+ I3(z),

I1(z) :=
ˆ x/2

0

2tm ′
0(t)

t2 − z2
dt, I2(z) :=

ˆ ∞

2x

2tm ′
0(t)

t2 − z2
dt,

I3(z) :=
ˆ 2x

x/2

2tm ′
0(t)

t2 − z2
dt+ iπm ′

0(z).

(2.30)

Since |m ′
0(t)|≲ (1+ t)−d−1,

´∞
0 −2tm ′

0(t)dt=
´
Rm0(t)dt= 1, and x≈ |z| we can expand

I1(z) =
ˆ x/2

0

2tm′
0(t)

−z2 dt+O
(
|z|−4

ˆ x/2

0
(1+ t)3|m′

0(t)|dt
)

=
−1
z2

ˆ ∞

0
2tm′

0(t)dt+O
(
|z|−4[log |z|+ |z|−d+3]

)
=

1
z2

+O
(
|z|−4[log |z|+ |z|−d+3]

)
,

|I2(z)|≲
ˆ ∞

2x

t|m′
0(t)|
t2

dt≲ x−d−1 ≲ |z|−d−1,

|I3(z)|≲
∣∣∣ˆ 2x

x/2

tm′
0(t)

t+ x+ iy
t− x

(t− x)2 + y2
dt
∣∣∣+ ˆ 2x

x/2

t|m′
0(t)|
x

|y|
(t− x)2 + y2

dt+ |m′
0(z)|

≲ |z|−d−1.

The desired expansion (2.27) follows uniformly when z ∈ Dϑ ∩H−. We then use the identities (2.26)
to prove the validity of the expansion for all z ∈ Dϑ. Finally, we use the Cauchy integral formula to prove
the bounds in (2.27) for the derivatives ∂jz(keff(z)− z−2).

The more precise expansion (2.28) follows in the same way, by extracting one more term from the
integral I1(z).

2.3. Proof of theorem 1.2(i)

The formulas (1.19) and (2.14) show that

Ĝ(ξ,τ)− δ0(τ) =−1[0,∞)(τ)
1
2π

ˆ
R

K(ξ,θ)
1+K(ξ,θ)

eiθτ dθ

= 1[0,∞)(τ)
|ξ|
2π

ˆ
R

k(θ)
|ξ|2 − k(θ)

eiθ(τ |ξ|) dθ.
(2.31)

For high frequencies |ξ|⩾ r0/2 it follows from proposition 2.3 that
∣∣|ξ|2 − k(θ)

∣∣≳ 1 for any
θ ∈ R and it follows from lemma 2.4 that |k| → 0 as |z| →∞ inDϑ ′ . Therefore we can move the
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Figure 3. The curve k(Γ+
γ ) for various values of γ for the first generalized Poisson

equilibrium k2.

contour of integration to the line θ ∈ iγ0 +R, for γ0 > 0 sufficiently small (to get the exponential
decay), and the bounds (1.21) follow easily.

2.4. Proof of theorem 1.2(ii)

We consider now the harder case of low frequencies |ξ| ≪ 1. We would still like to use the
formula (2.31). However, the function z→ |ξ|2 − k(z) vanishes at two points ζ and −ζ close to
the real axis (see figure 3 above). Our goal is to move the contour of integration to the boundary
of an angular sector in H+ (in order to gain the exponential factor in front of the error term El)
and quantify the contributions of the residues.

To make the bounds precise, we use the expansions in lemma 2.4 and fix a constant A⩾ 1
such that for any z ∈ Dϑ we have

|k(z)|⩽ A(1+ |z|)−2,

|k(z)− 1/z2|+ |m ′
0(z)|⩽ A[|z|−d−1 + |z|−4 log(|z|)], if |ℜz|⩾ 4.

(2.32)

Since k(R)⊆ C \ [0,∞) (due to proposition 2.3) there is a small constant γ∗ ∈ (0,ϑ/10)
such that

|k(w)− b|⩾ γ∗ for any b ∈ [0,∞) and w ∈ {z ∈ C : |ℜz|⩽ 10A, |ℑz|⩽ γ∗}. (2.33)

We will prove the following lemma:

Lemma 2.6.(i) There are small numbers γ1,r1 > 0 (depending only on the constants A and γ∗ fixed
earlier) such that if r ∈ (0,r1] then the function

z→ r2 − k(z) (2.34)
vanishes (of order 1) at exactly two points ζ(r) and −ζ(r) in the region Dγ1 . Moreover

|r2 − k(z)|≳ r2 + |z|−2 if z ∈ D2γ1 \Dγ1/2. (2.35)

(ii) For any r ∈ (0,r1] and a⩾ 1 we have

|ζ(r)− 1/r|≲ rd−2 + r log(1/r) and ra
∣∣∂ar [ζ(r)− 1/r]

∣∣≲a r
d−2 + r log(1/r). (2.36)

Moreover, in the thin-tail case we have the more precise expansion

|ζ(r)− 1/r− 3a2r/2|≲d r
d−2 + r3 log(1/r),

ra
∣∣∂ar [ζ(r)− 1/r− 3a2r/2]

∣∣≲d,a r
d−2 + r3 log(1/r), a⩾ 1,

(2.37)

where a2 is defined as in (1.16).
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Figure 4. The trapezoid T r used via Rouché’s theorem in the proof of lemma 2.6.

(iii) In addition, letting ζ = ζ1 + iζ2, we have

|ζ1(r)− 1/r|≲ rd−2 + r log(1/r),
∣∣∣ζ2(r)+ πm ′

0(ζ1(r))
2r3

∣∣∣≲ (r+ rd−1)|ζ2(r)|. (2.38)

In particular, ζ2(r)≈−m ′
0(ζ1(r))r

−3 > 0.

Proof. (i) The implied constants in this lemma may depend only on the constants d− 1> 0, A, and γ∗.
We set γ1 := γ∗(1+ 10A)−1 and r1 = r1(A,γ

∗) sufficiently small.
Using (2.32) we have

|r2 − k(z)|≳ r2 + |z|−2 if r ∈ (0,r1], z ∈ D2γ1 ,and |ℜz| /∈ [1/(2r),2/r]. (2.39)

To analyze the remaining region we would like to use Rouché’s theorem in the trapezoid T r := {z ∈
D2γ1 : ℜz ∈ [1/(2r),2/r]}—see figure 4. Let g(z) := r2 − z−2. Using (2.32) we have∣∣g(z)− (r2 − k(z))

∣∣⩽ A
(
|z|−3 + |z|−d−1)⩽ 20A(r3 + rd+1), if z ∈ T r.

On the other hand, if z ∈ D2γ1 \Dγ1/2 then

|g(z)|⩾ r|r− z−1|⩾ (r2/4)|rz− 1|⩾ γ1r
2/20.

The function g vanishes (of order 1) at exactly one point z= 1/r ∈ T r. Therefore, the conclusions in part
(i) follow using Rouché’s theorem in the trapezoid T r, the bounds (2.39), and the identity k(−z) = k(z)
in (2.24).

(ii) We analyze now the dispersion curve ζ(r) ∈ T r defined by the identity

r2 = k(ζ(r)). (2.40)

To prove the estimates (2.36) we decompose

ζ(r) = (1+ δ(r))/r, k(z) = z−2(1+ L(z)).

The equation k(ζ(r)) = r2 becomes

2δ(r)+ δ(r)2 = L((1+ δ(r))/r). (2.41)
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The function L is analytic in the region {z ∈ Dϑ ′ : |ℜz|⩾ 10A} and satisfies

|z|j
∣∣∂jzL(z)∣∣≲j |z|−d+1 + |z|−2 log |z|, j⩾ 0, (2.42)

in this region, using lemma 2.4 and the Cauchy integral formula. A simple fixed point argument then
shows that the equation (2.41) admits a unique solution δ(r) with |δ(r)|≲ rd−1 + r2 log(1/r). The full
estimates (2.36) then follow using again (2.41), (2.42) and taking r∂r derivatives.

The bounds (2.37) are similar. Indeed, in the thin tail case, we decompose

ζ(r) =
1+ 3a2r2/2+ δ2(r)

r
k(z) = z−2(1+ 3a2z

−2 + L2(z)),

and the equation k(ζ(r)) = r2 becomes

2δ2(r)+ 3a2r
2δ2(r)+ δ2(r)

2 + 9a22r
4/4= L2(ζ(r))+ 3a2[ζ(r)

−2 − r2]. (2.43)

The function L2 is analytic in the region {z ∈ Dϑ : |ℜz|⩾ 10A} and satisfies

|z|j
∣∣∂jzL2(z)∣∣≲j |z|−d+1 + |z|−4 log |z|, j⩾ 0, (2.44)

in this region, due to (2.28). Since we already know that |δ2(r)|≲ r it follows from (2.43) that |δ2(r)|≲d

rd−1 + r4 log(1/r). The bounds (2.37) follow from (2.43) and (2.44), by taking r∂r derivatives.
(iii) To prove (2.38) we start from the defining identity (2.40) and rewrite it in the form

r2 = keff(ζ1(r)+ iζ2(r))− iπm′
0(ζ1(r)+ iζ2(r))

= keff(ζ1(r))+ iζ2(r)∂zk
eff(ζ1(r))− iπm′

0(ζ1(r))+O(|ζ2(r)|(r4 + rd+2),

using the decomposition k= keff− iπm ′
0 in lemma 2.4 and the bounds |ζ2(r)|≲ 1+ rd−2 proved in part

(ii). Taking real and imaginary parts, it follows that∣∣r2 − keff(ζ1(r))
∣∣≲ |ζ2(r)|(r4 + rd+2),∣∣ζ2(r)∂zkeff(ζ1(r))−πm ′

0(ζ1(r))
∣∣≲ |ζ2(r)|(r4 + rd+2).

(2.45)

We can now use the expansion keff(ζ1(r)) = 1/(ζ1(r))−2 +O(rd+1 + r4 log(1/r)) in (2.27) to prove the
bounds on |ζ1(r)− 1/r| in (2.38). Then we expand ∂zkeff(ζ1(r)) =−2r3 +O(r4 + rd+2) to derive the
bounds on ζ2(r) in (2.38).

2.4.1. Conclusion of the proof. We are now ready to complete the proof of the first main
theorem. We start from the formula (2.31), transfer the contour of integration to the lines Γ−

γ1
∪

Γ+
γ1
and use the residue formula (see figure 2). The result is

Ĝ(ξ,τ)− δ0(τ) = 1[0,∞)(τ)
|ξ|
2π

ˆ
R

k(θ)
|ξ|2 − k(θ)

eiθ(τ |ξ|) dθ

= 1[0,∞)(τ)|ξ|
{ 1
2π

ˆ
Γ−
γ1

∪Γ+
γ1

k(θ)
|ξ|2 − k(θ)

eiθ(τ |ξ|) dθ+ i resζ(|ξ|)H|ξ|,τ + i res−ζ(|ξ|)H|ξ|,τ

}
= I1(|ξ|, τ)+ I2(|ξ|, τ),

(2.46)

where

Hr,τ (z) :=
k(z)

r2 − k(z)
eiz(τr),

I1(r, τ) = 1[0,∞)(τ)
r
2π

ˆ
Γ−
γ1

∪Γ+
γ1

k(θ)
r2 − k(θ)

eiθ(τr) dθ,

I2(r, τ) := 1[0,∞)(τ)r
[
iresζ(r)Hr,τ + ires−ζ(r)Hr,τ

]
.

(2.47)
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Step 1. The function I1 generates the error term El in (1.22). To obtain additional smallness
as r→ 0 we notice thatˆ

Γ−
γ1

∪Γ+
γ1

θ−2

r2 − θ−2 e
iθ(τr) dθ ≡ 0

if τ ⩾ 0 and r> 0. This is because the integrand is analytic in H+, so one can freely move the
contour of integration to infinity. Therefore, as in [9],

I1(r, τ) = 1[0,∞)(τ)
r
2π

ˆ
Γ−
γ1

∪Γ+
γ1

[ k(θ)
r2 − k(θ)

− θ−2

r2 − θ−2

]
eiθ(τr) dθ

= 1[0,∞)(τ)
r
2π

ˆ
Γ−
γ1

∪Γ+
γ1

r2[k(θ)− θ−2]

(r2 − k(θ))(r2 − θ−2)
eiθ(τr) dθ.

(2.48)

We define the function

Q(r,z) :=
r2[k(z)− z−2]

(r2 − k(z))(r2 − z−2)
. (2.49)

The function is analytic in z in the region D2γ1 \Dγ1/2 and satisfies the bounds

|Q(r,z)|≲ r2[(1+ |z|)−d−1 +(1+ |z|)−4 log(2+ |z|)]
(r2 + |z|−2)(r2 + |z|−2)

≲ r2[(1+ |z|)−d+3 + log(2+ |z|)]
(1+ r2|z|2)2 .

(2.50)

Taking r∂r or z∂z derivatives preserves these bounds in a slightly smaller region (due to the
Cauchy integral formula),

|(r∂r)a(z∂z)bQ(r,z)|≲a,b
r2[(1+ |z|)−d+3 + log(2+ |z|)]

(1+ r2|z|2)2 , (2.51)

for r ∈ (0,r1] and z ∈ D3γ1/2 \D2γ1/3.
We can now estimate the integrals I1. We use (2.48) and (2.50) and notice that |eiθ(τr)|≲

e−γ1τr for θ ∈ Γ−
γ1
∪Γ+

γ1
. Thus

|I1(r, τ)|≲ 1[0,∞)(τ)e
−γ1τrr

ˆ
R

r2[(1+ |x|)−d+3 + log(2+ |x|)]
(1+ r2|x|2)2 dx

≲ 1[0,∞)(τ)e
−γ1τr · [r2 log(1/r)+ rd−1].

Taking r∂r and τ∂τ derivatives does not change the bounds, since one can use (2.51) instead
of (2.50) and integrate by parts in θ when the derivative hits the exponential eiθ(τr). This com-
pletes the proof for the bounds on the El term in (1.23).

The analysis in the thin-tail case is similar, except that we correct with the function θ−2 +

3a2θ−4 instead of the function θ−2, leading to the stronger bounds in (1.25).
Step 2. We examine now the function I2. With ζ = ζ1 + iζ2 we calculate

resζ(r)Hr,τ =
k(ζ(r))

−k′(ζ(r))
eiτrζ(r) =

−k(ζ(r))
k′(ζ(r))

eiτrζ1(r)e−τrζ2(r).

In view of (2.24), we have k(−z) = k(z) and k ′(−z) =−k ′(z). Therefore

res−ζ(r)Hr,τ =
k(−ζ(r))

−k′(−ζ(r))
e−iτrζ(r) =

k(ζ(r))

k′(ζ(r))
e−iτrζ1(r)e−τrζ2(r).

Using the definition (2.47) we have

I2(r, τ) = 1[0,∞)(τ)ℜ
{
i
−2rk(ζ(r))
k′(ζ(r))

eiτrζ1(r)e−τrζ2(r)
}
= 1[0,∞)(τ)ℜ

{
i(1+ml(r))e

iτω(r)},
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where

ω(r) := rζ(r) = rζ1(r)+ irζ2(r), ml(r) :=
−2rk(ζ(r))
k ′(ζ(r))

− 1. (2.52)

This agrees with the second term in the main identity (1.22). The bounds (1.24) and (1.26) fol-
low from (2.36)–(2.38). The bounds onml in (1.23) and (1.25) follow using also the expansions
in lemma 2.4. This completes the proof of theorem 1.2.

3. Nonlinear asymptotic stability: proof of theorem 1.3

In this section we discuss some of the main ideas in the proof of theorem 1.3 regarding stability
of the Poisson equilibrium (1.33), following our paper [42].

3.1. The main decomposition and the bootstrap argument

We recall first our main equations. The perturbation f satisfies the Vlasov–Poisson system

(∂t+ v ·∇x) f+E ·∇vM1 +E ·∇vf = 0,

E :=∇x∆
−1
x ρ, ρ(x, t) :=

ˆ
R3

f(x,v, t)dv.
(3.1)

We introduce the ‘backwards characteristics’ of this system, which are the functions X,V :

R3 ×R3 ×I2
T → R3 obtained by solving the ODE system

∂sX(x,v,s, t) = V(x,v,s, t), X(x,v, t, t) = x,

∂sV(x,v,s, t) = E(X(x,v,s, t),s), V(x,v, t, t) = v,
(3.2)

where I2
T = {(s, t) ∈ [0,T]2 : s⩽ t}. These equations (1.3) yield the reproducing formulas

X(x,v,s, t) = x− (t− s)v+
ˆ t

s
(τ − s)E(X(x,v, τ, t), τ)dτ,

V(x,v,s, t) = v−
ˆ t

s
E(X(x,v, τ, t), τ)dτ.

(3.3)

The main equation (3.1) gives

ρ(x, t)+
ˆ t

0

ˆ
R3

(t− s)ρ(x− (t− s)v,s)M1(v)dvds=N (x, t), (3.4)

for any (x, t) ∈ R3 × [0,T], where

N (x, t) :=N1(x, t)+N2(x, t),

N1(x, t) :=
ˆ
R3

f0(X(x,v,0, t),V(x,v,0, t))dv,

N2(x, t) :=
ˆ t

0

ˆ
R3

{
E(x− (t− s)v,s) ·∇vM1(v)

−E(X(x,v,s, t),s) ·∇vM1(V(x,v,s, t))
}
dvds.

(3.5)

In our case, when M1 is the Poisson equilibrium, the Volterra equation (3.5) can be solved
explicitly, using the Green’s function G= G1 calculated in (2.5). We have

ρ̂(ξ, t) = N̂ (ξ, t)−
ˆ t

0
N̂ (ξ,τ)e−(t−τ)|ξ| sin(t− τ)dτ. (3.6)
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We examine the definitions (3.5) and write N in the form

N (x, t) =
ˆ
R3

h(x− tv,v, t)dv, (3.7)

for a suitable real-valued function h. For nonlinear analysis we need two alternative formulas:

Lemma 3.1 ([42, lemma 2.1]). With the notation above, if f is a regular solution of the Vlasov–Poisson
system (3.1) on the time interval [0,T] then we have two alternative expressions:

ρ(x, t) = R∗[h](x, t)+ℜ
{
e−itT∗[h](x, t)

}
, ∗ ∈ {I, II},

where the linear operators RI,TI,RII,TII are defined by

R̂I[h](ξ, t) :=
ˆ
R3

e−it⟨v,ξ⟩ĥ(ξ,v, t)dv,

T̂I[h](ξ, t) :=−i
ˆ t

0

ˆ
R3

eise−(t−s)|ξ|e−is⟨v,ξ⟩ĥ(ξ,v,s)dvds,

(3.8)

and

R̂II[h](ξ, t) :=
ˆ
R3

(|ξ| − i⟨v, ξ⟩)2

1+(|ξ| − i⟨v, ξ⟩)2 e
−it⟨ξ,v⟩ĥ(ξ,v, t)dv,

T̂II[h](ξ, t) := e−t|ξ|
ˆ
R3

1
1−⟨v, ξ⟩− i|ξ| ĥ(ξ,v,0)dv

+

ˆ t

0

ˆ
R3

eis

1−⟨v, ξ⟩− i|ξ|e
−(t−s)|ξ|e−is⟨v,ξ⟩∂̂sh(ξ,v,s)dvds.

(3.9)

The two representations follow easily from (3.6) and (3.7), using the identity (1.29) and
integration by parts in s for the second representation.

Lemma 3.1 leads to a natural decomposition of the density ρ into a ‘static’ component ρstat

and an ‘oscillatory’ component ℜ(e−itρosc). The corresponding decomposition of the electric
field claimed in (1.36) follows by setting E∗ :=∇∆−1ρ∗, ∗ ∈ {osc,stat}. We will control both
of these components using a bootstrap argument and different norms.

The more subtle issue is whether to use the first representation (3.8) or the second represent-
ation (3.9) to recover the density ρ. Ideally, we would like to use the second representation, for
two reasons: (1) the static term RII contains an additional favorable factor at low frequencies,
compared to the term RI, and (2) the derivative ∂sh of the ‘profile’ h is expected to be smaller
than the profile itself.

However, the second representation contains the potentially small denominator 1−⟨v, ξ⟩−
i|ξ|, coming from the normal form. To avoid the associated singularity, our basic idea is to use
the first representation when this denominator is small (essentially

∣∣1−⟨v, ξ⟩− i|ξ|
∣∣≲ 1) and

then use the second representation when the denominator is large.

3.1.1. Dyadic decomposition of the nonlinearity. To implement this idea, we need to decom-
pose dyadically the nonlinear terms in (3.5) in frequency, velocity space, and time. For this we
fix an even smooth function φ : R→ [0,1] supported in [−8/5,8/5] and equal to 1 in [−5/4,5/4],
and define

φk(x) := φ(|x|/2k)−φ(|x|/2k−1), φ⩽k(x) := φ(|x|/2k), φ⩾k(x) := 1−φ(x/2k−1), (3.10)

for any k ∈ Z and x ∈ Rd, d⩾ 1. Let Pk, P⩽k, and P⩾k denote the operators on R3 defined by the
Fourier multipliers φk, φ⩽k, and φ⩾k respectively, and let φ̃0 = φ⩽0 and φ̃j = φj if j⩾ 1.
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We examine the nonlinearitiesN1 andN2 and define the functions L1,j : R3 ×R3 × [0,T]→ R
and L2,j : R3 ×R3 ×I2

T → R by

L1,j(x,v, t) := φ̃j(v) · f0(X(x+ tv,v,0, t),V(x+ tv,v,0, t)),

L2,j(x,v,s, t) := E(x,s) ·M ′
j (v)−E(X(x+(t− s)v,v,s, t),s) ·M ′

j (V(x+(t− s)v,v,s, t)),
(3.11)

where j ∈ Z+ andM ′
j (v) := φ̃j(v)∇vM1(v). Then for any j ∈ Z+ and k ∈ Zwe define the functions

L1,j,k : R3 ×R3 × [0,T]→ R and L2,j,k : R3 ×R3 ×I2
T → R by

L1,j,k(x,v, t) := PkL1,j(x,v, t), L2,j,k(x,v,s, t) := PkL2,j(x,v,s, t), (3.12)

where the projections Pk apply in the x variable. It follows from (3.5) that

N1 =
∑

j∈Z+, k∈Z
N1,j,k, N1,j,k(x, t) :=

ˆ
R3

L1,j,k(x− tv,v, t)dv,

N2 =
∑

j∈Z+, k∈Z
N2,j,k, N2,j,k(x, t) :=

ˆ t

0

ˆ
R3

L2,j,k(x− (t− s)v,v,s, t)dvds.

(3.13)

Finally, we define

h1,j,k(x,v, t) := L1,j,k, h2,j,k(x,v, t) :=
ˆ t

0
L2,j,k(x+ sv,v,s, t)ds,

R∗
a,j,k := R∗[ha,j,k], T∗a,j,k := T∗[ha,j,k],

(3.14)

for a ∈ {1,2}, ∗ ∈ {I, II}, j ∈ Z+, k ∈ Z, where the operators RI,TI,RII,TII are defined in (3.8)
and (3.9).

We are now ready to complete our main decomposition. We define the sets

AI :=
{
( j,k,m) ∈ Z+ ×Z×Z+ : m< δ−4or j> 19m/20or k+ j+ δm/3> 0

}
,

AII :=
{
( j,k,m) ∈ Z+ ×Z×Z+ : m⩾ δ−4and j⩽ 19m/20and k+ j+ δm/3⩽ 0

}
,

(3.15)

where δ ∈ (0,1/100] is a small parameter. We have thus established the following full decom-
position of the density ρ:

Lemma 3.2 ([42, corollary 2.3]). Assume that f : R3 ×R3 × [0,T]→ R is a regular solution of the
system (1.2) and define the function ρ as before. Then we can decompose

ρ= ρstat+ℜ
{
e−itρosc

}
, (3.16)

where, with the definitions above,

ρstat = ρstat1,I + ρstat1,II+ ρstat2,I + ρstat2,II,

ρosc = ρosc1,I + ρosc1,II+ ρosc2,I + ρosc2,II,
(3.17)

where for a ∈ {1,2} and ∗ ∈ {I, II} we define

ρstata,∗(x, t) :=
∑

( j,k,m)∈A∗
φ̃m(t)R

∗
a,j,k(x, t), (3.18)

ρosca,∗(x, t) :=
∑

( j,k,m)∈A∗
φ̃m(t)T

∗
a,j,k(x, t). (3.19)

The main point of this decomposition is that we are able to prove stronger control of the
low frequencies of the stationary component ρstat compared to the time-oscillatory component
ρosc. See proposition 3.3 below.
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3.1.2. Norms and the bootstrap proposition. We are now ready to define our main norms
and state the main bootstrap proposition. Let BT denote the space of continuous functions on
R3 × [0,T] defined by the norm

∥ f∥BT : = sup
t∈[0,T]

∥f(t)∥B0
t
,

∥ f(t)∥B0
t
: = sup

k∈Z

{
⟨t⟩3∥Pkf(t)∥L∞ + ∥Pkf(t)∥L1

}
.

(3.20)

Assume that δ ∈ (0,1/100] is a small parameter and define the norms

∥ f∥Statδ := ∥⟨t⟩1−2δ⟨∇x⟩f(t)∥BT ,

∥ f∥Oscδ := ∥⟨t⟩−δf(t)∥BT + ∥⟨t⟩1−2δ∇x,tf(t)∥BT .
(3.21)

We are now ready to state our main bootstrap proposition:

Proposition 3.3 ([42, proposition 2.4]). There exist 0< ε≪ 1, δ ∈ (0, 1
100 ] such that the following

is true:
Assume that f : R3 ×R3 × [0,T]→ R is a regular solution of the system (1.2) for some T> 0 with

initial data f(0) = f0 : R3 ×R3 → R satisfying the smallness condition∑
|α|+|β|⩽1

∥∥∥⟨v⟩4.5∂α
x ∂

β
v f0(x,v)

∥∥∥
L∞x L∞v

+
∥∥∥⟨v⟩4.5∂α

x ∂
β
v f0(x,v)

∥∥∥
L1xL

∞
v

⩽ ε0 ⩽ ε. (3.22)

Assume the associated density ρ decomposes as ρ= ρstat+ℜ{e−itρosc} as in lemma 3.2, such that
∥ρstat∥Statδ + ∥ρosc∥Oscδ ⩽ ε1, (3.23)

for some 0< ε1 ⩽ ε
3/4
0 . Then the functions ρstat and ρosc satisfy the improved bounds

∥ρstat∥Statδ + ∥ρosc∥Oscδ ≲ ε0. (3.24)

Proposition 3.3 is the main quantitative result in the paper [42] and can be used to easily
imply the main result theorem 1.3.

3.2. Bounds on the nonlinear characteristics

The backward characteristic functions X and V play a key role in the nonlinear analysis. To
measure the deviation of the characteristic flow from the free flow we define the functions
Ỹ,W̃ : R3 ×R3 ×I2

T → R3 by

Ỹ(x,v,s, t) := X(x+ tv,v,s, t)− x− sv,

W̃(x,v,s, t) := V(x+ tv,v,s, t)− v.
(3.25)

The definitions (3.2) show that Ỹ(x,v, t, t) = 0,W̃(x,v, t, t) = 0 and

W̃(x,v,s, t) =−
ˆ t

s
E(x+ τv+ Ỹ(x,v, τ, t), τ)dτ,

Ỹ(x,v,s, t) =
ˆ t

s
(τ − s)E(x+ τv+ Ỹ(x,v, τ, t), τ)dτ.

(3.26)

Moreover, for any s, t ∈ [0,T] and x,v ∈ R3 we have

∂sỸ(x,v,s, t) = W̃(x,v,s, t), Ỹ(x,v,s, t) =−
ˆ t

s
W̃(x,v, τ, t)dτ. (3.27)
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The decomposition ρ= ρstat+ℜ{e−itρosc} in lemma 3.2 induces a natural decomposition of
the electric field

E(t) = Estat(t)+ℜ{e−itEosc(t)},

Estat(t) : = (∇x∆
−1
x ρstat)(t), Eosc(t) := (∇x∆

−1
x ρosc)(t).

(3.28)

The bootstrap assumptions (3.23) induce natural bounds on the electric field components Estat

and Eosc, of the form

∥Estat(t)∥L∞ ≲ ε1⟨t⟩−3+2δ, ∥∇xE
stat(t)∥L∞ ≲ ε1⟨t⟩−4+2δ ln(2+ t), (3.29)

and

∥Eosc(t)∥L∞ ≲ ε1⟨t⟩−2+δ, ∥∇x,tE
osc(t)∥L∞ ≲ ε1⟨t⟩−3+2δ, (3.30)

for any t ∈ [0,T]. The identities (3.26) and (3.27) can then be used to prove the following point-
wise bounds on the functions Ỹ and W̃ and their derivatives:

Lemma 3.4 ([42, lemma 3.6]). For any (s, t) ∈ I2
T and x,v ∈ R3 we have

|Ỹ(x,v,s, t)|≲ ε1min{⟨s⟩−1+2δ⟨v⟩,⟨s⟩−1/6},

|W̃(x,v,s, t)|≲ ε1min{⟨s⟩−2+2δ⟨v⟩,⟨s⟩−7/6},
(3.31)

|∂tỸ(x,v,s, t)− (t− s)E(x+ tv, t)|≲ ε1⟨t− s⟩⟨t⟩−2+δ⟨s⟩−1+1.1δ,

|∂tW̃(x,v,s, t)+E(x+ tv, t)|≲ ε1⟨t− s⟩⟨t⟩−2+δ⟨s⟩−2+1.1δ,
(3.32)

|∇xỸ(x,v,s, t)|≲ ε1min{⟨s⟩−2+2.1δ⟨v⟩,⟨s⟩−7/6},

|∇xW̃(x,v,s, t)|≲ ε1min{⟨s⟩−3+2.1δ⟨v⟩,⟨s⟩−13/6},
(3.33)

|∇vỸ(x,v,s, t)|≲ ε1min{⟨s⟩−1+2.1δ⟨v⟩,⟨s⟩−1/6},

|∇vW̃(x,v,s, t)|≲ ε1min{⟨s⟩−2+2.1δ⟨v⟩,⟨s⟩−7/6}.
(3.34)

3.3. Contributions of the initial data

The components ρstat1,I ,ρ
stat
1,II,ρ

osc
1,I ,ρ

osc
1,II can be bounded easily, since they are defined explicitly in

terms of the initial data (see the formula (3.11)), using only the initial-data assumptions (3.22)
and some of the bounds in lemma 3.4 corresponding to s= 0.

3.4. Contributions of the reaction term

The bounds on the components ρstat2,I , ρ
stat
2,II, ρ

osc
2,I , ρ

osc
2,II are more complicated.

To illustrate the argument, consider for example the component ρosc2,II. Since

X(x+(t− s)v,v,s, t) = Ỹ(x− sv,v,s, t)+ x,

V(x+(t− s)v,v,s, t) = W̃(x− sv,v,s, t)+ v,

it follows from (3.11) that

(∂tL2,j)(x,v,s, t)

=
[
− (∂iE

l)(x+ Ỹ(x− sv,v,s, t),s)(∂tỸ
i)(x− sv,v,s, t)∂lM1(v+ W̃(x− sv,v,s, t))

−El(x+ Ỹ(x− sv,v,s, t),s)(∂tW̃
i)(x− sv,v,s, t)∂i ∂lM1(v+ W̃(x− sv,v,s, t))

]
φ̃j(v).

Using the formulas (3.26) we have

(∂tỸ)(x− sv,v,s, t) = (t− s)E(x+(t− s)v, t)+Error terms

(∂tW̃)(x− sv,v,s, t) =−E(x+(t− s)v, t)+Error terms.
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We combine these identities to see that

(∂tL2,j)(x,v,s, t)≈−(∂iE
l)(y− (t− s)v+ Ỹ(y− tv,v,s, t),s)(t− s)Ei(y, t)

× φ̃j(v)∂lM1(v+ W̃(y− tv,v,s, t))+El(y− (t− s)v

+ Ỹ(y− tv,v,s, t),s)Ei(y, t) · φ̃j(v)∂i ∂lM1(v+ W̃(y− tv,v,s, t)),

up to error terms. Therefore, we need to estimate bilinear expressions involving two copies of
the electric field E and its derivatives. It turns out that such expressions appear repeatedly in
the analysis of the reaction terms.

3.4.1. Trilinear estimates. Many of the terms arising in the analysis of the reaction term,
including the component ρosc2,II discussed above and many error terms, fit into a general frame-
work of trilinear operators. We define a sufficiently general class here and state some of the
relevant estimates.

Assume that θ1,θ2 ∈ [0,1] and s ∈ [0,T], and define the trilinear operators

Qj,k( f,g;C)(x,γ,τ,s) : =
ˆ
R3

ˆ
R3

Kj,k(x− y,v, τ,s)C(x,y,v,γ,τ,s)f(y− (s− τ)v

+ θ1Ỹ(y− sv,v, τ,s), τ)g(y− (s− γ)v+ θ2Ỹ(y− sv,v,γ,s),γ)dydv,

(3.35)

where γ,τ ∈ [0,s], ( j,k) ∈ Z+ ×Z, and the kernel Kj,k satisfies the uniform estimates∣∣Kj,k(y,v, τ,s)
∣∣≲ 23k(1+ 2k|y|)−8 · 2−3jφ̃[j−4,j+4](v). (3.36)

We assume that the coefficient C is differentiable in γ, and define

m(C)(γ,τ,s) := ∥C(x,y,v,γ,τ,s)∥L∞x,y,v + ∥⟨γ⟩∂γC(x,y,v,γ,τ,s)∥L∞x,y,v . (3.37)

Assume that m2 ⩾ 0, t3, t4 ∈ [2m2 − 1,2m2+1]∩ [0,s], and define the integrated trilinear
operators

Bj,k( f,g;C)(x, τ,s) =
ˆ t4

t3

Qj,k( f,g;C)(x,γ,τ,s)dγ. (3.38)

Lemma 3.5 (Trilinear estimates [42, lemma 5.1]). Let s ∈ [0,T], τ ∈ [0,s], 2m2−1 ⩽ s. With the
assumptions of the bootstrap proposition 3.3, and the notation and assumptions above, then

∥Bj,k(∇E,E;C)(., τ,s)∥B0
s
≲ ε21min{2−1.1m2 ,⟨τ⟩−1.1}m∗(C)(τ,s), (3.39)

∥Bj,k(E,∇E;C)(., τ,s)∥B0
s
≲ ε21min{2−1.1m2 ,⟨τ⟩−1.1}m∗(C)(τ,s), (3.40)

∥Bj,k(E,E;C)(., τ,s)∥B0
s
≲ ε21min{2−0.1m2 ,⟨τ⟩−0.1}m∗(C)(τ,s), (3.41)

∥Bj,k(∇E,∇E;C)(., τ,s)∥B0
s
≲ ε21min{2−2.1m2 ,⟨τ⟩−2.1}m∗(C)(τ,s), (3.42)

where m∗(C)(τ,s) := supγ∈[t3,t4]m(C)(γ,τ,s).

To prove these bounds we use (3.28) to decompose the electric field in the second position
(the function g) into static and oscillatory components. The point is that the static compon-
ent Estat satisfies strong decay bounds like (3.29), which lead to the desired conclusions upon
integration in γ. On the other hand, to estimate the contributions of the oscillatory component
Eosc we can integrate by parts in time in γ.
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