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ABSTRACT

The dynamics and the structure of the solar corona are determined by its magnetic field. Measuring
coronal magnetic fields is, however, extremely hard. Polarization of the low-frequency radio emissions
has long been recognized as one of the few effective observational probes of magnetic fields in the mid
and high corona. However the extreme intrinsic variability of this emission; the limited ability of most
existing instrumentation available till recently to capture it; and the technical challenges involved,
have all contributed to severely limiting its use. The high dynamic range spectro-polarimetric snap-
shot imaging capability necessarily needed for radio coronal magnetography is now within reach. This
has been enabled by the confluence of data from the Murchison Widefield Array (MWA), a Square
Kilometre Array (SKA) precursor and our unsupervised and robust polarization calibration and imag-
ing software pipeline dedicated for the Sun — Polarimetry using Automated Imaging Routine for the
Compact Arrays of the Radio Sun (P-AIRCARS). Here we present the architecture and implementa-
tion details of P-ATRCARS. Although, the present implementation of P-ATRCARS is tuned for the
MWA, the algorithm itself can easily be adapted for future arrays like the SKA1-Low. We hope and
expect that P-ATRCARS will enable exciting new science with instruments like the MWA, and will
encourage wider use of radio imaging in the larger solar physics community.

Keywords: The Sun(1693), Solar physics(1476), Solar corona(1483), Solar coronal radio emission(1993),
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1. INTRODUCTION

Solar phenomena span an enormous range of time
scales, from solar cycle to flares and in terms of energy
from the most massive coronal mass ejections (CMEs)
to the barely discernible nanoflares. It is now well un-
derstood that the solar magnetic field is the primary
driver of all of these phenomena. These magnetic fields
also couple the solar atmosphere to the solar interior.
Hence, to understand coronal physics and dynamics it
is essential to measure and understand the ever-evolving
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coronal magnetic fields. Very recently, Yang et al. (2020)
have successfully demonstrated a method of measuring
the global coronal magnetic fields in the range 1.05—
1.35 Ry using near-infrared observations, where R is
the solar radius. Measuring coronal magnetic fields is
also a key objective for the Daniel K. Inouye Solar Tele-
scope (DKIST; Rast et al. 2021), though these measure-
ments are likely to remain limited to less than 1.5 Rg.
The observed polarization properties of low-frequency
coronal radio emissions can serve as excellent probes of
coronal magnetic fields, even at middle and higher coro-
nal heights. This is because the magnetic field affects the
polarization of radio emissions arising from the coronal
plasma (e.g. Alissandrakis & Gary 2021). Polarization
observations also enable a detailed understanding of the
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emission mechanism of these low-frequency coronal ra-
dio emissions. Many successful examples exist in the
literature, though their numbers have been rather small
and these studies have remained limited to compara-
tively brighter and highly polarized emissions. Most
of these studies have relied on dynamic spectra, (e.g.,
McLean & Labrum 1985; Hariharan et al. 2014; Kumari
et al. 2017; Pulupa et al. 2020; Ramesh et al. 2022, etc.).
In only a handful of instances, either the information of
spatial location (e.g. Mercier 1990; Morosan et al. 2022)
and/or spatial structure (e.g. McCauley et al. 2019; Rah-
man et al. 2020) of the sources are also available.

High dynamic range spectro-polarimetric solar imag-
ing studies at low radio frequencies are very rare.
Brightness temperature (Tg) of solar radio emission
varies by as much as about nine orders of magnitude,
and their fractional polarization can vary by about two
orders of magnitude (McLean & Labrum 1985; Kans-
abanik 2022). These emissions can change drastically
over short temporal and spectral spans. Very often, faint
emissions can simultaneously be present with very bright
emissions. This imposes the need for high dynamic-
range polarimetric imaging over short temporal and
spectral spans. These challenging requirements along
with the technical and instrumental limitations at low
radio frequencies have severely limited polarimetric so-
lar radio imaging studies, despite their well-appreciated
importance.

Radio interferometry is a Fourier synthesis imaging
technique. Hence, the fidelity of the detected emission in
spectroscopic snapshot radio images depends on the den-
sity of the antenna distribution of the array. This essen-
tial requirement for high-fidelity spectroscopic snapshot
solar imaging is met by one of the new technology instru-
ments, the Murchison Widefield Array (MWA; Lonsdale
et al. 2009; Tingay et al. 2013; Wayth et al. 2018). Op-
erating in the 80 to 300 MHz band, the MWA is also a
Square Kilometre Array (SKA) (Dewdney et al. 2009)
precursor. Though the MWA data are intrinsically ca-
pable of yielding high-fidelity solar images, doing so in-
volves surmounting several challenges. These challenges
have successfully been dealt with in the robust calibra-
tion and total intensity imaging pipeline developed by
Mondal et al. (2019), named Automated Imaging Rou-
tine for Compact Arrays of the Radio Sun (AIRCARS).
The high dynamic range spectroscopic snapshot images
it delivers represent the state-of-the-art and have led
to several interesting results at low radio frequencies,
such as the discovery of quasi-periodic pulsations of so-
lar radio bursts (Mohan et al. 2019b,a; Mondal & Oberoi
2021), spectroscopic imaging study of type-II radio burst
(Bhunia et al. 2022, accepted at A&A), and the discov-

ery and investigations of Weak Impulsive Narrowband
Quiet Sun Emissions (WINQSEs; Mondal et al. 2020b;
Mondal 2021; Bawaji et al. 2021; Mondal et al. 2022)
and the measurement of plasma parameters of CMEs us-
ing gyrosynchrotron spectrum modeling (Mondal et al.
2020¢).

AIRCARS was designed for total intensity imaging.
But unlocking the potential of low radio frequency so-
lar science requires polarimetric imaging. An algorithm,
Polarimetry using Automated Imaging Routine for the
Compact Arrays of the Radio Sun (P-AIRCARS) !, has
been developed to achieve this and was presented in
Kansabanik et al. (2022¢) (Paper-I hereafter). In ad-
dition to providing the functionality for polarimetric
imaging, P-AIRCARS also offers several improvements
over AIRCARS including a modular architecture, an im-
proved and flexible calibration strategy, and more effi-
cient parallelization. This companion paper describes
the implementation and architecture of P-AIRCARS.

We organize the paper as follows. We first discuss
the design principles of P-ATRCARS in Section 2. We
briefly describe the calibration algorithm in Section 3.
Section 4 describes the architecture of the pipeline. A
custom-developed flagging module for P-AIRCARS is
described in Section 5. Section 6 describes the choices
of parameters for calibration and imaging followed by
salient features of P-AIRCARS in Section 7. Aspects
related to hardware and software requirements for P-
ATRCARS and its performance are discussed in Section
8. We discuss current limitations and future works in
Section 9 and ends with the conclusions in Section 10.

2. DESIGN PRINCIPLES OF P-AIRCARS

The instantaneous bandwidth of the MWA is 30.72
MHz, which can be split into 24 coarse channels of 1.28
MHz each and distributed across the entire band. MWA
solar observations are typically done with 10 kHz and
0.5 s resolution. Making images at this temporal and
spectral resolution over the useful part of the complete
band leads to approximately 370,000 images for an ob-
serving duration of 4 minutes. In the next phase of
the MWA, the data volume will dramatically increase.
The future SKA is expected to produce even larger vol-
umes of data. Performing the calibration and snapshot
spectro-polarimetric imaging of such large volumes of
data manually is infeasible. One necessarily needs a
software pipeline, ideally with the following capabilities

! Documentation available online at https://p-aircars.readthedocs.
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1. The calibration and imaging algorithm and imple-
mentation must be robust.

2. It should be capable of unsupervised operation.

3. The algorithms it implements should be data-
driven and not rely on ad-hoc assumptions.

4. The software implementation should provide ef-
ficient parallelization which scales well with the
available hardware resources.

While AIRCARS provided state-of-the-art total inten-
sity images, it did not meet the last two of the require-
ments stated above. AIRCARS made some ad-hoc as-
sumptions while choosing the calibration and imaging
parameters, and the calibration approach limited the
parallelization only across the frequency axis. Hence,
adding polarization calibration alone to the AIRCARS
framework is not sufficient. We take this opportunity of
adding polarimetric calibration to completely redesign
the software framework and the calibration approach to
overcome these limitations. In addition, P-AIRCARS
has also been developed to be deployable across a variety
of hardware environments — ranging from laptops and
workstations to high-performance computers (HPCs).
This makes it very flexible.

Radio interferometric imaging inherently involves a
steep learning curve. A consequence has been that solar
radio imaging has been the domain of a comparatively
small number of expert practitioners and has not found
widespread adoption in solar physics, as compared to
other wavebands. One of the objectives for P-AIRCARS
is to overcome this barrier, especially in view of the
new generation of much more capable radio instrumen-
tation becoming available. To achieve this, P-ATRCARS
has been designed to work without requiring any radio
interferometry-specific input from the user.

As a corollary of the above requirement, P-ATIRCARS
is designed to be fault-tolerant, in the sense that when it
encounters issues, it makes smart decisions about updat-
ing the parameters for calibration and imaging based on
the nature of the issue faced. For a well-informed user,
P-ATRCARS allows complete flexibility to tune the al-
gorithms as desired. The rest of the paper describes
the software framework, calibration, and parallelization
strategies adopted for P-AIRACRS following the design
principles described here.

3. BRIEF DESCRIPTION OF THE CALIBRATION
ALGORITHM

We have implemented a robust polarization cali-
bration algorithm (Kansabanik et al. 2022c¢) in P-
ATRCARS, developed based on the Measurement Equa-
tion framework (Hamaker et al. 1996; Hamaker, J. P.

2000). Being an aperture array instrument, the MWA
has a large field of view (FoV), and high primary beam
sidelobes (Neben et al. 2015; Sokolowski et al. 2017; Line
et al. 2018). Hence, at the MWA, calibrator observations
during the daytime are contaminated by solar emissions.
P-AIRCARS implements a self-calibration-based cali-
bration algorithm, which uses some well-known prop-
erties of the low-frequency quiet solar emissions (Kans-
abanik et al. 2022¢) along with the primary beam re-
sponse of the MWA antenna tiles (Sokolowski et al.
2017). This algorithm is described in detail in paper-I.
Here we describe it briefly to place the implementation
details in context.

An interferometer measures the cross-correlations be-
tween its antenna pairs. The measured cross-correlation
(visibility), Vji, between antennas i and j can be ex-
pressed in terms of its true value, Vj; through the Mea-
surement Equation (Hamaker, J. P. 2000),

Vi =i Vi JI+ Ny 1)

where, Jis are the 2 x 2 Jones matrices representing the
antenna-dependent instrumental and atmospheric prop-
agation effects, and Nj; is the additive noise of the in-
strument. It is standard practice in interferometry to
break Jis into multiple terms, each describing a particu-
lar instrumental and/or atmospheric propagation effect.
At low radio frequencies, the ionospheric propagation ef-
fect is the only major atmospheric effect. We decompose
Jis as:
Ji(v, t, 1) = Gi(t) Bi(v) Kexoss(v, t) Di(v, t)

—

X Ei(l/, t, l) (2)

where, v, t and I represent frequency, time, and direction
in the sky plane. These individual terms in Equation 2
for antenna i are:

1. Gi(t) : Product of time-dependent instrumental
and ionospheric gain.

2. Bi(v) : Instrumental bandpass.

3. Keoss(v, t): Phase difference between the recep-
tors for the two orthogonal polarization (X and Y,
in the case of MWA) for the reference antenna.
This is also referred to as the cross-hand phase.

—

4. Ei(v, t, 1) :
model.

Direction dependent primary beam

5. Di(v, t) : Direction independent error on the pri-
mary beam model.

To obtain Vj; from Vi, each of these terms needs to
be estimated precisely and corrected for. They are esti-

mated in three major calibration steps:
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Figure 1. Schematic diagram of P-ATRCARS high-
lighting its main modules.

1. Intensity self-calibration :  Gj(¢)s are esti-
mated and corrected in this step following the ap-
proach detailed in Mondal et al. (2019) and Kans-
abanik (2022).

2. Bandpass self-calibration : This step esti-
mates and corrects for B;(v)s over each of the 1.28
MHz coarse channels. Data from quiet solar times
are used for this and the integrated solar flux den-
sity is assumed to remain constant across a coarse
channel.

3. Polarization calibration : This involves first
correcting for Keross(v, t), Ei(v, t, f) which are
estimated independently. Next the D;s are es-
timated and corrected using a perturbative self-

calibration-based algorithm described in Paper-I.

These three calibration steps form the three main pillars
of the full Jones calibration algorithm of P-ATRCARS.

4. ARCHITECTURE OF THE PIPELINE

P-AIRCARS architecture is highly modular. It has
been written with ease of maintenance and adoption to
other interferometers with compact core configurations
in mind. A large fraction of the P-AIRCARS is written
in Python 3. Some of its core modules used for calibra-
tion and flagging are written in C/C++. A schematic
diagram of P-ATRCARS describing all of its modules is
shown in Figure 1.

The two core modules of P-AIRCARS are paircarstools
and paircarstasks and are shown by black boxes in Fig-
ure 1. paircarstools contains functionalities to perform
full polarization self-calibration without imposing any
constraint(s) specific to solar observation and/or the in-
terferometer used. The optimization specific to solar

observing is done by paircarstasks, which uses the func-
tionality provided by paircarstools.

The third module, QuartiCal? is a successor of the full
Jones calibration software suite, CubiCal (Kenyon et al.
2018; Sob et al. 2019). The paircarsutils module provides
the utilities for the deployment of P-ATRCARS across a
range of hardware and software architectures and its ef-
ficient parallelization. The paircarsdata module provides
a collection of information specific to the MWA (e.g.
the MWA beam shapes (Sokolowski et al. 2017)) and
MWA observations (e.g. database of solar observations,
calibration database (Sokolowski et al. 2020)).

All functions of these modules can broadly be divided
into two major categories — Calibration block and Imag-
ing block. Instead of describing these modules function-
by-function, we present the workflows of these two major
blocks in the Sections 4.1 and 4.2 respectively. Inter-
ested users can find the details of these functions in the
documentation of P-ATRCARS available online.

4.1. Implementation of Calibration Block

The first major block of the P-ATRCARS is the cali-
bration block. Calibration is done in three steps as dis-
cussed in Section 3. Since the antenna gains vary over
time and frequency, in principle, one should perform self-
calibration for each timestamp and frequency channel
independently. Due to the intrinsic spectro-temporal
variability of solar emissions, one is forced to make an
independent source model for every time and frequency
slice during self-calibration, which makes self-calibration
for every time and frequency slice extremely compute-
intensive. As the calibration for each of the time and
frequency slices are independent, it can be cast in an em-
barrassingly parallel framework, which is implemented
in P-ATRCARS. The flowchart of the calibration block
is shown in Figure 2.

To start the process of calibration, a maximum of
three 1.28 MHz coarse channels are chosen spanning the
entire bandwidth of the data. Each of these chosen spec-
tral channels is defined as a “Reference frequency” (RF).
Next, a time slice, defined as “Reference time” (RT), is
chosen for each of these RF's separately on which to per-
form the calibration. These are referred to as “Reference
Time and Frequency” (RTF) slices.

Figure 3 shows an example with four coarse channels
with their boundaries marked by dashed magenta lines.
RTFs are shown by blue cells in this figure. If calibrator
observations are available, P-ATRCARS first applies the
gain solutions obtained from them. Otherwise, intensity

2 https://pypi.org/project/quartical /
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Figure 3. Time-frequency grid for parallel calibra-
tion. Blue blocks represent the RTFs. Phase part of the
gain solutions are interpolated on a common timeslice shown
by the dark grey cells. Orange blocks represent the time and
frequency slices where differential intensity self-calibration is
performed. Bandpass and polarization calibrations are per-
formed for individual coarse channels, which are marked by
green. Pink dotted lines demarcate the 1.28 MHz wide coarse
channels.

self-calibration is initiated on the raw data. The calibra-
tion process is initiated using the highest time resolution
available in the data and if necessary the temporal span
of the data used for calibration is progressively increased
in an attempt to arrive at reliable gain solutions. Care is
taken to not exceed the timespans over which solar emis-
sions or ionospheric conditions are expected to evolve.
The default value of this maximum timespan is set to

Differential intensity
er End calibration self-calibration
b on time grid

v

~ ATRCARS. Major stages of the calibration block are shown

10s. Once this is done the pipeline moves to the next
stage, namely bandpass self-calibration.

Sokolowski et al. (2020) demonstrated that the vari-
ation of phases across the 80-300 MHz band for the
MWA antenna tiles can be well modeled by a straight
line, though the amplitudes show more complex varia-
tions. Hence, it is reasonable to interpolate the phases
across the MWA band using a linear model. The phase
variations over a large bandwidth cause a significant
frequency-dependent shift of the source from the phase
center. To avoid this problem, the phase part of the gain
solutions are interpolated across the entire observing
band, while the amplitudes are held constant at unity.
Phases are interpolated across frequency at a common
timeslice marked by grey cells in Figure 3. We define a
time grid marked by orange cells in Figure 3 for each of
the coarse channels, and the differential gain solutions
are computed in parallel. Simultaneously, bandpass and
polarization calibrations are performed at “band-pol ref-
erence time (BPRT)” individually for each coarse chan-
nels marked by green boxes with purple borders in Fig-
ure 3. If the gain solutions are not available at BPRT,
a differential intensity self-calibration is performed at
BPRT at RF.

Once all the calibrations are complete, this informa-
tion is compiled in a single calibration table spanning
the entire time and frequency range. Linearly interpo-
lated gain solutions are drawn from this final calibration
table and applied during imaging. The calibration block
requires one to identify RTF and BPRT. The criteria for
the choice of RTF and BPRT are discussed in Sections
4.1.2 and 4.1.3 respectively. Prior to this, P-AIRCARS
identifies any bad data from the solar dynamic spectrum
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as described in Section 4.1.1 and excludes them to avoid
any problem during calibration.

4.1.1. Identifying Bad Data from the Dynamic Spectrum
for Solar Observations

Even though the MWA is situated in an exceptionally
low radio frequency interference (RFI) environment and
is a very stable instrument, occasionally the MWA data
does suffer from RFT and/or instrumental issues. It is
important to ensure that only healthy data i.e. data un-
affected by RFI and/or instrumental issues) are exam-
ined while determining the BPRT and RTF. Sometimes,
active solar emissions can mimic bad data, making it
hard to identify bad data based on statistical character-
istics in the time and frequency plane alone.

We use the fact that for the MWA the amplitude
distribution with wwv-distance for active/quiet Sun emis-
sions and data affected by RFI/instrumental issues are
remarkably different. For the quiet Sun, the visibility
distribution represents a disc of about 40 arcmins. It
has been found that the compact sources usually associ-
ated with active emissions are slightly resolved at MWA
resolution (Mohan et al. 2019b; Mohan 2021a; Mondal
& Oberoi 2021; Mohan 2021b). This implies that the
visibility distribution for these slightly resolved sources
must show a slow drop in amplitudes with increasing
baseline length. On the other hand, the small foot-
print of the MWA and the fact that the RFI sources are
mostly far away imply that the entire array tends to see
the same RFI environment, and shows a relatively con-
stant visibility amplitudes distribution with uv-distance.
Both solar emission and RFT can vary by multiple orders
of magnitude with time and frequency. Hence, we de-
vice a quantity, r,, that is insensitive to the magnitude
of the visibility amplitudes themselves but relies on their
distribution as a function of baseline length to identify
bad data. r, is defined as the ratio of mean visibility
amplitudes of long (longest 10 %) and short baselines
(<20 m).

Figure 4 shows an example to illustrate the efficacy
of this approach. The top panels show the dynamic
spectra of r,. The middle panels show the amplitude
distribution for a time and frequency slice for XX (left
panel) and YY (right panel) polarization without any
RFI/instrumental issues. The bottom panels show the
amplitude distribution for XX (left panel) and YY (right
panel) polarization for a timeslice (01:25:33.75 UTC)
with RFI/instrumental issues. The differences in the vis-
ibility distributions for these two panels are self-evident.
The data for only the XX polarization are affected and
are identified with high contrast in the top left panel.
This demonstrates the capability of r, dynamic spectra
to unambiguously and efficiently identify the data af-

fected by RFI/instrumental issues. Finer levels of iden-
tification and flagging of bad data are carried out during
later stages of analysis (Section 5).

4.1.2. Choice of Reference Time and Frequencies

The calibration solutions from the RT are applied to
all other timestamps as the initial gain solutions. Hence,
it is important to choose a timeslice that enables us to
determine gain solutions for each of the antenna tiles
with good signal-to-noise. An additional requirement is
that the image for this timeslice should also show the
quiet Sun disc with sufficient fidelity so that it can be
used for alignment of solar images as discussed in Section
4.1.4. For the current levels of imaging fidelity achiev-
able with P-ATRCARS using MWA data, these require-
ments are typically met when a compact source with
Ts < 107 K is present on the Sun.

The MWA is coherent enough to be able to proceed
with imaging without any prior gain solutions (Kansa-
banik 2022). We have found that the rms noise of the
dirty images can vary across time due to changes in so-
lar flux density, but it does not vary drastically across
frequency. An example dynamic spectrum of the rms
measured far away from the Sun is shown in Figure 5
which illustrates these characteristics. We have exam-
ined several datasets and established that the tempo-
ral variations of the rms noise are largely independent
of the spectral channel over this small bandwidth. At
first, time slices that meet the Tz < 107 K require-
ment are identified using the flux density calibrated dy-
namic spectrum obtained using the method developed
by Oberoi et al. (2017). Dirty images are then made for
every time slice meeting this requirement, for a single
arbitrarily chosen spectral slice. The time slice with the
highest imaging dynamic range is chosen to be the RT.
The RF channel is identified next by following a similar
procedure along the frequency axis for the chosen RT.

4.1.3. Choice of Band-pol Reference Time

As the requirements for the bandpass and polariza-
tion calibration are different from those for the initial
calibration, the criteria for the choice of BPRT are also
different from those for the RTF. For reasons discussed
in detail by Kansabanik et al. (2022b,c), bandpass and
polarization calibration require data taken under quiet
solar conditions. The quiet solar time is identified in the
given data, using the flux density calibrated dynamic
spectrum arrived at following the method developed by
Oberoi et al. (2017). The timestamps with T varying
between 10° — 10% K are chosen to represent the quiet
sun times. Among these, the timestamp with the maxi-
mum DR obtained from frequency averaged dirty images
is selected as the BPRT.
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Figure 4. Demonstration of flagging of the bad data based on solar dynamic spectrum. Top panel : It shows
the dynamic spectrum of r,. Middle panel : The visibility amplitude for a time without any RFI/instrumental issue is
plotted against the uwv-distance. Bottom panel : The visibility amplitude of a timestamp, 01:25:33.75 UTC, affected by
RFI/instrumental issues is plotted against the uwv-distance. This time slice is marked by the red box in the top left panel. In all
rows, the left and the right panels represent the XX and the Y'Y polarizations respectively.
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Figure 5. Dynamic spectrum of image rms. The spec-
tral and temporal span of the dynamic spectrum is 1.28 MHz
and 240 s respectively. There is significant temporal varia-
tion in the image rms, while that along the spectral axis is
barely evident.

4.1.4. Alignment of the Center of Solar Radio Disc

A common problem for any self-calibration-based ap-
proach is the loss of information about the absolute
phase. Hence, the images for the RTFs are aligned us-
ing an image-plane-based method. P-AIRCARS first
performs phase-only intensity self-calibration followed
by amplitude-phase self-calibration (Mondal et al. 2019;
Kansabanik et al. 2022¢). Once the phase-only intensity
self-calibration has converged, an image with the well-
demarcated solar disc is available (Left panel of Figure
6). The blue circle marks the phase center of the radio
image, which is set at the center of the optical disc.

The region with more than 200 detection significance
is considered to be the solar disc, where o is the rms
noise in the image measured close to the Sun. To avoid
the intensity weighting, we define a mask with all the
regions more than 200 set to unity and the rest of the
image set to zero as shown in the middle panel of Figure
6. The center of mass of the masked region is chosen to
be the center of the solar radio disc marked by the red
circle. The phase center of the source model is shifted
to align with the blue circle. Using this aligned source
model, a few rounds of phase-only self-calibration are
performed. The final set of self-calibration solutions is
then applied to the entire dataset to bring it to a com-
mon phase center.

4.1.5. Fluz Density Calibration

Another common limitation of any self-calibration-
based approach is the loss of information about the ab-
solute flux density scale. At the MWA, when dedicated

calibrator observations are available with the same spec-
tral and attenuation configuration as solar observation,
an absolute flux density scale is obtained from the gain
solution of the calibrator observations. When no cali-
brator observation is available with the above-mentioned
criteria, P-AIRCARS does flux density calibration using
an independent method developed by Kansabanik et al.
(2022D).

4.2. Implementation of Imaging Block

Once calibration solutions spanning the time and fre-
quency ranges of interest are available, P-ATIRCARS
proceeds to image. In addition to imaging, this block
also corrects the images for the instrumental primary
beam. The problem is essentially embarrassingly par-
allel, and hence straightforward. The key requirement
here is to allow the user to allocate a chosen fraction
of the compute resources to P-AIRCARS and for P-
AIRCARS to make the optimal use of these resources.
This is achieved using a custom-developed paralleliza-
tion algorithm described in Section 4.2.1. The flowchart
of the entire imaging block is shown in Figure 7. The
functionality in the blue box marked as ‘single imaging
block’ is executed in parallel for the different time and
frequency slices and is described in Section 4.2.2.

4.2.1. Parallelization of Imaging Block

As mentioned in Section 2, the total number of images
to be produced can be as many as 370,000 for observa-
tion with a 30.72 MHz bandwidth and 4 minutes dura-
tion. The number of imaging threads required for this
task is much larger than the compute capacity available
with most machines. Hence, a scalable mechanism for
their efficient parallelization is required. Whenever, the
number of imaging jobs, Njop, is smaller than the avail-
able CPU threads, Ninread, all jobs are spawned simulta-
neously. Each job is assigned n numbers of CPU threads,
where n is the integer closest to Nihread /Njob. Other-
wise, P-AIRCARS allocates three CPU threads for each
single imaging block. The Nj,},, which can be spawned
simultaneously, is given by:

]Vjob _ Nthread ' (3)
3
Different imaging jobs may take different run times. To
utilize the hardware resources efficiently, as soon as one
imaging job is done, a new one is spawned. This process
continues until all imaging jobs have been spawned.

4.2.2. Single Imaging Block

The single imaging block makes the image of a sin-
gle time and frequency slice and is marked by the blue
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phase-only self-calibration. The center of the optical solar disc shown by the blue dot is not at the center of the radio disc.
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It shows the mask of the solar disc and the red dot represents the center of the radio disc. Right panel:
Final image after alignment. The center of the optical and radio disc coincide after the alignment.
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shaded box in Figure 7. Imaging parameters are deter-
mined from the data, as discussed in Section 6.2. Users
can choose to either do full polarimetric imaging or only
total intensity imaging.

First, the final calibration solutions are applied to the
data. This is followed by a shallow deconvolution (10-
o threshold) to ensure that no spurious emission gets
included in the source model. Despite the shallowness
of this deconvolution, it is sufficient to provide a good
check for imaging quality. The DR of these images is
compared with the minimum DR (DRy,) of the im-
ages made during the process of calibration. If the DR
of an image after shallow deconvolution is found to be
smaller than a pre-defined fraction of DR,, an ad-
ditional round of calibration is performed to account
for the differential antenna gain variations which might
have led to the drop in the DR. This pre-defined value
is set to 10% by default. If the user chooses to per-
form flagging during the final imaging, independent of
whether additional calibration is required or not, a single
round of flagging is done on the residual visibilities us-
ing a custom-developed flagging software, ankflag, which
is discussed in Section 5. Once the flagging is done, a
single round of deep deconvolution is performed. These
images are then corrected for the instrumental primary
beam to arrive at the final images.

5. FLAGGER FOR P-AIRCARS

Radio Frequency Interference (RFI) is the name given
to the unwanted radio signals of human origin which are
incident on a radio telescope and contaminate the cos-
mic signals. It is important to remove this contaminat-
ing signal from the data before calibration and imaging.
This process is usually referred to as flagging and often
the quality of the final images depends upon the efficacy
of the flagging approaches and algorithms. Therefore, an
automated calibration and imaging pipeline for high dy-
namic range imaging must include efficient and effective
ways to identify and flag RFI. This is complicated by the
fact that bright solar emissions can also mimic such RFI
features in the time-frequency plane. In our experience,
it is possible to improve upon the flagging performance
offered by the in-built automated RFI flagging tasks in
CASA (McMullin et al. 2007). To achieve this improve-
ment, an independent flagging module, ankflag, has been
included in P-ATRCARS.

Originally, ankflag was developed for an HI 21cm sur-
vey (Bera et al. 2019) with the upgraded Giant Metre-
wave Radio Telescope (uGMRT; Gupta et al. 2017), and
has been used for several previous studies (e.g., Das et al.
2019; Das et al. 2020; Mondal et al. 2020a; Das et al.
2022, etc.). It has been found to be very efficient for

flagging low-level RFT for the MWA solar observations
and hence has been integrated in P-ATRCARS. ankflag
is available as an independent module in P-ATIRCARS.
It can be used for RFI flagging of interferometric data
from any radio interferometric array.

5.1. Basic Algorithm of ankflag

ankflag identifies bad or RFI-affected data as outliers
to the Gaussian statistics which is assumed to represent
the input data. Given this assumption, ankflag works
best on model subtracted residual visibilities, and sepa-
rately on the real and imaginary parts of the visibilities,
as the amplitudes of the visibilities do not follow Gaus-
sian statistics. Some of the basic algorithms for calculat-
ing the statistics of the input data are taken from FLAG-
CAL (Prasad & Chengalur 2012), previously written for
flagging and calibration of the interferometric data from
the Giant Metrewave Radio Telescope (GMRT; Swarup
1991).

The threshold for the outlier expressed as Xo, is set
such that the expected value of elements outside the in-
terval [u— X o, p+Xo] is less than 1, where, o is the rms
and p, the mean of the data. A user-defined tolerance
factor, f, is multiplied with this threshold so that the ef-
fective allowed range for the data is [u— f X o, p+ fXo].
Elements outside this range are considered outliers and
flagged. f essentially accounts for the fact that the
statistics of the data generally deviate from exact Gaus-
sian statistics, and hence lead to over-flagging data while
trying to flag very low-level RFI. We have found that a
value of f ranging from 1.7 to 1.9 works well for the
MWA solar observations.

For outlier detection, user can use both mean—rms or
median—MAD statistics. The mean—rms statistics can
be easily biased by the outliers present in the data, while
the median—MAD statistics are far more robust against
the outliers. By default, P-AIRCARS configures ankflag
to use the median—MAD statistics.

ankflag has two modes of operation — baseline and
uvbin mode. Both of these modes are discussed below :

1. baseline mode: In the baseline mode, in the
first step, statistics are calculated from the time-
frequency plane of every scan and baseline sep-
arately.  Outlier visibilities are identified and
flagged based on these statistics. In the next step,
depending upon the choice of the user, statistics
for all scans and baselines are compared with one
another. Since solar emission can show drastic
variation in flux density over small durations and
bandwidths, this mode is not suitable for solar ob-
servation but has been used successfully for other
astronomical observations.
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Figure 8. Demonstration of ankflag on the MWA
data. Flagging is done on a single time-frequency slice using
uwr-bin mode. Grey squares and blue points show the flagged
and un-flagged data respectively.

2. uvbin mode: In the uvbin mode, all visibili-
ties are binned in a user-defined number of two-
dimensional bins in the Fourier plane of the sky
brightness distribution (uw-plane), such that each
bin has approximately the same number of visi-
bilities. Visibilities in each bin are inspected sepa-
rately to identify and flag outliers. The uvbin mode
is usually slower than the baseline mode and re-
lies on a good ww-coverage. Since the MWA has
a very good wuw-coverage, this mode is ideal for
solar observations with the MWA and is used in
P-AIRCARS.

In both baseline and uvbin mode, each input polarization
is treated independently. ankflag is primarily written in
C, with a “wrapper” written in python to use it as an
independent python module. ankflag uses the GNU sci-
entific library (GSL, Galassi & Al 2018) for performing
algebraic and statistical tasks. Details of the tasks are
available in the documentation available online.

5.2. Demonstration of ankflag

For this demonstration, we use ankflag in uvbin mode
on some example MWA solar data. The amplitudes of
the residual visibilities against uv-wavelength are shown
in Figure 8. The grey squares show the bad data, which
are flagged. A very small amount of good data has been
flagged. This demonstrates the capability of ankflag to
selectively remove low-level RFI/bad data without over-
flagging the good data.

6. CALIBRATION AND IMAGING PARAMETERS

For reasons discussed in Section 2, P-AIRCARS is de-
signed to determine the parameters for calibration and

imaging in an unsupervised manner. There are only two
high-level parameters that the user needs to specify to
guide the choices to be made by P-AIRCARS. These are
quality_factor (QF) and robustness_factor (RF). Both of
these parameters take three integer values : 0, 1, and 2.
QF relates to the choices of parameters impacting the
final image quality, with a higher number correspond-
ing to a better imaging quality. Similarly, RF relates
to choices made regarding the convergence criteria and
robustness of the self-calibration. The final choice of
calibration parameters depends upon the combination
of QF and RF chosen, though the final imaging parame-
ters depend only on the choice of QF. In general, larger
numbers for QF and RF lead to larger computational
loads and hence longer run times.

6.1. Calibration Parameters

Multiple different parameters need to be specified for
calibration tasks. These include the solution interval
along the temporal axis (finterval), the minimum ac-
ceptable signal-to-noise of the antenna gain solutions
(gmin,sNr), the shortest baselines to be used, and the
changes in DR (A DR) over the past few images defin-
ing the convergence of the self-calibration process. The
length of the shortest baseline is chosen to avoid contri-
butions from the Galactic diffuse emission as it is hard
to model and can dominate the solar signal. By default,
P-AIRCARS excludes visibilities below 3\, which corre-
sponds to ~20 degree in angular scale.

Some additional parameters also need to be specified
for the self-calibration process. During intensity self-
calibration, deconvolution thresholds are decreased in
steps with the self-calibration iterations. The start, stop
and increment values for these thresholds, thsart, thstop
and thge, respectively. These are specified in units of
image rms measured far away from the Sun, 0. We
define another quantity, the fractional residual flux den-
sity, which is the ratio of disc integrated flux densities
obtained from the residual and solar images from the
latest self-calibration iteration. Starting from thgga. the
deconvolution threshold is lowered by thgiep until it ei-
ther reaches thgop, or the fractional residual flux density,
fres, drops below some pre-defined thresholds listed in
Table 1. If the imaging DR exceeds a pre-defined thresh-
old, DRyax, the self-calibration process is stopped even
though it might not have converged. The numerical val-
ues of all of these parameters chosen based on the com-
bination of QF and RF are listed in Table 1.

6.2. Imaging Parameters

Multiple different parameters need to be specified for
imaging. These include — the size of the image, pixel size,
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| QF | RF [ theast | thetep | thatop gminssk | ADR | tiwerval () | DRumax | fres
0 0 9.0 1.0 6.0 2.5 25 30 100 0.03
0 1 9.0 1.0 6.5 3.0 22 20 500 0.03
0 2 9.0 1.0 7.9 3.5 20 15 1000 0.03
1 0 10.0 0.5 6.0 3.5 20 15 1000 0.015
1 1 10.0 0.5 6.5 4.0 18 10 5000 0.015
1 2 10.0 0.5 7.0 4.0 15 7 10000 0.015
2 0 11.0 0.25 6.5 4.0 18 10 10000 0.01
2 1 11.0 0.25 7.0 4.5 15 7 50000 0.01
2 2 11.0 0.25 7.0 4.5 12 5 100000 0.01

Table 1. Self-calibration parameters for different combinations of QF and RF.

the uv-taper parameter, visibility weighting scheme, the
choice of scales for multiscale deconvolution, the decon-
volution threshold, the deconvolution gain, and whether
or not to use w-projection. P-AIRCARS is designed to
provide default values of each of these parameters. The
expert user always has the flexibility to override the de-
faults. The default values for the image pixel size and
uv-taper value are estimated from the data. The default
values of image size, deconvolution threshold, deconvo-
lution gain and use of w-projection are decided based
on the choice of the QF. The default values of visibility
weighting used during imaging and Gaussian scales used
for multiscale deconvolution are chosen independent of
the data and QF values. Details of how the default val-
ues of imaging parameters are arrived at are available in
the documentation available online.

7. P-AIRCARS FEATURES

This section briefly highlights some salient features of
P-AIRCARS.

1. Modularity: As described in Section 4, P-
ATRCARS architecture is highly modular. This
not only makes it easy to maintain and upgrade,
but it also enables P-ATRCARS to offer the pos-
sibility of using multiple different radio interfero-
metric packages.

2. Ease of use: To facilitate the use by commu-
nity members with little or no prior experience
in radio interferometry, P-AIRCARS provides rea-
sonable defaults for all parameters, which can be
overwritten by experience users.

3. Input validation: For P-ATRCARS to run suc-
cessfully, all of the inputs need to be consis-
tent and compatible with the data. To ensure
this, P-ATRCARS first checks for this consistency
and compatibility before initiating processing. In
case some inconsistent or incompatible inputs are

found, their values are reset to the default values
and a warning is issued to the user.

4. Fault-tolerant: To be able to deal with a wide
variety of solar and instrumental conditions in an
unsupervised manner, P-ATRCARS has been de-
signed to be fault-tolerant. When it fails, it tries
to make data-driven decisions about updating the
relevant parameter values to overcome the source
of the problem.

5. Notification over e-mail: Typical run-time for
P-AIRCARS for MWA data can run into days. To
make it convenient for the users to stay abreast
of its progress, P-AIRCARS can provide regular
notifications about its status to a user-specified
list of e-mail addresses.

6. Graphical User Interface: P-AIRCARS pro-
vides a Graphical User Interface (GUI) for spec-
ifying values of input parameters. P-AIRCARS
saves a detailed log of the various processing steps
and also provides a graphical interface to easily
view it.

8. P-AIRCARS REQUIREMENTS AND
PERFORMANCE

This section summarises the hardware and software
requirements for P-ATRCARS and provides some infor-
mation about its run-time for typical MWA data.

8.1. Hardware Requirements

P-ATRCARS is designed to be used on a wide vari-
ety of hardware architectures, all the way from laptops
and workstations to HPCs. It uses a custom-designed
parallelization framework, which also does the schedul-
ing for non-HPC environments. P-AIRCARS has been
tested with a minimum configuration of 8 CPU threads
and 8 GB RAM, which is increasingly commonplace in
commodity laptops. P-AIRCARS has also been tested
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Figure 9. Variation of calibration time with the avail-
able number of CPU threads. The green, orange, blue,
and red points represent the expected run-time for a combi-
nation of temporal and spectral spans. The black cross and
magenta square shows the run-time from a real dataset with
20 and 30 CPU threads respectively.

on workstations with 40—70 CPU threads and 256 GB
of RAM.

8.2. Software Requirements

P-AIRCARS wuses multiple radio interferometric
software packages (e.g., CASA, WSClean, Cubi-
Cal/QuartiCal), each of which have multiple specific soft-
ware dependencies. P-ATRCARS has been tested suc-
cessfully on Ubuntu (20.04) and CentOS (7 and 8)
Linux environments. P-AIRCARS requires Python 3.7
or higher. To reduce the tedium of dealing with de-
pendency conflicts and make P-AIRCARS deployable
out-of-the-box, we plan to containerize it using Docker
(Merkel 2014). While P-ATRCARS is under constant
development, interested users can download the stable
version described here from Zenodo (Kansabanik et al.
2022a)3.

8.3. Assessment of Run-time

To provide an overall estimate for P-AIRCARS run-
time, we list the run times for individual processing
blocks:

1. Each RTF takes about an hour (marked by blue
cells in Figure 3).

2. Bandpass calibration for each coarse channel takes
about 15 minutes (marked by green cells with pur-
ple borders in Figure 3).

3 https://zenodo.org/record /7382624

3. Polarization calibration for each coarse channel
takes about 45 minutes (marked by green cells
with purple borders in Figure 3).

4. Each differential intensity self-calibration takes
about 10 to 15 minutes (marked by dark grey and
orange cells in Figure 3).

The first three steps are done sequentially and add up to
a minimum total run-time of about 2 hours. Differential
intensity self-calibrations are all done in an embarrass-
ingly parallel manner.

Figure 9 shows the expected variation in run-time,
t, taken for calibration as a function of the number of
CPU threads, Ngpu, for a few different combinations
of temporal and spectral spans on a log scale. Orange
and red points show the run-time for a dataset with 12
coarse channels with an observing duration of 120 and
240 seconds, respectively. The difference between the
two curves is small at the low Ncopy end and grows even
smaller with increasing Ncpy. At the large Ncopy end,
when there are enough resources available to spawn all
of the differential calibration jobs in parallel, there re-
mains no difference in the corresponding ¢s. The blue
and green points show the variation of ¢ with Ncpy
for datasets with 24 coarse spectral channels for observ-
ing durations of 120 and 240 seconds, respectively and
show similar behavior. Naturally, at the low Ncpy end,
they take significantly longer than the 12 coarse chan-
nel datasets, and the difference between ¢ for datasets
with 24 and 12 coarse channels reduces with increas-
ing Ncpy. These curves have been obtained using a
model for P-ATRCARS performance. This model has
been benchmarked using measured t for a dataset with
24 coarse channels spanning 240 seconds and processed
using 20 and 32 CPU threads, respectively, shown by a
black cross and a pink square and lie close in Figure 9.
These values are close to the predicted model values.

Unlike calibration, imaging jobs are embarrassingly
parallel with ¢ decreasing linearly with increasing Ncpy.
A MWA solar observation, with 30.72 MHz bandwidth
and 4 minutes duration, leads to about 50,000 images
at 160 kHz and 0.5 s resolution. For such a dataset,
P-AIRCARS typically requires about 4 hours for cali-
bration and about 250 hours (~ 10 days) for imaging
using 32 CPU threads.

9. FUTURE PLANS

The modular design of P-ATRCARS allows it to ben-
efit easily from the developments and improvements be-
ing continually made in the underlying software pack-
ages it uses. We plan to incorporate the recent devel-
opments of these software packages and data structures
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in P-ATRCARS. The next generation of measurement
set format (MS-v.3) has recently been released?, as a
part of the Next Generation CASA infrastructure (ng-
CASA)® effort. The MS-v.3 offers a major advantage by
significantly reducing the input-output (IO) overheads
incurred during calibration and imaging processes. As
IO forms a notable fraction of P-ATRCARS run-time, we
expect this to bring significant benefits. Incorporating
MS-v.3 in P-ATRCARS, however, needs calibration and
imaging software to be compatible with the MS-v.3 data
structures. This requirement is already met by Quarti-
Cal, which P-ATRCARS relies upon for calibration.

While they have not been activated yet, P-AIRCARS
has internal mechanisms for each run of P-AIRCARS
to contribute calibration solutions to a global database.
This has been done with a vision to build a central repos-
itory of all available calibration solutions for MWA solar
data accessible to all P-ATRCARS users. It will benefit
the individual users by providing them with pre-existing
calibration solutions when available and reducing their
run-time. Over time, as the usage of P-ATRCARS grows,
we expect this to become a useful resource for the com-
munity.

While the P-AIRCARS architecture is compatible
with HPC deployment, it has not been deployed on one
yet, primarily due to a lack of a suitable opportunity.
Currently, P-ATRCARS takes on the tasks of both do-
ing the parallelization as well as scheduling. In an HPC
environment the scheduling is usually done by a dedi-
cated job scheduler, like Portable Batch System (PBS,
Henderson 1995) or Slurm (Yoo et al. 2003). Work is
in progress to adapt P-ATRCARS for a cluster environ-
ment by incorporating an interface to a job scheduler. In
parallel, we are also exploring the possibility of adapting
P-ATIRCARS for cloud computing platforms like Ama-
zon Web Services (AWS), and Google Cloud Platform
(GCP).

10. CONCLUSION

P-AIRCARS represents the state-of-the-art pipeline
for  high-fidelity = high  dynamic-range spectro-
polarimetric snapshot solar imaging at low radio fre-
quencies. This work describes the implementation of
the robust polarization calibration algorithm devel-
oped by Kansabanik et al. (2022c), along with several
improvements to total intensity calibration, originally
implemented in ATRCARS (Mondal et al. 2019). P-
ATRCARS benefits from the experience gained and
issues encountered during the extensive usage of AIR-

4 https://casacore.github.io/casacore-notes/264.pdf
5 https://cngi-prototype.readthedocs.io

CARS, making it more robust. It is also much more
user-friendly than ATRCARS. It delivers solar radio im-
ages with residual instrumental polarization leakages
comparable to those achieved by high-quality MWA ob-
servations of non-solar fields (e.g. Lenc et al. 2017; Lenc
et al. 2018). Solar radio imaging has usually been the
domain of specialists. Despite the usefulness of solar
radio imaging being well established and the increasing
availability of large volumes of excellent data in the
public domain, the steep learning curve involved has
been a hurdle in the large-scale use of these data. By
providing a robust tool that dramatically reduces the
effort involved in making high-quality solar radio im-
ages, we hope to help solar radio imaging become more
mainstream.

The current implementation of P-ATRCARS is opti-
mized for the MWA | however, the underlying algorithm
is equally applicable to all centrally condensed arrays,
including the upcoming SKA. The SKA is expected to
be a discovery machine in the field of solar radio and
heliospheric physics. P-AIRCARS and its predecessor,
ATRCARS, are already leading to explorations of previ-
ously inaccessible phase spaces. They have enabled mul-
tiple interesting scientific results spanning a large range
of solar phenomena using a SKA precursor, the MWA.
We expect P-ATIRCARS to form the workhorse for solar
and heliospheric radio physics with the MWA and the
stepping stone for the solar radio imaging pipeline for
the SKA.

Facilities:  Murchison Widefield Array (MWA)
(Lonsdale et al. 2009; Tingay et al. 2013; Wayth et al.
2018)

Software: astropy (Price-Whelan et al. 2018), mat-
plotlib (Hunter 2007), Numpy (Harris et al. 2020), SciPy
(Virtanen et al. 2020), CASA (McMullin et al. 2007),
GSL (Galassi & Al 2018), WSClean (Offringa et al.
2014), Docker (Merkel 2014), P-ATRCARS (Kansabanik
et al. 2022a).
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