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ABSTRACT: The relationship between symmetry-breaking charge separation (SB-CS)
and null aggregate (NA) formation in molecular dimer complexes is investigated
theoretically, with applications mainly to dimers based on PDI chromophores. Both
processes derive from null points, which are defined by degeneracies in either the upper or
lower adiabatic exciton bands. The Hamiltonian contains intermolecular coupling derived
from the interacting molecular transition dipole moments (Coulomb coupling), which gives
rise to Frenkel excitons, as well as the coupling between the Frenkel excitons and charge-
transfer (CT) excitons, driven by the electron (t,) and hole (#,) hopping integrals. A recipe
for efficient SB-CS is presented, which, beyond the Weller condition—which holds that the
solvent-stabilized CT state should appear below the optical gap -includes two additional
conditions: the presence of a null point and, just as important, lopsided electron and hole
transfer integrals, It > If| or If| > It|. When such conditions are met, the developing
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charge asymmetry is optimized in response to small fluctuations in the polar solvent-induced electric field, which eventually leads to
the solvent-stabilized charge-separated state. It is shown that SB-CS can also occur in H-dimers with significant cofacial overlap,

consistent with the observations made by several groups.

I. INTRODUCTION

Symmetry-breaking charge separation (SB-CS) is an important
photophysical process in which an optically excited molecular
system with an initially symmetric charge distribution rapidly
relaxes into an asymmetrically charge-separated state. SB-CS has
received a great deal of attention for its central role in
photosynthesis, where the charge separation event within the
special pair of chlorophyll molecules drives the conversion of
solar energy to chemical energy.'~ There have also been many
studies of SB-CS in simpler molecular complexes, as chronicled
in some recent reviews."”’ Intramolecular SB-CS has been
reported in multipolar chromophores®™"* while intermolecular
SB-CS has been observed in multichromophore complexes such
as covalently linked dimers”"*~** and trimers*>~*’ of identical
chromophores such as perylene diimide (PDI) derivatives.
SB-CS in PDI dimer complexes typically requires well-
separated and weakly coupled chromophores in a polar solvent,
where the asymmetric char7ge-transfer (CT) state is stabilized via
solvent reorganization.4_ However, SB-CS has also been
reported in closely spaced cofacial PDI and perylene complexes
with relatively strong Coulomb coupling, in which the initial
optically excited state is a bright Frenkel exciton (FE)
delocalized over both chromophores. Coupling to similarly
delocalized CT exciton (CTE) states, and subsequent relaxation
along a slow-mode intermolecular vibrational coordinate usually
results in excimer formation,®”**?%*73% byt in some cases,
especially when the CT states are further stabilized by the
presence of a polar solvent, the state relaxes to an asymmetric
charge-separated cation/anion pair. Although almost exclusively
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observed in a polar environment, SB-CS has also been observed
in cofacial PDI dimer complexes in low-polarity solvents like
toluene.'”>°

Like SB-CS, null aggregate (NA) formation requires coupling
between Frenkel and CT excitons, driven by the electron (t,)
and hole (#,) transfer integrals. In the limit of well-separated
diabatic FE and CTE bands, such coupling can be treated
perturbatively, resulting in CT-mediated energy transfer
between chromophores, as described with an effective short-
range exciton coupling, Jor.”> "’ When such coupling interferes
destructively with the Coulomb coupling, ], such that Jc + Jo ~
0, a NA results. Despite the close proximity between
chromophores, the NA absorption spectrum resembles that of
a monomer, especially with regard to the vibronic structure
driven by the vinyl-stretching progression-forming mode.**¢
NA formation has been observed in PDI foldamer complexes by
Kaufman et al,* in complexes of bis-adamantane linked
anthracene derivatives by Nayak and Gopidas,”' and in Greek-
Cross pentacene’” and PDI'” dimers by Hariharan and co-
workers.*’ Interestingly, several recent reports have linked SB-
CS to NA formation.'””*** A reduction of Coulomb coupling
by increased linker length between two interacting chromo-
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phores, or a favorable geometry such as the Greek Cross in
which two transition dipole moments are essentially orthogonal,
has been shown to enhance SB-CS and lead to NA formation.

In this work, we explore theoretically the relationship between
SB-CS and NA formation in molecular dimer complexes with
applications mainly to those based on PDI chromophores.
Intermolecular coupling derives from the interacting molecular
transition dipole moments (Coulomb coupling, Jc), which
creates delocalized Frenkel excitons as well as molecular orbital
overlap, which gives rise to the mixing between the Frenkel
excitons and the CT excitons. The latter is governed by t, and t;,
as well as the energy mismatch, Ecr — Eg), between the diabatic
CT energy Ecr (before solvent stabilization) and the local
monomer excited state energy (Eg;). We show that both SB-CS
and NA formation are optimized near a null point, defined as a
degeneracy in either the lower- or upper-adiabatic exciton
bands, and associated with certain set of electronic parameters
{Jo te ty and Ecr — Eg, }. Such parameters are highly sensitive to
the relative orientation between the two chromophores, so that a
null point can be identified with a particular dimer geometry. It is
important to emphasize that a null point is a quite general
concept and does not require well-separated diabatic FE and
CTE bands (as does a NA). In a z-stack containing many
chromophores, a null point is identified with a flat (dispersion-
less) energy band. Oleson et al.*’ explored absorption and
photoluminescence in large z-stacks (10 or more chromo-
phores) of two phenyl-substituted PDI derivatives showing how
they “straddle” a lower-band null point, resulting in hJ- and Hj-
aggregates. Spectral simulations showed that at the null point,
the resulting photoluminescence spectrum strongly resembles
that of the monomer spectrum.

In what follows, we outline a recipe for efficient SB-CS in
molecular dimers, where SB-CS is derived from fluctuations in
solvent polarization. Beyond the Weller condition,* which
states that the solvent-stabilized CT state should appear below
the optical gap, two additional conditions are identified: (i) the
presence of a null point and, just as important, (ii) lopsided
electron and hole transfer integrals, such that I, >> 1| or It,| >
It]. Together, these two conditions optimize the developing
charge asymmetry in response to small fluctuations in the
solvent-sourced electric field, which eventually lead to solvent-
stabilized charge-separated states. We find that generally not all
null points behave the same way: some are conducive to SB-CS,
some are conducive to NA formation, and a smaller subset is
conducive to both processes. We show that SB-CS is most likely
launched from a null point in the lower band. However, a null
point in the upper band may explain how SB-CS can occur in H-
dimers with significant cofacial overlap, such as the PDI
complexes reported in refs 19 and 20.

Il. MODEL/HAMILTONIAN

Herein we treat molecular dimers containing two identical
chromophores, such as the covalently bound PDI dimer
complex in Figure 1, which has been shown to undergo SB-
CS.” The two PDI chromophores are connected via a symmetry
operation and interact Coulombically through their transition
dipole moments as well as through orbital overlap, the latter
giving rise to charge transfer.

For a molecular dimer, the electronic Hamiltonian consists of
the sum, > ~374748

H=Hp+ Her + Hp_cr (1)
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Figure 1. PDI dimer complex known as gPBI-cp. Reproduced from ref
20. Copyright 2022, ACS.

The first term accounts for the creation of Frenkel excitons
and is given by,

Hp = Eg ). ) (n*l + JL{IT°)(2"1 + 2*)(1*1} o

where the state In*) indicates that the nth chromophore (n = 1,
2) hosts a local excitation (S,), while the other chromophore
remains unexcited (S,). Eg, is the monomer transition energy

(taking the S, state as the zero of energy), and J. is the Coulomb
coupling between the two chromophores. Here, we assume that
the local excitation is primarily a HOMO—LUMO excitation.

Hep accounts for the energy of the intermolecular charge-
transfer states, Ecr,

Hep = Eqp{ITF, 270(1F, 271 + 127, 1)(2%, 171} (2b)

The CT states I11%, 27) and 12%, 17) represent the two charge-
separated (cation/anion) states. The cation consists of a half-
filled HOMO, which is commonly referred to as a hole, while the
anion has a filled HOMO orbital (no holes) and a half-filled
LUMO, where the latter is referred to as an electron. In the
electron/hole description, the local excitation therefore consists
of one electron and one hole. It is important to note that Ecr in
eq 2b is the energy of the CT states before significant stabilization
induced by solvent reorganization (in polar solvents).

Finally, the coupling between the locally excited states and the
CT states is given by,

Hp cp = (1T, 271 + 122", Tl + hee. }

+ 6 {17)(2F, 171 4+ 12%)(1%, 271 + hee. } (2¢)

where t, and #, are the electron and hole transfer integrals,
respectively, defined by,

t, = (LUMO,IAILUMO,) (3a)

(3b)

where f is the complete one-electron Hamiltonian of the dimer
complex. The negative sign in the hole transfer integral®>*’
accounts for the fact that moving a hole forward is equivalent to
moving a (HOMO) electron backward.

The direct Coulomb coupling in Hp results in the two
delocalized Frenkel exciton (FE) eigenstates,

t, = —(HOMO,lAIHOMO,)

lk)p = 2721+ 12"} k=0, 7 4)
with wave vector k, and with energies,
Ep(k) = Eg + ], cos(k) (s)

The k wave vector notation is useful in comparing the dimer in
this work to larger z-stacks (N > 2) with one molecular per unit
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Figure 2. (a) Diabatic energy level scheme corresponding to a Coulomb-defined H-aggregate (Jc > 0) with FE-dominated lower-energy band.
Coupling between diabatic states is represented by black arrows. (b—d) Activating t, and #;, allows FE/CTE mixing which results in the adiabatic energy
level scheme. In this example, the CT integrals are in-phase with t, = #;, so that only the k = 0 states couple (see eq 7). Increasing ¢, or #,, results in an H-
dimer with reduced splitting in part b, a null point in part ¢, and a J-dimer in part d. In this figure and all that follows, a blue (red) energy level indicates a

dominant FE (CT) component in the associated eigenfunction.

cell treated in previous works.”>>”** Here, translational
symmetry leads to equivalent chromophores. (One could use
other symmetry operations such as rotation or reflection without
loss of generality.) The phase of the molecular orbitals are then
chosen using translational symmetry, so that, for example
[HOMO,) is obtained by translating [HOMO, ). In addition, the
transition dipole moment (TDM) corresponding to the
HOMO-LUMO transition on chromophore 2, is obtained by
translating the TDM of chromophore 1. As such, the k = 0 state
in eq 4 carries all of the oscillator strength. The phase convention
is also very important in defining the signs of the transfer
integrals in eq 3.%

The two CT states in Hcy are degenerate, each with energy
Ecr. Hence, they can also be expressed as delocalized CT
exciton (CTE) states with wave vector k,

kyer = 2722 )+ 2 1)) k=0, 7 6)

The FE states in eq 4 and CTE states in eq 6 are diabatic
states, as they are not yet mixed by Hg-cr. For a given value of k,
mixing occurs via the matrix element,

p(kHlk)or = t, + t; exp(ik) (7)

Generally, the degree of mixing between the FE and CTE
states determines the H- or J-nature of the short-range
coupling.*>***>*’ The mixing is also a vital component of
excimers and the intermediate state in singlet fission.” For a
given value of k the diabatic Frenkel and CT states mix to form
an adiabatic upper state, lk,+) and a lower state |k,—),

Ik, +) = g Hk)p + clk)er k=0, 7 ®)
The corresponding energies are given by,
g Fer B
= 2
+ \/M + t2 + t7 + 2tt, cos(k)
)
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For a z-stack with N > 2, the expression is similar except for an
additional factor of 2 in front of the terms containing the
electron and hole transfer integrals, as well as the appropriate
modification of the Frenkel exciton band expression Egx(k)."

Figure 2 illustrates the impact of the Frenkel/CT mixing on
the energy level structure of a Coulomb-defined H-dimer (J >
0), highlighting the importance of the phase relationship
between f, and #,. Here the diabatic upper and lower bands
contain the CT and Frenkel excitons, respectively, as is usually
the case in PDI dimers (blue and red levels indicate dominant
FE and CT components, respectively). Before mixing (Figure
2a), the upper-band CT states are degenerate while the lower-
band states depict the splitting characteristic of an H-aggregate.
The figure shows that if the two CT integrals have the same sign
and equal magnitude (. = #,), only the k = 0 diabatic states will
mix with each other (see eq 7), causing a significant reduction in
the lower-band splitting as well as an induced H-like splitting in
the upper band (Figure 2b). Further increases in t, and t, lead to
degenerate lower-band states—a null point®~>* as demon-
strated in Figure 2c—beyond which the order of the energy
levels is reversed, resulting in a J-dimer in Figure 2d. Hence, FE/
CTE mixing with in-phase CT integrals promotes a J-like
behavior in the lower band. Moreover, it is easy to appreciate
that changing the relative sign between the CT integrals (¢, =
—ty,) causes only the k = 7 states to mix, resulting in enhanced H-
like splitting in the lower band, with no null point or J-dimer
conversion. Details of the H- and]-promoting nature of the FE/
CTE mixing can be found in several works.””™*"* As we will
see, the intricate interplay between Coulomb coupling and CT-
mediated coupling plays a major role in SB-CS as well as NA
formation.

Finally, we consider the symmetry-breaking Hamiltonian, H'.
Here, we attribute symmetry-breaking to the small energetic
fluctuations, E, arising from the electric fields associated with
changes in the polarizable environment due, for example, to
polar solvent motion. Such electric fields couple directly to the
excited-state dipole moment of the dimer complex which arises
from the CT component. The associated Hamiltonian is,

H' = SE{' 1)1 — I1t27)(1%271) (10)

https://doi.org/10.1021/acs.jpcc.3c06785
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a) Lower-Band Null Point
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Figure 3. Adiabatic energy levels corresponding to null points in (a) the lower band, (b) the upper band, and (c) both the lower and upper bands. The
phase relationships among the electronic coupling parameters are reported at the bottom of each panel. In parts a and b, it is assumed that J > 0 so that
the k = 0 state is the higher of the split levels (as in an H-aggregate). In part ¢, one can also have ] t, = 0 if ;, is dominant. Blue (red) energy level
indicates a dominant FE (CT) component in the associated eigenfunction.

In a polar solvent, OE fluctuates about zero, with a standard
deviation that increases with solvent polarity. In accord with eq
10, positive O values stabilize the |1*27) state, while negative
values stabilize the [2*17) state. H' couples adiabatic states in eq
8 with different values of k, thereby allowing effective SB-CS as
will be shown below.

In what follows, we assume an initial fluctuation 6E > 0 so that
SB-CS results in a solvent-stabilized |12 > state. In addition, SE
is taken to be less than approximately 107 €V, much smaller
than typical values of t,, #;, and Jc in PDI dimers. As the dimer
develops charge asymmetry (and therefore a dipole moment) in
response to H’, it creates a reaction field which acts to further
orient the surrounding solvent molecules, which, in turn,
increases the electric field on the dimer, causing increased
stabilization and so on. This process continues until the solvent
reorganization is complete, at which point the lowest-energy
state of the dimer is dominated by the CT component, with the
stabilized energy denoted as Ecr(sol). For PDI dimer complexes
in a polar solvent, Ecp(sol) can be several hundred meV lower
than the energy of the initial, optically excited state (before
solvent reorganization).4’17

lll. RESULTS

In this section, we show how both SB-CS and NA formation are
related to the presence of null points. A null point occurs when
the values of J¢, t,, t;, and Ecy — Eg, are such that degeneracies
occur in the lower band (E,_,_ = E;_,_), the upper (E_,, =
Eq_,..) band or both, as indicated in Figure 3. Such degeneracies
make the dimers extremely susceptible to the symmetry-
breaking fluctuations induced by H' in eq 10. Prior work by
our group was confined to NA formation induced by null points
in the lower-energy (FE-dominated) band.*>***> Here, we
introduce a general theoretical framework with which to analyze
mainly the impact of both lower- and upper-band null points on
SB-CS. We also show how our prior results on NA formation are
neatly accounted for within the current approach. An interesting
question arises as to whether a given null point can promote both
SB-CS and NA formation.

To determine a lower-band null point as depicted in Figure 3a,
we set E;_o_ = E;_,_ Subsequent use of eq 9 and some tedious
algebra results in the expression that defines the lower-band null
point in a molecular dimer,
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_Jé(tez + t}%) + 4te2t§ = Zteth]c(ECT - Es‘) (11)
In addition, the product of the electronic couplings must be
positive,

Jotetn > 0 lower-band null pt (12a)

According to eq 12a, for a Coulomb-defined H-aggregate (J;
> 0), the product t,t, must be positive, (i.e., t, and #, must be in-
phase) in order to realize a null point in the lower band. If Jc < 0
then tt, must be negative.

For the upper-band null point, setting E;_ , = E;_, also leads
to eq 11, although the phase condition for the electronic
couplings reverses, leading to,

Jotetn <O upper-band null pt (12b)

An upper-band null point is depicted in Figure 3b. eq 11 with
the phase relations in eqs 12a and 12b reveal a simple
relationship between the lower-band and upper-band null
points: If a null point in the lower band occurs for the values
{o te tyy Ecr — Es,} then there is also a null point in the upper-

band for the values, {J, t, — t, — (Ect — Es))}, Uc — to tw —

(Ecr — Eg)} and {—J¢, to ty — (Ecr — Eg)}

There is also the interesting limiting case in eq 11 where the
product Jtty, = 0, realized when J- = 0 and one of the transfer
integrals (¢, or #,) is nonzero. In this case, there is degeneracy in
both bands - a dual-band null point, as demonstrated in Figure
3c. The case can be understood directly from the energy level
diagram in Figure 2a. When ] = 0, both the upper and lower
diabatic bands are doubly degenerate. The degeneracy is
maintained in the adiabatic limit when It, + #| and It, — #,| are
equal, or, equivalently, when one of the CT integrals is zero.
(The case where both t, and #, are zero is a trivial one since no
coupling at all exists between the diabatic states.)

In what follows, we further investigate SB-CS and NA
formation in molecular dimers using the electronic coupling
parameters based on typical chromophores like PDI, where |]l, |
t| and I,| are usually less than about 0.1 eV. We begin with the
most general case, where all of the electronic coupling
parameters are nonzero. Generally, in closely spaced dimers
the Coulomb coupling ] is significant, with the important
exceptions being the “Greek Cross” configuration,'”** where
the two molecular transition dipole moments form approx-
imately a 90-degree angle, as well as configurations with parallel,

https://doi.org/10.1021/acs.jpcc.3c06785
J. Phys. Chem. C 2024, 128, 248—260
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Figure 4. (a) Nonresonant and (b) resonant SB-CS for a molecular dimer with ] > 0, beginning with the diabatic states (left) with electronic couplings
represented by the black arrows. The adiabatic states (center) are formed after activating (in-phase) f, and #, with dominant ¢,. The degenerate
adiabatic states, which define a lower-band null point, are initially split by a solvent fluctuation. (right) Subsequent solvent reorganization results in the
lowest-energy state with dominant, asymmetric CT character (+—). (far right) The antistabilized, (—+)-dominated state is not shown but increases

with energy as the solvent reorganizes.

slipped transition dipole moments in the vicinity of the magic
angle. The CT integrals t, and t, are far more sensitive than ] to
intermolecular orientation and can change sign upon molecular
slip distances of the order of a bond-length.”” Finally, in PDI
crystals, the diabatic CT energy is typically greater than the
molecular S; energy, Ect — Eg > 0, but depends sensitively on
the packing geometry, increasing with nearest-neighbor distance
as the Coulomb binding energy diminishes.>' In a prior work,*
we obtained accurate spectral simulations for the crystal phases
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of several PDI derivatives using Ect — Eg ~ 0.1 eV. Hence, in all

that follows we take Ecy — Eg > 0.

Lower-Band SB-CS. Although null points can occur in
either band, we expect SB-CS to be most efficiently launched
from a null point in the lower-energy band, which is increasingly
dominated by the FE component as Ecr — Eg, increases. Since
the bulk of the oscillator strength is contributed by the FE
component, the lower-energy band is directly optically excited.

https://doi.org/10.1021/acs.jpcc.3c06785
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Figure 5. Adiabatic energy level schemes for lower-band null points in Coulomb-defined H-dimers (J > 0) for several values of Jc. In part a, Ec1 & Eg,
(resonant) while parts b and c represent nonresonant cases, with Ecy > Eg,. In all cases, the electron CT integral is dominant, t, = 0.1 €V, being five
times larger than the hole integral, t, = 0.02 eV. Blue (red) levels indicate a dominant FE (CTE) component.

SB-CS is but one fate of the excited state, as it may also decay via
singlet exciton fission or excimer formation.®”

To obtain lower-band SB-CS the adiabatic states, |k = 0,—)
and |k = ,—), must effectively mix together under the influence
of H' in eq 10 to form charge-asymmetric states. This occurs
most efficiently when,

|E,_o_ — Ey_, _| < labSEl (13)

where —abdE is the matrix element of H' connecting the |k =
0,—) and |k = 7,—) adiabatic states. Here, we have introduced a
more convenient notation, a = ¢~ and b = ¢, with the
wave function coeflicients defined in eq 8 and with ab > 0 taken
without loss of generality. The condition (13) is readily satisfied
at or near a null point for degenerate wave functions having large
CT components, 4 and b.

Under condition (13), the mixing is well-described by
degenerate perturbation theory, resulting in the (zero-order)
localized wave functions,

y/a

W) = %{lh 0,—) = k=1, =)} -
W) = %{Ik:o,—)+ k=1, -)) 110)

Corrected to first-order, the energies of the states in eq 14 are
Ejoc = E,, £ abdE, where E, .. is the null point energy (=Eeo_ =
Ei_,,_). Since 8E > 0, the state [¥[;.) in eq 14a is more stable. The
charge asymmetry within the state I¥[) is given by,

Hep = (=ML — (= + 1901 (15)

where we have introduced the more user-friendly notation, l+—)
=11"27) and I—+) =12"17). Substituting eq 8 and eq 14b into
eq 15 gives ncr = ab. Hence, achieving the largest charge
asymmetry in |¥},.) is equivalent to maximizing the right-hand
side of eq 13.

Equation 13 shows that solvent fluctuations are most effective
in creating charge-asymmetric states at or near a null point for
degenerate wave functions having large CT components, a and
b. This immediately disqualifies the case where It | and | £,| are
comparable. For example, when Jo > 0 and ¢, = #, the k =
diabatic states will not mix at all (see Figure 2a and eq 7) so that
b= "~ = 0 and the perturbation H' cannot induce any mixing
(ab = 01in eq 13) even at a null point. Hence, the null point in
Figure 2¢ cannot result in SB-CS. A similar argument applies
when J¢ < 0 and t, = —t,, whereupon a = &~ = 0. Hence, for
SB-CS to be initiated at (or near) a null point, Il and | ;| need to
differ substantially so that the product ab is maximized.
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Referring to Figure 2a, large and comparable values of a and b
result when the coupling between the k = 0 states is similar to the
coupling between the k=7 states, i.e., when lt, + t;, | & |t, — #; |, and
when such coupling is sufficiently large compared to IJ|. This is
accomplished when either lt,| > It | or Il > It|, with the
magnitude of the dominant coupling, e.g,, It.|, comparable to or
larger than IJ¢l.

In summary, null points with lopsided electron and hole
transfer integrals lead to strongly asymmetric local states in
response to the solvent-induced fluctuations H'. However, to
proceed to full-fledged SB-CS the energy of the solvent-
stabilized state, Ecr(sol) (<Ecr), which results from complete
solvent reorganization, must be lower than the energy of the
initially optically excited exciton, such that the Gibbs energy for
charge separation, AGcg is ne§ative. This condition was
originally pointed out by Weller.*® Typically, AGcg is less than
—0.2 eV for efficient SB-CS in PDI chromophores.'” A strong
driving force for SB-CS ensures that it occurs sufficiently rapidly,
typically in the range 1-100 ps,4’5 to outcompete other
relaxation process.

Figures 4a and 4b schematically depict lower-band SB-CS in a
Coulomb-defined H dimer (J¢ > 0) so that a null point requires
t. and #, to be in-phase (t.t, > 0), see eq 12a. The figure portrays
the diabatic energy level scheme on the left and proceeds
through to the solvent-stabilized charge-asymmetric state on the
right. Figure 4a pertains to the nonresonant regime where Ecp —
Eg > Jcl, i.e., well-separated diabatic FE and CTE bands. Figure

4b shows the resonant regime, where Ecr — Eg = 0; i.e., the local

excited state is resonant with the diabatic CT state. Similar
diagrams can be constructed for Coulomb-defined J-aggregates
Jc <0).

The nonresonant and resonant SB-CS processes outlined in
Figures 4a and 4b assume a dominant electron transfer integral, |
t.| > It,|. In this limit eq 11, under condition (12a), reduces to
the form

4- /R
Ecr — Eg ® MI lower band
! 2]/t

(16)

Equation 16 can be more easily used to identify null points in
the lower band. The equation shows that in order to obtain null
points for Ecr — Eg, > 0, one must have J& < 44, so that, overall, |

tl,

0l g, g, > 0

Jcl =2l < It | i.e. relatively weak values of ]| and Ity | relative to
lt.|. The equality, J¢ = 4t;, corresponds to the resonant regime,
Ecr = E;, depicted in Figure 4b. Importantly, eq 16 also shows
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that a given null point depends only on three parameters, Ecr — o6]a) | Lower-Band SB-CS |
Eg, It| and the ratio IJ./t,|. Je=0.04 eV
In the nonresonant regime of Figure 4a, the condition, Ec — 7 ol ey |
Eg > ], is maintained as long as J¢ < 4£:(1 — 2t,/t,), where eq 0.4+ ["::0"02 o |
11 was required to obtain the small correction of order #,/t.. 8E=0.001 eV

Because Jc > 0 in both Figure 4a and Figure 4b, f, and ¢, also
need to be in phase (same sign) so that the coupling among the
diabatic k = 0 states is slightly greater than that between the k=7
states, as can be appreciated from the left side of Figure 4.
Figures 4a and 4b also show that the reaction to an initial
fluctuation H' results in only a small splitting, 2aboE, between
the states in eq (14). However, the induced charge asymmetry
creates a reaction field that leads to additional alignment of the
polar environment, which in turn amplifies subsequent JE, and
so on. When solvent reorganization is complete, the stabilized
state, I¥[.), is entirely dominated by the CT component with
energy Ecr(sol), as shown in the figures. For efficient SB-CS, the
state should be at least as stable as E,.*

To better illustrate SB-CS-inducing null points, we consider a
dimer with Jo > 0 (a Coulomb- defined H-dimer) with an
electron transfer integral, t, = 0.1 eV, five times larger than the
hole transfer integral, #, = 0.02 eV. Figure Sa-c shows the
adiabatic energy level diagrams at the null point for (a) Jc = 0.04
€V (resonant), (b) Jc = 0.02, and (c) J¢ = 0.01 eV. According to
eq 11, the null conditions in Figure Sa—c are reached when E¢p
— E5 = —0.004, 0.148, and 0.374 eV, respectively, which agrees

well with the values of 0.0, 0.15, and 0.375 €V from eq 16. (We
continue to refer to case a as “resonant” despite the slight
mismatch of 0.004 eV between E.r and Eg; which vanishes as |
t./t,l increases.) Figure S shows that Ecy — Eg increases to

maintain a null point as Jc diminishes, in agreement with the
predictions of eq 16. Increasing Ecy — Eg also results in

decreasing CTE character of the degenerate band-bottom states
and hence we expect less charge asymmetry for the smaller
values of .. We point out that the null point is preserved—i.e,,
the lower level remains degenerate—when ] is reversed in sign
to make a Coulomb-defined J-aggregate, as long as either #, (or
t.) also changes sign so as to maintain the phase of the product,
Jctty > 0.

Based only on the energy level diagrams in Figure 5, it is not
clear whether the null points are also SB-CS conducive. For this,
we need to confirm the wave function asymmetry, #cr from eq
15, after application of the small fluctuation H’ in eq 10. Figure
6a shows how the CT admixtures, (+—|¥;; > and |{—+¥;; )
vary as a function of Ecr — Eg, for the J¢ values in Figure 5 and

for SE = 1072 eV. Null points are clearly identified by the sharp
increase in 77y, which is the difference between the red and black
curves.

When ] = 0.04 eV the null point appears near Ecy — Eg =0

(resonant case). Here, the charge asymmetry peaks at 7cr ~0.5,
with the admixture of the |l+—) state reaching 50%, while the
|—+) component plummets to almost zero. The remaining 50%
of the local wave function is taken up by the Frenkel exciton
components (not shown), which supply the oscillator strength
for optical excitation. As J- decreases further, null point
— E;, which
coincides with a reduction in the |+—) admixture in the lower-
band as well as a decrease in 7y, making such null points less
SB-CS conducive.

maintenance requires higher values of Ecr
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Figure 6. (a) CT admixtures, |(+—IP)I* (red) and |{—+¥j)I*
(black), in the localized charge-asymmetric wave function as a function
of Ecy — Eg, for Coulomb-defined H-dimers. The fluctuation energy is
6E = 0.001 eV. (b) CT admixtures vs Ecp — Eg,, for Jc = 0.04 eV for
several values of OE. In all cases, f, = 0.1 eV = 5t;,.

From Figure 6, one can conclude that the most efficient lower-
band SB-CS occurs at null points corresponding to |[Ect — Eg|l

less than approximately 0.1 eV. This ensures substantial charge
asymmetry, #jcr, as well as a sufficiently large FE component for
optical absorption. The figure also shows that 71 surrounding
each null point decays to near zero fairly quickly, defining a
narrow “line width”. As expected, the latter increases with JE as
demonstrated in Figure 6b, so that SB-CS can occur over a wider
range of |[Ecy — Eg .

We now show that charge asymmetry can be dramatically
enhanced for |[Ecy — Eg | values surrounding the null point as Jc

and #;, are both reduced while maintaining their ratio. We consider
the near resonance regime where [J /#,| = 2. Figure 7 shows how
the charge asymmetry responds as J and #, approach very small
values of the order of JE, while ¢, is maintained at 0.1 eV
throughout. Also shown (dotted curves) is the theoretical limit
of Jc=t, = 0.

For the largest value of J¢ (=2t, = 0.04 €V, solid curves) the
null point on the lower-band is clearly observed for Ecr — Eg,
near zero, with 7jc7 near 0.5 as in Figure 6a. As ] (and therefore
t,) is further reduced, the asymmetry increases substantially
about the null point, Ecy — Eg = 0, extending well into the

regions of positive and negative Ecy — Eg. When J¢ and f,

approach 8E, the (+,—) and (—,+) CT admixtures approach the
dotted red and black curves, respectively, in Figure 7a, which
correspond to the limit J; = #, = 0. Here, the asymmetry is quite
substantial out to Ecy — Eg = 0.2 eV.

The behavior observed in Figure 7a arises because the change
in energy, AE = |E;_,_ — E;_,_|, surrounding the null point
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Figure 7. (a) CT admixtures, |(+—IPi)I* (red) and |{(—+W¥j;)I*
(black), in the localized, charge asymmetric wave function as a function
of Ecy — Eg, for Coulomb-defined H-dimers with J = 2#, and for several
values of t;,, In all cases, £, = 0.1 eV and 6E = 10™* eV. (b) AE as a
function of Ecy — Eg, for the case for the parameter sets from part a

evaluated before application of the fluctuation. Null points correspond
to AE =0.

becomes less sensitive to Ect — Eg, as Jc and t;, decrease, making

the surrounding region more susceptible to small fluctuations,
OE. This can be appreciated from Figure 7b, which shows AE vs
Ecr — E;, for the values of ] and #;, from Figure 7a. The range at

which eq 13 is satisfied becomes broader as J; and #, decrease.
Overall, Figure 7 shows why SB-CS is more likely to be observed
in dimers with small Coulombic couplings, such as the Greek
Cross geometry.'”

Null Aggregates. In this subsection, we briefly consider null
aggregates, which have recently been linked to efficient SB-CS in
PDI dimers.'”* As we will see, although NAs and SB-CS require
null points, not all null points share the same characteristics.
Some, as we have already seen, lead to efficient SB-CS while
others lead to NA formation. As shown below, a small subset of
null points lead to NA formation and mild SB-CS. There are also
null points that lead to neither SB-CS or NAs.

NAs are created at null points in the lower-energy band, in the
limit of well-separated diabatic CTE and FE bands. As shown
earlier’™ ™" in this limit the admixture of the CT states in the
lower-band degenerate states is small, so that their inclusion can
be treated using second-order perturbation theory. In this
manner, FE/CTE mixing gives rise to short-range exciton
coupling, Jcr, which interferes with the Coulomb coupling, Jc.
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When Jcp and Jc have opposite signs and similar magnitudes,
they effectively cancel out, yielding NAs with spectral properties
that are very similar to individual monomers.

Well-separated diabatic FE and CTE bands occur when E-p —

Eg > |]|. For general null point formation in the lower energy

band, this inequality is consistent with eqs 11 and 12a when the
term 4£2t} dominates the left-hand-side, i.e.,, when

a1ty > Jo(6) + ) (17)
Rearranging eq 11 under condition (17) gives
2t
Eer — Eg ® Jotidy > 0
Je (18)

as the condition for NA formation. Equation 18 can be rewritten
as,

Jo + Jop & 0 I, 18], 1) < By — Eg

(19)

where, the CT-induced, short-range exciton coupling is given
by*s=37

-2t
Ecp — Eg

k
cr (20)

Equation 20 shows that Jor promotes J-aggregation (Jor < 0)
when f, and #;, are in-phase and promotes H-aggregation (Jcr >
0) when t, and t, are out-of-phase. According to eq 19 within a
NA, Jc and Jcr must have opposite signs. A NA is therefore a
manifestation of contrasting H and ] influences which effectively
cancel out, yielding monomer-like spectral behavior.>>~>” The
condition accompanying eq 19 follows from eqs 17 and 18 and
justifies a perturbative treatment of NA formation as was done in
refs 35—37.

With the definition of a NA firmly in hand, we now revisit the
null points in Figure 6a to see if they correspond to NAs. The
null point in Figure 6a for the resonant case, Ecy — Eg = 0,

cannot qualify as NA formation since eq 19 is undefined—the
diabatic bands are not separated at all; see Figure 4b. Moreover,
on resonance, both the lower and upper adiabatic bands have
comparable FE components so that each band receives roughly
half of the oscillator strength, making the absorption spectrum
quite different from that of the monomer.

The nonresonant null points in Figure 6a are much more in
line with NAs. For J- = 0.02 and 0.01 eV, null points occur when
Ecr — Eg, is 0.148 and 0.374 eV, respectively. Compared with

the approximate values of 0.2 and 0. 4 eV obtained from the NA
condition in eq 19, agreement is fairly good and improves with
increasing Ecy — Eg. At such points, the FE component is

dominant and the absorption spectrum will closely resemble that
of the monomer. However, Figure 6a also shows that increasing
Ecr — Eg, leads to diminishing charge asymmetry, with 7o ~ 0.2
and 0.05 when J = 0.02 and 0.01 eV respectively. Hence, it may
be possible to have approximate NA formation with SB-CS at
(nonresonant) null points in the lower band, although SB-CS is
not optimal.

Importantly, since eq 19 is derived directly from eq 11, it
makes no restrictions on the relative magnitudes of t, and t;,; they
do not have to be lopsided as required for SB-CS. Hence, there
exists another subclass of NA-forming null points distinct from
those in Figure 6, in which ¢, and #, are not lopsided—those with
comparable values of the CT integrals, t, & t,, such as in Figure
2c. In the limit that ¢, = t;, the null points from eq 19—or even
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from the more general null point equation, eq 11—will not
result in any wave function asymmetry after the application of
the symmetry-breaking solvent fluctuation in eq 10. This is
because according to eq 7 when ¢, = t;, the k = 7 diabatic states
do not couple at all so that the product ab in eq 13 is exactly zero.
Similar conclusions are drawn when t, = —#,

Upper-Band SB-CS. We conclude our analysis by
considering null points in the upper-band, as depicted in Figure
3b, and their potential for SB-CS. Upper-band SB-CS may
explain the curious observation of SB-CS in cofacially oriented
perylene'®** and PDI'***** dimers (see Figure 1), where the
absorption spectrum reveals H-aggregation through an attenu-
ation of the first vibronic peak relative to the second. The spectra
indicate an FE dominated lower-band (Ecp — E, > 0) with an H-

like energy level ordering.

Upper-band SB-CS requires a condition analogous to eq 13
but involving the two upper-band adiabatic states. However,
when Ecp exceeds Eg, the upper-band states, Ik = 0,+) and
Ik = ,4), become dominated by their CT components, a and b,
so that generally the asymmetry ¢y in the localized state, ['¥),.)
=272 {lk = 0,+) + Ik = 7,+)} exceeds the asymmetry values
associated with lower-band SB-CS. However, the increase in #7cp
comes at the expense of a diminishing FE component, making
the absorption cross-section significantly smaller in the upper vs
lower-band. In addition, SB-CS in the upper-band must compete
with rapid interband relaxation in the lower-band.

In analyzing upper-band SB-CS we continue to assume a
dominant electron transfer integral, so that the upper-band null
condition in Equations 11 and 12b can be rewritten as,

N G2/t —4)

Ecp — Eg & It
T 2]/t

el

It > It,|, J.tt, <O upper-band

(21)

In contrast to eq 16, eq 21 shows that positive values for Ecr —
Eg, require IJcl > 2It,|. Note that because Jct,t, < 0, the SB-CS

inducing null points in eq 21 apply for Coulomb-defined H
aggregates (Jc > 0) when f, and #, have opposite signs, ie., out-
of-phase, with t.t, < 0. For Coulomb-defined J-aggregates (Jc <
0), t, and t, must be in-phase (., > 0).

To demonstrate upper-band symmetry breaking, we return to
the Coulomb-defined H-dimer (J > 0) considered previously,
with an electron transfer integral, £, = 0.1 eV, five times larger (in
magnitude) than the hole transfer integral, , = —0.02 eV. (Note
the sign change in #;, compared to the lower-band null points in
Figure § is required by eq 12b). We consider three values of the
Coulomb coupling, J- = 0.04, 0.06, and 0.08 eV. The first value
of J; corresponds to resonant SB-CS, where J = 2lt,| = 0.04 €V,
the same as in Figure Sa, while the second and third values lead
to nonresonant SB-CS. According to eq 21 the null points occur
when Ecr — Eg =0, 0.083, and 0.15 eV, which agrees well with

the exact values of 0.004, 0.089, and 0.158 eV from eq 11.

Figure 8 displays the energy level diagrams for just the
extreme values, Jc = 0.04 and 0.08 eV at their respective null
points. Interestingly, the splitting of the H-like lower-band
remains unaffected by Frenkel/CT mixing, adhering to the
diabatic value of 2] in both cases,

Ek=0,— - Ek=ﬂ,— = ZJC

(22)
This is a rigorous result that can be derived from eq 9 when

Ei-0+ = Eir+- Figure 8 also shows that the upper-band adiabatic

states shift to significantly higher energies with increasing J.
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Figure 8. Adiabatic energy level schemes for upper-band null points in
Coulomb-defined H-dimers (Jo > 0), for two values of J.. Part a
represents the resonant case, Ecr & Eg;, while parts b is nonresonant
with Ecr substantially larger than Eg,. Note that the energy level scheme
in part a is just the inverted version of the lower-band resonant case in
Figure Sa. The splitting of the lower band remains at 2/ in both parts a
and b. In all cases, the electron CT integral is dominant, with £, = 0.1 eV,
with the hole integral, ;= —0.02 eV. Note the product, t.t, is now
negative as opposed to Figure 5.
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Figure 9. (a) CT admixtures, |(+—IPi)I* (red) and |{(—+¥j;)I*
(black), in the localized, charge-asymmetric state in the upper band
as a function of Ecr — E for Coulomb-defined H-dimers for several
values of J- (>0). In all cases, t, = 0.1 eV and t,=—0.02 eV with 6E =
0.001 eV. (b) CT admixtures as a function of Ecy — E, for the resonant

case (Jo= —2t,) and for several values of t,. In all cases, t, = 0.1 €V and
SE=10""eV.

Figure 9a shows the CT admixtures, {+—I¥;)* and
[{(—+Wi..)l%, as a function of Ecr — Eg, for the three values of
Jc after application of the solvent-induced energy fluctuation,
H', in eq 10. I¥}..) is now defined as the lower of the two
fluctuation-split levels in the upper-band. Unlike in Figure 6, the
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charge asymmetry 7c increases with both Ecr — Eg and Jc.

1

However, this coincides with a significant drop in the FE
population,

1= {+=1PL )P — =+ )1

and therefore oscillator strength. Our calculations show that at
the null point the fraction of the oscillator strength in the upper-
band decreases from about 50% for J- = 0.04 eV to 27% for J =
0.08 eV. In the limit of large J the oscillator strength in the
upper-band vanishes entirely.

Based on the above considerations, more efficient upper-band
SB-CS appears to require Ecp to be nearly resonant with Eg;.
However, we also need to evaluate the energetic separation
between the two bands, which is important in determining
whether a single laser pulse can simultaneously excite the bright,
lower-band exciton as well as the degenerate upper-band states.
It is also important for gauging the competition between SB-CS
and interband relaxation. In order to better appreciate the
energy separation, we consider the resonant case Eqp — Es, of

Figure 8a in greater detail. Use of eq 9 and eq 11 results in the
exact values for upper-band band energy,

2 2
Eio4+ = Eiery = Est + 4t + 15

(23a)
as well as the split H-like levels in the lower-band,
[2, 2
Ek=ﬂ,— =Eg — t: + 1t — ]C (23b)
2, 2
Eioo- = By = yt. + 8 + (23¢)

where from eq 11, J. = 12¢4,]/ te2 + t7 ~ 2lt). (The approx-
imate form follows when It,| > If].) The energetic separation
between the degenerate upper band and the bright k = 0 state in

the lower band is therefor 2,/t” + t; — Jo = 2lt| — ], whichis

0.16 eV in Figure 8a. We showed that the gap is further reduced
to 0.06 eV with no loss in charge asymmetry when the dominant
CT integral, t,, is reduced to 0.05 eV, making it easier for a single
laser pulse to simultaneously excite both bands.

As in the lower-band, the charge asymmetry can be
substantially enhanced for |Ecr — Eg| values surrounding the

null point as J¢ and #, are both reduced while maintaining their
ratio. Figure 9b shows the effect of decreasing ] (and #,) while
maintaining the resonant condition, J = 2lt,| (with £, = 0.1 eV
throughout). As in Figure 7a, ¢ increases over a broader range
of detunings, Ect — Eg, as ] diminishes, due to the enhanced
insensitivity of |E,_ , — E;_,,| to Ecy — Eg, similar to the effect
in Figure 7b. Hence, both lower- and and upper-level SB-CS are
strongly favored by smaller Coulomb couplings. Of course, the
smaller Jc values will also decrease the splitting of the lower
band, lowering the H-character of the absorption spectrum.
Based on Figures 8 and 9 we conclude that the most efficient
upper-band SB-CS likely occurs near resonance, with Ecr ~ Eg,

when |t dominates over both J; and I,]. The near resonant
condition is consistent with the conclusions reached in ref.*’ for
the gPBI-cp complex in Figure 1, where SB-CS was attributed to
the enhanced stability of the CT state (so that Ecy is near Eg;)
due to the strong electron-donating ability of pyrrolidinyl
substituents.
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IV. DISCUSSION/CONCLUSION

Using a Hamiltonian accounting for the interaction between
Frenkel and CT excitons in a molecular dimer, we investigated
the impact of null points on SB-CS and NA formation.
Generally, null points are defined as degeneracies within the
lower or upper energy bands (i.e, “flat” bands). They occur when
the set of four energy parameters, {J¢, t,, t;, Ecr — Eg,} satisfy eq

11, with the important phase relationships, Jott, > 0 (Jt.t, < 0)
for lower (upper)-band null points. A class of null points with
lopsided values of t, and #, (It,| > It [Jcl or It > It,], Jl) were
shown to be conducive to SB-CS. In this limit, null points are
defined with only three parameters; Ect — Eg, t., and Jc/t,

assuming £, is dominant. Molecular dimers with geometries
consistent with such null points are extremely sensitive to
solvent polarization-induced fluctuations in the electric field,
which cause the degenerate adiabatic k = 0 and k = 7 (FE/CTE)
excitons to readily mix to form localized charge asymmetric
states. Although the solvent perturbations are small, at a null
point the response is first order in the fluctuation energy, O,
leading to a cascade effect whereby the small molecular dipole
moment induced by the initial fluctuation generates a reaction
field which furthers the solvent reorganization, which, in turn,
increases the electric field on the dimer and so on.>” Eventually,
the solvent completely reorganizes around the localized charge-
separated dimer (either + — or — +) with a significant reduction
in energy. The charge separation process has been treated via
Marcus theory,”” where AGcs must be sufficiently negative,
despite the positive value of —TAS from the solvent
reorganization. A more detailed analysis than the present one,
would treat the solvent alignment as a harmonic coordinate
coupled to the induced chromophore’s (or aggregate’s) dipole
moment.®

We analyzed null points in PDI dimers, showing that lower-
band null points leading to efficient SB-CS (with It,| > It,| or It
>> lt,|) arise when the Coulomb coupling is relatively weak, with
[Jc! less than about twice the magnitude of the minor CT
integral. For physically realistic PDI parameters, SB-CS is
expected to be efficient for |J | < 0.04 eV, consistent with |[Ecp —
Eg | less than approximately 0.1 eV, see Figures 5 and 6. The

most robust SB-CS occurs when the charge asymmetry is most
sensitive to polarization fluctuations, as occurs at lower-band
null points when the magnitudes of J. and the minor CT
integral, e.g., t;, become small and comparable to the fluctuation
energy OE. The induced charge asymmetry becomes significant
for a broad range of Ect — Eg, values surrounding the null-point,

as demonstrated in Figure 7a. In the limit ] = , = 0, exact null
points exist simultaneously in the lower and upper bands, i.e., a
dual-band null point (see Figure 3c), where SB-CS can occur
from either band, independent of Ecy — Eg. This limit may be

relevant in the recent work of Sebastian and Hariharan,'” who
demonstrated efficient SB-CS in Greek-Cross PDI dimers,
where the two PDIs are covalently linked in an edge-to-edge
configuration with a relative twist angle of 90 deg. In ref 17, J
and t,, were calculated to be extremely small (Jo ~ 4 X 10™* eV, t,
~ —0.001 eV), while the calculated #, is approximately 150 times
larger than ¢, (#, & — 0.15 eV). Efficient SB-CS was observed in
polar solvents, such as acetonitrile, consistent with the
theoretical predictions presented here.

Lower-band null points cannot account for the rather
surprising observation of SB-CS in cofacial perylene'®** and
PDI dimers.'”*”** In all such cases, the absorption spectrum
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reveals H-aggregate behavior, as evidenced by a pronounced
attenuation of the 0—0/0—1 vibronic peak ratio in the dimer
complex compared to that in the monomer. Hence, there can be
no null point in the lower-band, at least not in the ground state
geometry. One possible explanation for SB-CS is the occurrence
of a null point in the upper-band, which coexists with the H-like
splitting in the lower-band, see Figure 8. However, SB-CS
launched from upper-band null points has to compete with rapid
interband relaxation. In addition, the higher energy of the upper-
band minimizes the FE component, which reduces the
absorption cross-section. Both of these detriments can be
mitigated in a near-resonant upper-band null point (Ecr = Eg,)

which occurs for sufficiently stabilized (diabatic) CT states. In
such cases, the degenerate upper band has a Frenkel admixture
near 50% with an energy that can be only slightly greater than the
bright state in the lower band (see discussion surrounding eq
23). Our hypothesis is consistent with the conclusion of ref 20,
which attributes SB-CS in the gPDI-cp dimer to the enhanced
stability of the CT state arising from the strong electron-
donating ability of the pyrrolidinyl substituents. Moreover, a
degenerate upper-level state with a roughly 50—50 admixture of
FE and CT states resembles the so-called “CT-enhanced
resonance states” of ref 20. As observed by Hong et al,”” such
states eventually succumb to solvent-induced adiabatic collapse
to the asymmetric charge-separated states. Similar to lower-band
SB-CS, the most robust SB-CS occurs as J; and the minor CT
integral become comparable to the fluctuation energy JE, see
Figure 9b. The model may account for the observations of
Coleman et al.** who measured SB-CS in cofacial cyclophane
PDI dimers with large intermolecular separations approaching 1
nm and with weak but significant H-aggregate signatures in the
absorption spectrum.

In contrast to SB-CS, NA formation takes place only in the
lower FE-dominated band when the diabatic FE and CTE bands
are well-separated, such that It,|, I, [Jc| << Ecy — Eg. This

affords a perturbative analysis, which treats the CT states as
intermediate, virtual states in an effective short-range exciton
coupling, Jor which cancels out the Coulomb coupling, Jo
thereby making the absorption spectral line shape quite similar
to that of a monomer, as experimentally verified in PDI
foldamers.*” Although NA’s with lopsided It.| and If;| can trigger
SB-CS, the initial asymmetry response to a solvent fluctuation is
small due to the minor CT admixture in the degenerate adiabatic
states defining the null point. Interestingly, the absorption
spectrum of the SB-CS-inducing Greek-Cross dimer of
Sebastian and Hariharan'” is only slightly different from the
PDI monomer spectrum, which was interpreted as evidence for
NA formation. NAs were also thought to be involved in the SB-
CS of covalent slip-stacked PDI dimer and trimer complexes.*®
In order to more thoroughly establish links between SB-CS and
NA formation, we need to expand our analysis of SB-CS to
include local vibronic coupling to the high-energy (0.15—0.18
€V) vinyl-stretching mode, which manifests as pronounced
vibronic progressions in the absorption and emission spectra of
PDI chromophores. In this way, we can identify signatures of SB-
CS in comparison with NA formation. It may also be that
vibronic coupling itself can provide the symmetry-breaking
instead of solvent polarization fluctuations.” We also plan to
include nonlocal coupling to an intermolecular “slow” mode,
necessary to account for the competition between excimer
formation and SB-CS."*'%*%*"?% It may be that a null point does
not exist in the ground state geometry but is encountered during
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nuclear relaxation along an intermolecular coordinate subse-
quent to optical excitation. We plan to study such effects using
the Holstein—Peierls Hamiltonian in ref 53 to account for local
and nonlocal coupling. Finally, it would also be interesting to go
beyond the dimer”® to explore SB-CS in trimers and larger 7-
stacks which allow greater charge separation.
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