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Abstract 

This experimental investigation seeks to confirm and extend previous investigations that 

resource interdependence vs. independence during problem-solving relatively extends the 

problem representation phase before convergence on a solution. In this current investigation, 

ninth-grade Korean native language participants (n=240) worked online to complete either a 

well-structured or an ill-structured problem in either independent triads where all of the 

members were provided with all of the information needed to solve the problem, or in 

interdependent triads where members were each provided with different portions of the 

information needed. The discussions were analyzed using a content analysis rubric from 

Engelmann and Hesse (2010), and knowledge structures were elicited as concept maps and 

essays and then analyzed using a graph-theoretic psychometric network scaling approach. 

Analysis of transcripts of the triad interactions showed a similar pattern of divergence and then 

convergence for the well-structured and the ill-structured problems that confirmed the previous 

investigations. As anticipated, interdependent triads performed relatively better on the ill-

structured problem perhaps due to the extended divergence phase, while independent triads were 

better on the well-structured problem perhaps due to a rapid transition to the convergence phase. 

Knowledge structure analysis of group maps shows that the interdependent triad maps resembled 

the fully explicated problem space, while the independent triad maps most resembled the narrow 

problem solution space. Suggestions for practice include first increasing students’ awareness of 

divergent and convergent thinking, allowing enough time for the activity, and also requiring 

teams to submit a problem space artifact before working on a solution. Such skills are a basis for 

learning in school, but more importantly, will prepare students for a world where change is a 

constant and learning never stops. 

 

Keywords: Group problem solving, Resource interdependence, Convergence and Divergence, Well-

structured and Ill-structured problem, Knowledge structure 
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1. Introduction 

 Jonassen (2010) stressed that “… problem-solving is the most authentic and therefore the 

most relevant learning activity that students can engage in…” (p. 2) and echoes Karl Popper that 

“all life is problem-solving.” In school, an emphasis on 21st-century skills requires an array of 

problem-solving competencies, including critical-thinking, information literacy, and teamwork 

(Graesser et al., 2020). While engaging in problem-solving in groups, students can develop their 

content knowledge, group interaction skills, and problem-solving skills in the targeted domain 

(Hung et al., 2019).  

However, both individual problem solving and teamwork are complex and difficult, and 

so it is important to explore how these two intertwine when working in a group to solve a 

problem. This experimental investigation seeks to confirm and extend one aspect of well-

structured and of ill-structured problem-solving in groups, the influence of resource 

interdependence (Buchs et al., 2021; Engelmann & Hesse, 2010; Laal, 2013; Yoo, 2020), which 

requires that team members must work together because the necessary information is not shared 

equally. 

1.1. Divergence and convergence in well-structured and ill-structured problems 

Problems and problem-solving are delineated by Jonassen (1997) on a continuum from 

well-structured to ill-structured; and beyond that the most difficult or impossible problems are 

referred to as “wicked problems” (Churchman, 1967) because the information and requirements 

needed to solve these tend to be incomplete or contradictory, and my even be changing 

dynamically. In the classroom, typically only well-structured problems are used that provide 

sufficient information to establish the content of the problem space needed to reach a solution. 

Less frequently used are ill-structured problems that are more difficult to solve because the 
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problem content space is not well defined (i.e., information is incomplete, as in real life), and 

often, ill-structured problems have equally appropriate alternative solutions and so the rationale 

for a solution is as critical or even more important that the actual solution.  

Guilford (1956) pioneered the constructs of convergent and divergent thinking abilities as 

traits of creativity. Convergent thinking involves conventional and logical search, recognition, 

and decision-making strategies applied to describe a problem (Cropley, 2006; Jaarsveld & 

Lachmann, 2017). Divergent thinking involves forming combinations of available information 

through semantic flexibility and fluency of association, ideation, and transformation (Guilford, 

1959, as cited in Cropley, 2006, p.1). Jaarsveld and Lachmann (2017) note that convergent 

thinking is mostly about a defined problem space, while divergent thinking is mostly about an ill-

defined problem space (p. 134). 

Jonassen (1997) characterized problem-solving as converging on a solution after 

“…divergent and creative thinking in order to generate as many alternative representations of the 

problem as possible.” (p. 78). But he then lamented that “students experienced difficulty in 

fluently generating alternative solutions and representations, and [so] the methods did not 

transfer to solving ill-structured problems” (p.78), perhaps due to memory disruptions related to 

common information sharing and collaborative inhibition (Congleton & Rajaram, 2011). He then 

particularized a somewhat successive, recursive, and perhaps overlapping list of seven activities 

for solving ill-structured problems including: (a) setting the problem space and contextual 

constraints; (b) identifying and clarifying alternative opinions, positions, and perspectives of 

stakeholders; (c) generating multiple possible problem solutions; (d) assessing the viability of 

alternative solutions by constructing arguments and articulating personal beliefs; (e) monitoring 

the problem space and solution options; (f) implementing and monitoring the solution; and (g) 
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adapting the solution (Shin et al., 2003). The first three steps in general require adding 

information to the group collective information space and so by definition are divergent, and 

these three steps may also require creative thinking that usually depends on divergent thinking; 

while the final four steps require selection from the collective information and so by definition 

are convergent thinking towards an acceptable solution. This investigation supports the position 

that divergence (expanding) then convergence (narrowing) are two broad and natural stages or 

phases in problem-solving.  

Divergence has been shown to relate to openness and creativity that may be a personality 

style, characteristic, or even trait (Jaarsveld & Lachmann, 2017(, since divergent thinking is 

innate or natural for some people but not for others. Diversity of divergence and convergence 

styles in a group is likely to benefit problem-solving processes because peers may provide 

differing perspectives and evidence during problem-solving (Maker, 2020). But all group work 

has both costs and advantages (Tutty & Klein, 2008). 

1.2. Problem-solving in groups: benefits and challenges 

 There are complex processes, features, and outcomes of group work during problem-

solving, as well as complexity of group cognition and regulation (Biasutti, & Frate, 2018). In the 

learning sciences literature, group work is usually categorized based on team members 

interactions as cooperative or collaborative (Matthews et al., 1995; O’Donnell & Hmelo-Silver, 

2013). Nokes-Malach et al. (2015) defines collaboration broadly to mean active engagement and 

interaction among group members to achieve a common goal (p. 646). Cukurova et al. (2018) 

describe cooperative problem-solving as participants agreeing to work together and contribute to 

the interaction, while collaborative problem-solving adds social coordination, with sensitivity 

and awareness of the contributions of the others. “But collaboration is more than this, it also 
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involves participants working in unison as equals and oriented to a jointly agreed goal and often 

generating ideas that can form the basis for a possible solution or decision” while participants 

engage “in a coordinated shared endeavor to solve a problem through a coordinated joint 

commitment to a shared goal, reciprocity, mutuality, the continual (re-)negotiation of meaning” 

(Cukurova et al., 2018, p. 94). So cooperative and collaborative group work can be viewed on a 

continuum based on the amount of interactive engagement, although a teacher may aspire to true 

collaboration, this is very difficult to achieve in the classroom every time in every group because 

individuals may be more or less inclined to engage with others for many reasons (e.g., cognitive, 

social, practical, style, personal preference).  

In the real world, a main advantage of group work is quite simple, because individuals 

have different backgrounds, information, and perspectives, then a group usually has more ideas 

than any one individual in the group (Barber et al., 2015); but a group actually produces fewer 

total ideas than if the members work individually in isolation and then pool their work (refreered 

to as a nominal group, Nokes-Malach et al., 2015); this phenomenon is a well-established robust 

effect called collaborative inhibition. A meta-analysis by Marion and Thorley (2016) analyzed 

75 effect sizes in 64 studies and as previously reported, found that group recall was considerably 

less than that of the pooled recall of the same number of individuals, especially for transient 

groups and for larger groups. However, the same study also reported a main learning benefit for 

group work, that “collaborative remembering tends to benefit later individual retrieval” (p. 

1141). 

There are a variety of ways to increase true collaboration during group work, each with 

advantages but also drawbacks (see the review by Nokes-Malach et al., 2015). Much of the 

recent collaborative research involves scaffolds to direct activity that are unfamiliar to students 
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and thus require substantial training and support to be sustained during and beyond the 

investigation. “The nature of the scaffolding is that it may act to provoke or catalyze, but of 

course the software tools cannot require that learners mindfully engage with these opportunities” 

(Reiser, 2015, p. 298). Various ways for instituting positive interdependence include establishing 

common goals, providing group-level rewards, sharing resources, taking roles, and even 

establishing identity markers such as self-elected team names (Yoo, 2020). But task 

interdependence mainly benefits project teams when individual autonomy is low (Yoo, 2020) 

and so externally controlling needed information provided to students in order to establish 

resource interdependence is one relatively easy and natural strategy for teachers that is worth 

further investigation.  

This investigation utilized common resource sharing as hidden profiles (Lu et al., 2012; 

Stasser & Titus, 1985) to engender group member resource interdependence. It is fairly easy to 

provide individual group members with some specific common information but then distribute 

among members some critical pieces of the information needed to solve the problem, then the 

group members must depend on each other since no one individual has all of the information. 

This approach matches ordinary life where individuals also bring different information to group 

tasks, but in that case the prior information differences are idiosyncratic and unknown to the 

researcher ahead of time. With hidden profiles, it is possible to know to some degree what 

relevant information each group member holds during the task, and then to measure whether they 

share it or not, and also whether members ‘take up’ the new pieces of information provided by 

the others. Thus measuring the flow of information pieces in the group interactions and in the 

group’s and the individuals’ artifacts allow researchers to better understand what is occurring. 
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Asino et al. (2012) considered resource interdependence versus independence using 

hidden profiles. Undergraduate students in a communications course (n=40) in 10 groups of 4 

were randomly assigned to homework tasks that consisted of reading and mapping all of an 

assigned textbook chapter (Independent Groups) or reading and mapping the first half, middle 

half, or last half of that chapter (Interdependent Groups). During class time, groups met and 

mapped the chapter content together using yellow stickies and magic markers on large sheets of 

newsprint. Then immediately after group mapping, students individually drew a post concept 

map from memory. The Independent Groups’ group maps were larger on average than those of 

the Interdependent Group and their individual post concept maps were more like their own 

homework pre maps and less like their group map (i.e., the collaboration had relatively less 

influence on Independent Group members post concept maps). In contrast, the Interdependent 

Groups’ post concept maps were considerably more like their group’s map, were relatively more 

like the expert’s map (62% vs. 52%), and their post maps were relatively more like the post maps 

of others in their group (team member convergence, 38% overlap for interdependent vs. only 

30% for Independent Groups). Although that investigation did not involve problem-solving, 

resource interdependence during group work led to more expert-like post maps (e.g., improved 

knowledge structure) and so the findings align with Shin et al. (2013) investigation of problem-

solving by 9th grade students that reported that ill-structured problem-solving scores were 

significantly predicted by knowledge structure scores, better knowledge structure lead to better 

solutions. 

 Engelmann and Hesse (2010) consider positive resource interdependence as hidden 

profiles during group problem-solving in an online setting. German undergraduate students (n = 

120) were randomly assigned to 40 triads that were allocated to one of two treatments: an 
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independent treatment where every member had access to all of the information and an 

interdependent treatment (i.e., hidden profiles) where each member had access to partial 

information as well as some common shared information. They were all asked to create a group 

concept map in order to help solve a difficult but well-structured problem about pesticides in a 

forest. Triad members worked on the problem together online using CmapTools for collaborative 

concept mapping with Skype for synchronous audio and video communications. Analysis of the 

video tapes of the triad interactions showed, on average, that the independent triads almost 

immediately began to discuss solutions while mapping, while the interdependent triads worked 

on the group map for quite a while before discussing possible solutions (see Figure 1). Note that 

the interdependent triads required about 5 minutes longer to reach a solution to this well-

structured problem. From an efficiency view, the independent triads were relatively more 

efficient. 

 

 
Figure 1. Time chart derived from the video analysis of the ‘pesticide’ problem, data from Figure 

5 (p. 313) in Engelmann and Hesse (2010). Note: M is map and S is solution (defined as the first 

mention of the correct solution). 

 

 

Authors (2013) applied Graph Theory centrality measures to reanalyze the triad maps 

from Engelmann and Hesse (2010). They converted the triad maps to node degree vectors and 

then compared these vectors to two referents, a fully explicated problem representation that 

contained all of the information given to the triad members (i.e., the full Expert map) and a 

solution sub-set of that map that contained only the information needed to solve the problem. The 
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interdependent triad maps resembled the fully explicated problem space with both solution 

relevant and irrelevant information (see top panel of Figure 2), while the independent triad maps 

resembled the problem solution subset with solution relevant information but not much irrelevant 

information (see bottom panel of Figure 2).  

  

 
Figure 2. Time chart from Figure 1 suggesting how extending divergence for the interdependent 

triads relates to a more fully explicated group map; while the independent triads almost 

immediately move to convergence towards a solution subset. 

 

 

So resource interdependence probably extends the problem elaboration stage of problem-

solving and delays convergence on a solution. Authors (2013) proposed that: 

A fuller problem representation can be used to solve multiple different problems, 

while a focused problem representation most efficiently solves the problem that it 
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represents, but not other problems; inadequate formation of the problem space 

most likely leads to brittle solutions. Further research is suggested to consider 

this possible role of information adequacy as the distinguishing difference 

between well-structured and ill-structured problem solving. (p. 439) 

Information adequacy includes both extent of knowledge (quantity) and form (quality, as 

structure specificity; Trumpower et al., 2010). Trumpower and Sarwar (2010) note that 

“knowledge structures … play a more direct causal role in enabling good performance” (p.427). 

In this present investigation, knowledge structure (KS) is elicited as concept maps and as 

essays (Kim & McCarthy, 2021). Will the previous findings from Engelmann and Hesse (2010) 

and Authors (2013) that positive resource interdependence delays solution convergence replicate 

with this different population and different content? Also, those investigations used well-

structured problems, and so extending these investigations we ask: What is the influence of 

positive resource interdependence on both well-structured and ill-structured problem-solving? 

1.3. Purpose of this investigation 

This investigation uses age-appropriate well-structured and ill-structured problems in 

astronomy from Shin et al. (2003) that were validated for this investigation by review and 

consensus of the three course instructors. As proposed above, will well-structured problems 

benefit in efficiency from quickly moving to the solution phase (i.e., from divergent to 

convergent activities) and ill-structured problems benefit from extending divergent activity 

before transitioning to the solution phase? Specifically, is there a disordinal interaction of 

interdependence with type of problem-solving? Also this investigation seeks to further validate 

the graph theoretic measures from Authors (2013) as a complement to the video content analysis 

of group process, individual and group maps, and the posttest essay scores. 
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2. Method 

2.1. Participants 

Participants were 240 students from Grade 9 science online courses from the Korean 

Open Secondary Schools (OSS), offered by the Korean Educational Development Institute. All 

the participants are native Korean speakers (age distribution from 15 to 17 years old; sex 

distribution 53% males and 47% females). The participants were briefed on the study and were 

asked to sign the consent form and also to assent to the consent form signed by their parents. 

They received course credits for their participation. The participants were randomly assigned to 

triads with 20 triads assigned to each of four treatments (i.e., a triad x 20 triads x 4 treatments = 

240). In this investigation, the four treatment conditions consisted of triads of students working 

either interdependently (inT) or independently (inD) while solving well-structured (well) or ill-

structured (ill) problems (e.g., the four conditions are inT|well, inD|well, inT|ill, inD|ill). This 

experiment took place in Korea in Korean, thus all materials and communications in this 

manuscript have been translated to English.  

2.2. Materials 

 The investigation used a well-structured and an ill-structured problem in the 

context of astronomy that were devised and studied by Shin et al. (2003; see Table 1). A senior 

researcher in astronomy and two experts in test development revised and translated this set of 

problem items into Korean for these students (see Table 1). For the well-structured problem, 

most students answered the two questions in one solution instead of two separate solutions, so 

the combined scores were used in the analysis. The ill-structured problem does not have a single 

correct solution, instead, participants must depend on their reasoning to find a solution based on 

the content understanding and so the ill-structured problem-solving scores for analysis are based 
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on the qualities of selecting appropriate information, organizing the selected information, 

choosing a potential solution, and developing justifications of the solution. 

 

Table 1. Well-structured and ill-structured problem items adopted from Shin et al. (2003). 

Well-structured problem 

You are a member of a research team that has been asked to calculate the distance to a star. A 

famous astronomer has suggested that the star is relatively close to Earth (within 25 light 

years). You have been asked to meet with the press to discuss: (a) how the team will proceed 

with this research and (b) what calculations you will conduct. 

PROBLEM 1. How will you measure the distance to the star? 

PROBLEM 2. What calculations will you conduct? Be sure to describe how these calculations 

will help you measure the distance to the star. 

 

Ill-structured problem 

Dr. Smith, an astronomer, recently announced that a major emergency will be occurring soon. 

He believes that there is a good chance that a very large asteroid will hit Earth soon. You have 

been hired by an international agency to organize and direct the efforts of a research team that 

will investigate Dr. Smith’s claims and report your conclusions. If you believe that Dr. Smith’s 

claim might be true, you should investigate the matter further. Among the factors that you 

must consider are where the asteroid might hit, how large the force of the explosion will be, 

what effects the impact might have on the global and local population, and possible ways to 

defend against impact. Based on your advice, the agency will decide whether to fund either an 

early warning plan or some type of defensive technology, and how much money to allocate 

from a very limited budget. As director of this effort, you will have sole responsibility for 

preparing for this potential crisis. What types of experts will be needed to assist you in your 

research? Write an explanation of your choice of team members that is clear enough for others 

to understand. Specify all aspects of the situation that helped you to reach your conclusions. 

 

2.3. Procedure  

Pre-Collaboration: On the first day of the investigation, the triad members were 

individually required to watch one of two course-related 30-minute video lectures developed by 

three instructors for this investigation, either “Finding the Distance to a Star” for the well-

structured problem or “Controlling an Astronomical Emergency” for the ill-structured problem. 

Each 30-minute video lecture consists of three 10-minute subtopics. Participants in the 

Independent condition were asked to watch and map the entire video lecture that covers all three 
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sub-topics, while participants in the Interdependent condition were asked to watch and map one 

of three 10 min-subtopic video lectures. All were told to “do your map in order to support your 

team”. All were provided with the same list of 30 key terms from the lecture that they could use 

for their individual Premaps with the statement, “Use any appropriate words in your concept 

map, but here are a few important words that you could use”, i.e., open-ending concept mapping. 

The provided 30 key terms were evenly selected by three instructors from each subtopic (10 

from each subtopic) based on their consensus of the essential terms from each subtopic. All 

participants were individually required to create a map after watching a video using the browser-

based software tool Graphical Interface of Knowledge Structure - Map (GIKS-Map is explained 

in detail below). The participants accessed GIKS-Map with their assigned individual, ID then 

they worked alone at their own pace to create their Premaps, but on average they spent about 25 

minutes for the Independent Groups and 10 minutes for the Interdependent Groups to complete 

the Premaps.  

Collaboration: On the second day of the investigation, triad members worked together 

online in a synchronous collaboration mode that allows for video communications. The group 

task was to determine together how to resolve the given problem (e.g., either the well-structure 

or ill-structured problem; see Table 2) by first creating a group map of the problem content space 

using GIKS-Map software that allows for collaborative mapping. Each group accessed GIKS-

Map with their assigned group ID. The group maps and communications were recorded. Note 

that compared to the independent condition, the available information in the interdependent 

condition was evenly divided across the three members in a way that each member had some 

common and some unique pieces of information but no one individual had the complete solution 
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information. Thus, the interdependent triad members must depend on others in order to solve the 

problem. 

 

Table 2. Procedure of the experimental study. 

 Interdependent (experimental) Independent (control) 

 well-structured 

(n = 60) 

ill-structured  

(n = 60) 

well-structured 

(n = 60) 

ill-structured  

(n = 60) 

 

Pre-collaboration 

(1st day) 

 

GIKS-Map training (10 min); then 

Watch (10 min) and map (10 min) 

only one subtopic video lecture on 

either well-structured or ill-

structured problem 

  

 

GIKS-Map training (10 min); then 

Watch (30 min) and map (25 min) 

the entire video lecture on either 

well-structured or ill-structured 

problem 

Collaboration 

(2nd day) 

Interdependent collaborative Group 

maps on either well-structured or 

ill-structured problem (40 min) 

 

Independent collaborative Group 

maps on either well-structured or 

ill-structured problem (40 min) 

Post-collaboration 

(3rd day) 

GIKS-Text training (10 min); then 

write and submit problem-solving 

essays on either well-structured or 

ill-structured problem (30 min) 

GIKS-Text training (10 min); then 

write and submit problem-solving 

essays on either well-structured or 

ill-structured problem (30 min) 

 

Post-Collaboration: On the third day of the investigation, all participants were 

individually required to write an essay from memory using the browser-based software tool 

Graphical Interface of Knowledge Structure - Text (GIKS-Text is explained in detail below). 

Participants accessed GIKS-Text with their assigned individual ID then they were asked to write 

and submit their problem-solving essays. 

2.4. Data Types 

All of participants’ concept maps (Pre maps and Group maps) and essays (Post essays) 

were converted into Pathfinder Networks (PFnets), a graph-theoretic psychometric network 

scaling measure (Tossell, Schvaneveldt, & Branaghan, 2010), in order to compare each PFnet to 

one another (e.g., participants’ map to map PFnets, map to essay PFnets, etc.) and also to 
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compare all of the participants’ map and essay PFnets to expert-derived content and solution 

referent PFnets.  

Referent PFnets: Following Authors (2013), three instructors worked together to 

establish the full Expert referent maps, one for the well-structured problem and one for the ill-

structured problem, that contains the full information of the entire lecture (i.e., both solution-

relevant and solution-irrelevant) and the Solution maps, subset of the full maps, one for the well-

structured problem and one for the ill-structured problem, that contains only the solution-relevant 

information (see Figure 3 for an example). For creating the referent maps, the three instructors 

were provided with a list of all of the terms used by the participants in their maps and essays, 

arranged in order of frequency of occurrence. While considering this list and the lesson content, 

the experts collaborated face-to-face to reach a consensus on the essential terms for the full 

Expert map, 23 terms for well-structured problem and 22 terms for ill-structured problem, and 

for the subset Solution map, 15 terms for well-structured problem and 12 terms for ill-structured 

problem; these terms were then used to establish the two full expert PFnets and two solution 

PFnets. This full and solution PFnets were used as the referent map for comparing to the 

students’ PFnets. 

Concept maps to PFnets conversion: The software tool GIKS-Map was used to convert 

concept maps into PFnets. The GIKS-Map was developed by integrating two different 

computational algorithms, Jrate and Pathfinder KNOT. Jrate software was used to capture the 

raw proximity data as the distance between the selected key terms in the referents’ (full expert 

and solution) and participants’ (pre & group) concept maps. Jrate software transformed each 

concept map into a proximity data array of the pair-wise term distance elements; for example, for 

the solution map with 15 key terms, 105 pair-wise term distance elements were calculated, (152 - 
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15)/2 = 105. Then all of the participants and referents’ map proximity data from the Jrate were 

converted into PFnets using Pathfinder KNOT software. Briefly put, the Pathfinder algorithm is 

a psychometric data reduction scaling approach based on graph theory that intends to reveal the 

underlying organization or structure of the data (see for details, Tossell et al., 2010; for validity 

of KNOT, see Sarwar (2011). Pathfinder scaling has been applied to capture the strongest 

associations in sets of associations by removing less important/weak association data across 

highly diverse domains, including flight training (English & Branaghan, 2012), categorization of 

satellite images (Barb & Clariana, 2013), language transfer (Authors, 2015), reading 

comprehension (Fesel et al., 2015; Authors, 2016), and text mining (Patil & Brazdil, 2007). In 

this investigation, we claim that the resulting PFnet from the GIKS-Map represents the most 

salient connections between key concepts in the original concept maps.  

Essays to PFnets conversion: The software tool GIKS-Text was used to convert essays to 

PFnets. The GIKS-Text was developed by integrating two different computational algorithms, 

ALA-Reader and Pathfinder KNOT. The ALA-Reader algorithm was designed to capture the raw 

proximity data as the sequence of important key terms in a text, adding only “1” or “0” to 

indicate the sequential occurrence of the key terms in the text. Then the pair-wise term sequence 

data can be visually represented as PFnets using KNOT as in the process for maps to PFnets (see 

for details, Authors, 2014, 2017b; see for validity of ALA-Reader, Kim, 2012). This ALA-Reader 

+ PFnet approach has been employed in diverse domains; for example, to score essays (Clariana 

Wolfe, & Kim, 2014), to elicit text structure (Fesel et al., 2015), to compare directed vs. 

translated writings (Authors, 2015), and to provide feedback of online learners’ written 

assignments (Authors, 2019). GIKS-Text is an automatic version of the ALA-Reader + PFnet 
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approach that can automatically convert writings into PFnets. Here the resulting PFnet from the 

GIKS-Text represents the most salient linkages between key concepts in the essay.  

2.5. Data analysis 

 The data were analyzed by two network analytic methods that have been shown to be 

sensitive to assessing network similarity, including correlation of the raw proximity data (e.g., 

Authors, 2015), and similarity of the pruned proximity data (e.g., Clariana et al., 2014), because 

the different methods capture different aspects of structural similarity inherent in the maps and 

essay data. 

 First, we used the raw proximity data from maps and essays for comparison. We 

conducted correlation between the raw proximity data (i.e., pair-wise term distance data from 

concept maps and pair-wise term sequential data from essays); for example, the pairwise term 

distances in one concept map are compared by Pearson correlation (r) to the same pairwise term 

distance in another concept map. Such raw proximity data analysis has been effectively used for 

assessing structural similarity of networks because it has the largest amount of information as 

both true and error variance (see for applications, Authors, 2015, 2017b). Following Authors 

(2015), we used the raw proximity data to average together individual raw proximity data within 

each condition in order to obtain and compare ‘average group raw proximity data’ as it captures 

the most data points so likely best to have a group average data.  

Second, we directly compared PFnets (i.e., pruned proximity data) by configural 

similarity (also known as neighborhood similarity), calculated by common links divided by the 

unique links in the two PFnets, i.e., common links/uncommon links, with the value of 0 (no 

similarity) to 1 (perfect similarity). For example, in Figure 3 below, the student’s essay network 

from the Interdependent Group has a stronger similarity with the full expert network of 78% 
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[27/((40+29)/2)] but less stronger with the solution network of 47% [11/((18+29)/2)] showing 

extended divergence; whereas the student’s essay network from the Independent Group has a 

stronger similarity with the solution network of 78% [16/(18+23)/2] but less stronger with the 

full expert network of 57% [18/(40+23)/2] showing solution convergence. The PFnet similarity 

scores have been extensively and empirically used in various studies (see for examples, Authors, 

2014, 2019; Coronges et al., 2007; Draper, 2013). Following Authors study (2014, 2019), we 

used the pruned proximity data (represented as PFnets) to compare participants’ PFnets to the 

referent PFnets to assess the participants’ problem-solving performance as it has the most salient 

relations.  
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Figure 3. A full expert referent PFnet with a subset solution referent PFnet in red (top) and 

students’ problem-solving essay PFnets, one from independent (bottom left) and one from 

Interdependent Group (bottom right).  
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3. Results 

The data for analysis includes the video records of the online collaborations, human-rater 

measures of problem-solving essays, and PFnets from individual Pre maps [n = 240, (60 x 4 

groups)], Group maps [n = 80, (20 x 4 groups]) and individual Post essays [n = 240, (60 x 4 

groups)]. First, the video record analysis (collaboration processes) and the human rater measures 

of post essays are presented in order, and then PFnet data are described and compared in two 

ways including (A) Correlation of PFnets (as raw proximity data) for (1) analysis within-

students between-tasks and (2) analysis between-students within-tasks, (B) Similarity of PFnets 

(as pruned proximity data) to consider the (3) similarity to the Expert map and (4) similarity to 

the Solution map.  

3.1. Collaboration processes 

 Following the approach of Engelmann and Hesse (2010), the video and audio files were 

analyzed in terms of the start and end time (in seconds) of collaborative problem-solving 

activities by condition; (1) the starting and ending time of mapping for a given problem (i.e., the 

time in drawing the first or last node/link of the map), (2) the starting and ending time of 

discussing the solution to a given problem (i.e., the time to start and then end the discussion for 

solving a given problem), and (3) the first time the correct answer is mentioned (see Figure 4). 

Referring back to Figure 1 above, the data in this investigation exactly aligns with that reported 

by Engelmann and Hesse (2010). The Independent Groups started significantly earlier in 

discussing the solution for both the well-structured problem (MinD = 198.1 vs. MinT = 788.6 sec., 

F(1,122) = 15.44, p < .001, partial η2 = .720) and the ill-structured problem (MinD = 232.5 vs. 

MinT = 964.4 sec., F(1,122) = 8.78, p < .001, partial η2 = .957). In addition, the Independent 

Groups ended significantly faster in drawing the map for both the well-structured problem (MinD 
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= 720.1 vs. MinT = 1260.2 sec., F(1,122) = 12.53, p = .002, partial η2 = .749) and the ill-structured 

problem (MinD = 1025.3 vs. MinT = 1381.9 sec., F(1,122) = 22.01, p = .001, partial η2 = .681). 

Also, the Independent Groups solved significantly faster the well-structured problem (MinD = 

810.4 vs. MinT = 1377.1 sec., F(1,122) = 9.91, p < .001, partial η2 = .438) and the ill-structured 

problem (MinD = 1152.4 vs. MinT = 1407.2 sec., F(1,122) = 6.88, p < .003, partial η2 = .555). 

 

 

Figure 4. Average time distribution of problem-solving collaborative processes for the well-

structured problem (top) and the ill-structured problem (bottom). Note. start/end M: start/end 

time of creating the map; start/end S: start/end time of discussion of the solution to a problem; 

correct: first time the correct answer to a problem is mentioned. 

   

When the time period of each activity was taken into consideration, an interesting 

different interaction pattern emerged from the two groups. The Independent Groups showed the 

same pattern, short mapping time (738.1 vs. 1245.5 sec. of MinT) but long solution-discussion 

time (1270.4 vs. 984.8 sec. of MinT) for both problems, while the Interdependent Groups showed 

the opposite pattern, long mapping time but short solution-discussion time in both problems. 

Looking ahead to the results, interdependence (extending divergence) showed better 
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performance for the ill-structured problem while independence (immediate convergence to a 

solution) showed better performance for the well-structured problem.  

3.2. Problem-solving performance (as human-rater measures of the essays) 

Using the scoring rubrics from Shin et al (2003), three raters scored each post essay for 

correctness (0~5 point scale) and then reached a consensus score. A one-way MANOVA was 

conducted to determine the effect of type of collaboration (interdependent and independent) on 

problem-solving essay scores (well-structured and ill-structured). Preliminary assumption 

checking revealed that data was normally distributed, as assessed by Shapiro-Wilk test (p > .05); 

there were no univariate or multivariate outliers, as assessed by boxplot and Mahalanobis 

distance (p > .001), respectively; there were linear relationships, as assessed by scatterplot; no 

multicollinearity (r = .393, p = .002); and there was homogeneity of variance-covariance 

matrices, as assessed by Box's M test (p = .003). The descriptive statistics of the scores are 

presented in Table 3. 

 

Table 3. Means and SDs (in parenthesis) for problem-solving scores (max. 10) with Cohen’s 

effect d using pooled standard deviation and significance (p). 

 

 Interdependent Independent d p 

well-structured  

 

5.5 (1.1) 7.2 (1.5) 1.18 .00 

ill-structured  

 

6.7 (1.8) 6.1 (1.4) .82 .00 

d 1.01 .94   

p .00 .00   

 

 

The differences between the collaborations on the combined dependent variables were 

significant, F(3, 112) = 17.675, p < .001; Wilks' Λ = .376; partial η2 = .387. Follow-up univariate 

ANOVAs showed that both will-structured problem-solving scores, F(2, 57) = 30.875, p < .001; 
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partial η2 = .620, and ill-structured problem-solving scores, F(2, 57) = 14.295, p = .00; partial 

η2 = .594, were significantly different between collaborations, using a Bonferroni adjusted 

conservative α level of .025. Tukey post-hoc tests showed that independent participants had 

significantly higher mean scores than interdependent participants for the well-structured 

problem-solving, (d = 1.18, p < .001), while interdependent participants had significantly higher 

mean scores than independent participants for the ill-structured problem scores, (d = 0.82, 

p < .001). 

3.3. Correlation of PFnet (based on raw proximity data)  

3.3.1. Analysis within students, between tasks  

 To consider the influence of group collaboration on individual KS, we analyzed the 

correlation between each participant’s Pre map-to-Post essay and Group map-to-Post essay 

PFnets, a within-student between task analysis. It is expected that we can identify if group 

members have developed their KS (as posttest essays) due to the collaboration or not by 

comparing Pre map-to-Post essay PFnets and Group map-to-Post essay PFnets within the same 

participants. Each participant’s raw proximity data in a Pre map were compared by Pearson 

correlation (r) to those of the same participant’s Post essay (PreM-to-PostE), and each Group 

map’s raw proximity data were correlated to those of Group member’s Post essay (GroupM-to-

Post essay). Then, these correlation r values were converted into Fisher z values (z) since 

correlation values are not interval-level data. These Fisher z values were averaged together to get 

PreM-to-PostE average Fisher z values and GroupM-to-PostE average Fisher z values. This 

within-student analysis was applied to all four treatments (see Table 4).  
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Table 4. Within-participant raw proximity Pre map-to-Post essay and Group map-to-Post essay 

Fisher z means for each condition with Cohen’s effect d (using pooled standard deviation) and 

significance (p) 

 

 Interdependent    Independent   

 well- ill- d p  well- ill- d p 

PreM-to-PostE 0.39 

(0.16) 

0.31 

(0.19) 

0.4

1 

.12  0.65 

(0.19) 

0.77 

(0.20) 

 

0.79 .01 

GroupM-to-PostE 0.82 

(0.27) 

1.07 

(0.21) 

0.6

4 

.01  0.53 

(0.12) 

0.49 

(0.10) 

0.55 .08 

 

This data set shows that the Independent Group members’ Post essays had a strong 

relationship with their Pre maps (Range of average Fisher z = 0.65 - 0.77, approximately 32 - 

42% overlap) compared to the interdependent (d = 1.1, p < .001), but the PreM-to-PostE 

relationship was more pronounced with the ill-structured problem than the well-structured 

problem (d = 0.79, p = .01). Interestingly, the Interdependent Group members’ Post maps were 

more like the Group maps (Range of average Fisher z = 0.82 - 1.07, approximately 45 - 62% 

overlap) compared to the independent (d = 0.8, p < .001) but their GroupM-to-PostE relationship 

was larger in the ill-structured problem relative to the well-structured problem (d = 0.64, p 

= .01). This suggests that the Independent Group members paid less attention to their Group 

maps, their Post essays were more dependent on their Premaps and their initial unique 

knowledge, especially in the ill-structured problem-solving; whereas the interdependent 

members paid more attention to the Group map, so their Post essays were more dependent on 

their Group map and the group’s knowledge, especially for ill-structured problem-solving.  

3.3.2. Analysis between students, within tasks (Convergence) 

 Are Group maps more alike in the same condition? Are the post essays of Group 

members more related to each other? Here, the convergence is defined as the similarity of a 

group member’s KS to other members’ KS in the same condition, and is measured as average 
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percent overlap in each condition (see Table 5). To obtain the average percent overlap, every 

students’ raw proximity data were correlated by Pearson correlation (r) to every other students 

within their condition and then the correlation r values were squared into coefficients of 

determination (r2).  

 

Table 5. Within condition raw proximity data peer-peer convergence within groups as average 

percent overlap by condition, with Cohen’s effect size d using pooled standard deviation and 

significance (p). 

 

 
Interdependent 

d p  
Independent 

d p 

 
well- ill-   

 
well- ill-   

Pre Map 9% (.10) 11% (.12) 0.34 .10  26% (.13) 30% (.14) 0.55 .11 

Group Map 56% (.27) 65% (.18) 0.61 .00  49% (.20) 41% (.17) 0.64 .00 

Post Essay 61% (.19) 69% (.25) 0.68 .00  40% (.14) 33% (.21) 0.67 .01 

 

 Only Group map and Post essay convergence results are presented here due to our 

interest in collaboration and its effect on Post essays as a measure of what is learned during the 

tasks. This data set shows that the Interdependent Group maps are considerably more alike (i.e., 

homogenous Group maps) than are the Independent Group maps (d = 0.89, p < .001), but their 

higher peer-peer convergence was more pronounced with the ill-structured problem than the 

well-structured problem situation (d = .61, p < .001). For Post essays, the within-students 

between-tasks analysis reported above that the Group maps more strongly influenced the 

interdependent members’ Post essays, especially in the ill-structured problem-solving situation 

(see Table 4), and this trend was also observed for peer convergence in the Interdependent 

Groups’ Post essays. The interdependent members’ Post essays substantially overlap with each 

other (i.e., homogenous Post essays) relative to those of the independent members (d = 1.00, p 
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= .00), and their Post essays’ peer-peer convergence was more evident in the ill-structured 

problem than the well-structured problem situation (d = .68, p = .00), i.e., the interdependent 

members had a strong KS convergence with their triad members compared to the independent 

triad members.  

Although the Independent Group maps were less alike relative to the Interdependent 

Group maps, the Independent Group maps were significantly more like each other in the well-

structured problem than in the ill-structured problem situation (d = .64, p = .00) and their Post 

essays were also more alike for the well-structured problem than for the ill-structured problem (d 

= .67, p = .01), i.e., the Independent Group members had a relatively strong KS convergence for 

the well-structured problem-solving than for the ill-structured problem-solving. 

3.4. Similarity of all PFnets to the Expert and the Solution referents 

Participants’ Premaps, Group maps, and Post essays are separately compared to the full 

expert map referent and to the solution submap referent. For that, the raw proximity data derived 

from all maps and essays were converted by KNOT into PFnets that were then compared to the 

referent PFnets. 

3.4.1. Similarity to the Expert referent 

Analysis of the participants’ similarity to the expert referent was analyzed by a two-

between, one-within repeated measures ANOVA with the between-subjects factors collaboration 

(interdependent and independent) and type of problem (well-structured and ill-structured), and 

the within subjects factor time (Premap, Group map, and Post essay PFnets). Means are shown in 

Table 6. There was one outlier assessed as a value greater than 3 box-lengths from the edge of 

the box. The similarity values were normally distributed (p > .05) except for one group 

(independent condition in the ill-structured problem at the Premaps), as assessed by Shapiro-
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Wilk's test of normality. There was homogeneity of variances, as assessed by Levene's test for 

equality of variances (p > .05).  

 

Table 6. The average similarity as Fisher z scores (with standard deviations show in parenthesis) 

to the full Expert map and the Solution map. 

 

 

There was a significant three-way interaction between collaboration, problem type, and 

time, F(2, 54) = 6.101, p = .004, partial η2 = .184 (see the left panel of Figure 5). Statistical 

significance was set at the p < .025 level for two-way interactions and simple main effects. There 

was a significant two-way interaction of collaboration and time for well-structured problem, F(2, 

54) = 13.408, p < .001, partial η2 = .425, and for ill-structured problem, F(2, 54) = 

7.406, p < .001, partial η2 = .598. There was a significant simple main effect of collaboration for 

well-structured problem at Pre maps, F(2, 54) = 7.406, p = .001, partial η2 = .135, and Group 

maps, F(2, 54) = 2.868, p = .005, partial η2 = .292, and Post essays, F(2, 54) = 12.94, p = .001, 

partial η2 = .199. There was a significant simple main effect of collaboration for ill-structured 

problem at Pre maps, F(2, 54) = 1.138, p = .018, partial η2 = .598, Group maps, F(2, 54) = 

28.941, p < .001, partial η2 = .722, and Post essays, F(2, 54) = 15.44, p = .001, partial η2 = .446. 

 

 Interdependent  Independent 

 well-structured ill-structured  well-structured ill-structured 

 Pre Group Post Pre Group Post  Pre Group Post Pre Group Post 

Expert  0.21 

(.09) 

0.48 

(.20) 

0.46 

(.24) 

0.19 

(.08) 

0.51 

(.29) 

0.55 

(.26) 

 0.42 

(.19) 

0.31 

(.15) 

0.33 

(.22) 

0.44 

(.20) 

0.33 

(.11) 

0.42 

(.23) 

Solution 0.15 

(.07) 

0.39 

(.11) 

0.42 

(.15) 

0.19 

(.10) 

0.42 

(.17) 

0.44 

(.20) 

 0.38 

(.10) 

0.54 

(.26) 

0.61 

(.17) 

0.36 

(.28) 

0.51 

(.19) 

0.49 

(.14) 
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Figure 5. The two-way interaction of similarity to the Expert referent (left panel) and the 

Solution referent (right panel) over time for well-structured problem (solid lines) and ill-

structured problem (dashed lines) for the interdependent and the independent treatments.  

 

 

All pairwise comparisons were examined for significant simple main effects. Bonferroni 

correction were made (for inflated Type I error) with comparisons within each simple main 

effect considered a family of comparisons. Adjusted p-values are reported. For Pre maps, as 

anticipated, the independent condition’s Premaps (whole mapped) were more like the full expert 

map compared to the interdependent condition’s Premaps (partial mapped) for the well-

structured problem-solving (a mean difference of 0.212, 95% CI [0.067, 0.417], p = .006, 

Cohen’s d = .67) and for the ill-structured problem-solving (a mean difference of 0.256, 95% CI 

[0.131, 0.261], p < .001, Cohen’s d = .71). For Group maps, the interdependent condition’s 

Group maps were more like the full expert map compared to the independent condition’s Group 

maps for the well-structured problem-solving (a mean difference of 0.176, 95% CI [0.031, 

0.201], p < .001, Cohen’s d = .77) and for the ill-structured problem-solving (a mean difference 
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of 0.186, 95% CI [0.031, 0.161], p < .001, Cohen’s d = .66). For Post essays, the interdependent 

condition’s Post essays were more like the full expert maps than the independent Post essays for 

the ill-structured problem-solving (a mean difference of .135, 95% CI [0.031, 0.161], p < .001, 

Cohen’s d = .59) and for the well-structured problem-solving (a mean difference of .131, 95% CI 

[0.009, 0.255], p = .01, Cohen’s d = .60). Note that the independent members Post essays were 

more like the full expert map in the ill-structured problem than in the well-structured problem. 

This can be explained by their correlate values, reporting the strong relationship between Pre 

map and Post essays in the ill-structured problem than in the well-structured problem. It could be 

reasonable to assume that they might bring forward their full expert map-like Pre map 

knowledge, including both solution relevant and irrelevant information, to their Post essays to 

address the ill-structured problem. 

3.4.2. Similarity to the Solution referent 

 Analysis of the participants’ similarity to the solution referent was analyzed by a two-

between, one-within repeated measures ANOVA with the between-subjects factors collaboration 

(interdependent and independent) and type of problem (well-structured and ill-structured), and 

the within subjects factor time (Premap, Group map, and Post essay PFnets). The similarity 

values were normally distributed, as assessed by Shapiro-Wilk's test (p > .05), and there were no 

outliers in the data, as assessed by inspection of a boxplot. There was homogeneity of variances 

(p = .05), as assessed by Levene's test for equality of variances.  

There was a statistically significant three-way interaction between collaboration, problem 

type, and time, F(2, 60) = 7.406, p = .001, partial η2 = .236 (see the right panel of Figure 5). 

Statistical significance was accepted at the p < .025 level for two-way interactions and simple 

main effects. There was a significant two-way interaction of collaboration and time for the well-
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structured problem-solving, F(2, 60) = 5.252, p = .008, partial η2 = .298, and for the ill-structured 

problem-solving, F(2, 60) = 2.868, p = .065, partial η2 = .117. There was a statistically 

significant simple main effect of collaboration for the well-structured problem-solving at 

Premaps, F(2, 60) = 14.766, p < .001, Group maps, F(2, 60) = 62.96, p < .001, partial η2 = .708, 

and Post essays, F(2, 60) = 0.660, p = .521, partial η2 = .220. There was a statistically significant 

simple main effect of collaboration for the ill-structured problem-solving at Pre map, F(2, 60) = 

1.191, p = .013, partial η2 = .518, Group maps, F(2, 60) = 4.128, p = .003, partial η2 = .292, and 

Post essays, F(2, 60) = 132.493, p < .0005, partial η2 = .836 (see Table 6). 

As did in the comparison with the expert referent, all pairwise comparisons were run for 

significant simple main effects. Bonferroni correction were made (for inflated Type I error) with 

comparisons within each simple main effect considered a family of comparisons. Adjusted p-

values are reported. For Pre maps, as expected, the independent condition’s Premaps (whole 

mapped) were more like the solution map compared to the interdependent condition’s Premaps 

(partial mapped) for the well-structured problem-solving (a mean difference of 0.231, 95% CI 

[0.107, 0.391], p = .001, Cohen’s d = .66) and for the ill-structured problem-solving (a mean 

difference of 0.176, 95% CI [0.033, 0.461], p < .001, Cohen’s d = .61). For Group maps, the 

independent condition’s Group maps were far more like the solution map compared to the 

interdependent condition’s Group maps for the well-structured problem-solving (a mean 

difference of 0.155, 95% CI [0.011, 0.463], p < .001, Cohen’s d = .97) and for the ill-structured 

problem-solving (a mean difference of 0.099, 95% CI [0.008, 0.303], p < .001, Cohen’s d = .63). 

For Post essays, the independent condition’s Post essays were more like the solution maps than 

the interdependent Post essays for the ill-structured problem-solving (a mean difference of 0.075, 
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95% CI [0.011, 0.301], p = .01, Cohen’s d = .68) and for the well-structured problem-solving (a 

mean difference of 0.055, 95% CI [0.019, 0.425], p = .005, Cohen’s d = .52).  

4. Discussion 

This experimental investigation seeks to confirm and extend an aspect of problem-

solving in groups, resource interdependence vs. independence, during both well-structured and 

ill-structured problem-solving. Resource interdependence had a profound influence on individual 

performance on the post essays rater scores that was mediated by the triad task processes, as 

measured by the analysis of video recordings and by the pieces of knowledge structure flow at 

Pre map, to group map, and to Post essay. Specifically, independent triads substantially 

outscored the interdependent triads on the Posttest-essay rater scores for the well-structured 

problem, M = 7.2 > 5.5, Cohen d = 1.18, p < .001; while the interdependent triads outscored the 

independent triads on the Posttest-essay rater scores for the ill-structured problem, M = 6.7 > 

6.1, Cohen d = .82, p < .001, this is the disordinal interaction anticipated by Authors (2013). 

Analysis of the process data (video recording) almost exactly matched that reported by 

Engelmann and Hesse (2010), compare Figure 1 to Figure 4. Specifically, the independent triads 

on average spent less time adding information to the map but more time establishing the solution 

(e.g., less divergence, more convergence) for both well- and ill-structured problems, while the 

interdependent triads on average spent more time adding information to the map but less time 

establishing the solution (i.e., more divergence, less convergence) for both well- and ill-

structured problems. This means that the Independent Group members decided to quickly move 

to the solution phase, perhaps because each member believed that they had all the information 

they needed, while the Interdependent Groups extended the time spent in elaborating the problem 

content space.  
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As proposed by Authors (2013), information adequacy that includes both extent of 

knowledge (quantity) and form (quality, as structure specificity) may be a distinguishing 

difference for successfully solving well-structured and ill-structured problem. These results 

provide evidence that resource independence engenders convergence that is relatively better and 

more efficient for well-structured problem-solving where all members have adequate 

information, while resource interdependence engenders divergence that is relatively better but 

less efficient for ill-structured problem-solving. 

Analysis of similarity to the Expert and Solution referent maps for both well- and ill-

structured problems aligns with the problem-solving process data. It shows that the 

interdependent triads’ Group maps and Post essays for both well- and ill-structured problems 

were more like the full expert map, containing both solution relevant and irrelevant information 

(see Table 6). In contrast, the independent triads’ Group maps and Post essays for both well- and 

ill-structured problems were similar to the Solution map, containing mostly solution relevant 

information (see Table 6). Therefore, the interdependent members had an advantage of having 

both solution-relevant and solution-irrelevant information for solving the ill-structured problem, 

while the independent members only had an advantage of more quickly focusing on solution-

relevant information for solving the well-structured problem.  

Knowledge structure analysis comparing Pre map to Group map to Post essays (see Table 

4) indicates that the independent triads post essays were more like their Pre maps (Fisher z = .65 

and .77, showing little change from pre to post) while the interdependent triads’ post essays were 

more like their group maps (Fisher z = .82 and 1.07, indicating a strong influence of the group 

map on the post essay). These results confirm and extend the previous findings of Asino et al. 

(2012). In addition, the interdependent Post essays were more like their peers’ Post essays, with 



33 

 

61% and 69% overlap compared to 40% and 33% for the Independent Group (see Table 5). 

Resource interdependence increased peer-peer within group convergence.  

On the other hand, the independent Post essays were quite like their own initial Pre maps 

(see Table 4) but were only moderately like their Group’s map and moderately like their Peer’s 

post essays, indicating that the group activity did influence their Post essays but it was relatively 

less than for the interdependent triad members. Overall, when members work together on a 

problem, their KS within triad and within treatment converges to be more like that of the other 

participants but convergence is larger under resource interdependence conditions.  

The self-self correlations indicate different strategies in problem-solving between the two 

conditions, as expected, resource interdependence engenders group knowledge-oriented 

problem-solving. Most of the content in the interdependent Post essays came exclusively from 

their fully explicated group map (see Table 4) and thus extended divergence benefited ill-

structured problem-solving (see Table 3). However, triad members in the independent condition 

tended to rely on their own initial understanding and somewhat disregarded “group knowledge”. 

A tendency to trust your own understanding of a problem and solution over that of your team 

may be normal for transient group members working together, McLeod (2015) notes that such 

trust is risky, but can be compelled by contextual constraints such as resource interdependence. 

This then raises a question, is merely the perception of interdependence important? To consider 

this, a future investigation could extend this current investigation by assigning participants to 

small groups and providing everyone with the same information, then to establish the perception 

of resource interdependence, half of the groups would be falsely told that each individual in the 

team has unique important information not given to the others in the group. We predict that the 
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perception of resource interdependence would relatively extend the divergence stage of the task 

in the same way as actual resource interdependence does. 

In sum, the results of the current investigation show a disordinal interaction between type 

of collaboration and type of problem, here interdependence is better for ill-structured problem-

solving while independence is better for well-structured problem-solving. Problem-solving skills 

used for well-structured problems are necessary but not sufficient for ill-structured problem-

solving (Jonassen, 1997; Reed, 2016). For example, Reed (2016) stated that the most distinctive 

cognitive difference between ill-structured and well-structured problem-solving is the ability to 

justify a solution, because ill-structured problems usually have divergent or multiple alternative 

solutions. But that presumes that students have established an adequate problem space, and this 

seems unlikely if divergence is short circuited in a rush to a solution. In order to comprehend the 

complexity of the ill-structured problem, he suggested that ill-structured problem solvers must 

perceive and reconcile many various perspectives, views, and interpretations on the problem; 

which by itself is a daunting task.  

Similarly, Jacobson (1991) argued that “It is only through the use of multiple schemata, 

concepts, and thematic perspectives that the multi-faceted nature of the content area can be 

represented and appreciated” (p. 21). So rather than constructing a single problem space, the 

construction of a richly complex problem space may benefit ill-structured problem-solving 

(Reed, 2016).  
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4.1 Implications for Practice 

Note that transient collaborating groups typical in educational settings are fundamentally 

different from high performing teams in real-world settings (Engelmann et al., 2014). High 

performing teams are the basic functional unit of how most projects are organized and managed 

within organizations worldwide (Developing and Sustaining High-Performance Work Teams, 

2015) and these group are fundamentally different than the transient groups formed in school-age 

formal and informal settings. Thus, although the results observed in this present investigation 

likely do not apply to high-performing teams, nevertheless, the results should generalize to 

problem solving group tasks in real school settings. 

The results indicate that extending divergence time leads to a fuller problem 

representation that is better for ill-structured problem-solving, while in contrast, a focused 

problem-solution representation is ok for well-structured problem-solving. Thus in the 

classroom, an instructor can explain divergent and convergent thinking and then divide a 

problem-solving task into two group artifacts, the problem space and the solution space, and then 

provide an adequate amount of class time for each phase. Further, assigning only well-structured 

problems in class over time will tend to reward and reinforce convergent thinking but discount  

divergent thinking, thus, students will practice over and over only one phase of problem solving. 

So to better develop students’ problem-solving ability, instructors should use a mix  of easier and 

tougher well-structured problems, as well as ill-structured problems. Developing problem-

solving skills provides a basis for learning, but more importantly, prepares students for a world 

where change is a constant and learning never stops. 
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