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Abstract. We develop a novel computational framework to approximate solution operators of
evolution partial differential equations (PDEs). By employing a general nonlinear reduced-order
model, such as a deep neural network, to approximate the solution of a given PDE, we realize that
the evolution of the model parameters is a control problem in the parameter space. Based on this
observation, we propose to approximate the solution operator of the PDE by learning the control
vector field in the parameter space. From any initial value, this control field can steer the parameter
to generate a trajectory such that the corresponding reduced-order model solves the PDE. This
allows for substantially reduced computational cost to solve the evolution PDE with arbitrary initial
conditions. We also develop comprehensive error analysis for the proposed method when solving
a large class of semilinear parabolic PDEs. Numerical experiments on different high-dimensional
evolution PDEs with various initial conditions demonstrate the promising results of the proposed
method.
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1. Introduction. Partial differential equations (PDEs) are ubiquitous in model-
ing and are vital in numerous applications from finance, engineering, and science [23].
As the solutions of many PDEs lack analytical form, it is necessary to use numerical
methods to approximate the solutions [4, 23]. Traditional numerical methods such as
finite difference and finite element methods rely upon the discretization of problem
domains, which does not scale to high-dimensional problems due to the so-called curse
of dimensionality.

In recent years, deep neural networks (DNNs), which can be thought of as a type
of nonlinear reduced-order models, have emerged as powerful tools for solving high-
dimensional PDEs [5, 16, 21, 32, 33, 35, 46, 73]. For example, in [5, 16, 21, 73, 93],
the solution of a given PDE is parameterized as a DNN, and the network parameters
are trained to minimize potential violations (in various definitions) to the PDE. These
methods have shown numerous successes in solving a large variety of PDEs empirically.
Their successes are partly due to the provable universal approximation power of DNNs
[36, 52, 92]. On the other hand, these methods aim at solving specific instances of
PDEs, and as a consequence, they need to start from scratch for the same PDE
whenever the initial and/or boundary value changes.
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There have also been recent studies to find solution operators of PDEs [50, 57].
These methods aim at finding the map from the problem’s parameters to the cor-
responding solution. Finding solution operators has substantial applications, as the
same PDE may need to run many times with different initial or boundary value config-
urations. However, existing methods fall short in tackling high-dimensional problems,
as many require spatial discretization to represent the solution operators using DNNs.

In this paper, we propose a new approach to find solution operators of high-
dimensional evolution PDEs. For a given PDE, we first parameterize its solution as
a general reduced-order model, such as a DNN, whose parameters, denoted as 6, are
to be determined. Then we seek to find a vector field on the parameter space which
describes how 6 evolves in time. This vector field essentially acts as a controller on
the parameter space, steering the parameters so that the induced DNN evolves and
approximates the PDE solution for all time. Once such a vector field is found, we can
easily change the initial conditions of the PDE by simply starting at a new point in
the parameter space. Then we follow the control vector field to find the parameter
trajectory, which gives an approximation of the time-evolving solution. Thus, different
initial conditions can be considered for the same PDE without solving it repeatedly.
Our contributions can be summarized as follows.

1. We develop a new computational framework to find the solution operator of
any given initial value problem (IVP) defined by high-dimensional nonlinear
evolution PDEs. This framework is purely based on the evolution PDE itself
and does not require any solutions of the PDE for training. Once we find
the solution operator, we can quickly compute solutions of the PDE with any
initial value at a low computational cost.

2. We provide comprehensive theoretical analysis to establish error bounds for
the proposed method when solving linear PDEs and some special nonlinear
PDEs.

3. We conduct a series of numerical experiments to demonstrate the effectiveness
of the proposed method in solving a variety of linear and nonlinear PDEs.

The remainder of this paper is organized as follows. In section 2, we provide an
overview of recent neural network based numerical methods for solving PDEs. We
outline the fundamentals of our proposed approach in section 3.1 and provide details
of our method and its key characteristics in section 3.2. We conduct comprehensive
error analysis in section 3.3. We demonstrate the performance of the proposed method
on several linear and nonlinear evolution PDEs in section 4. Some variations and
generalizations of the proposed approach are given in section 5. Finally, section 6
concludes this paper.

2. Related work.

2.1. Classical methods for solving PDEs. Classical numerical methods for
solving PDEs, such as finite difference [84] and finite element methods [42], discretize
the spatial domain using mesh or triangulation. These methods convert a PDE to its
discrete counterpart, which is a system of algebraic equations with a finite number
of unknowns, and solve the system to obtain approximate solution on the grid points
[1, 22, 70, 83]. These methods have been significantly advanced in the past decades,
and they are able to handle complicated situations such as irregular domains. How-
ever, they severely suffer the curse of dimensionality when applied to high-dimensional
problems—the number of unknowns increases exponentially fast with respect to spa-
tial dimension, which renders them computationally intractable for many problems.
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2.2. Neural network based methods for solving PDEs. Early attempts
using neural networks to solve PDEs can be seen in [17, 46, 47, 48]. DNNs emerged
in recent years and demonstrated striking power in solving PDEs through various
approaches [5, 7, 21, 65, 73, 78, 90, 93]. DNNs, which are the key machinery of deep
learning, have demonstrated extraordinary potential in solving many high-dimensional
nonlinear PDEs, which were considered computationally intractable using classical
methods. For example, a variety of DNN based methods have been proposed based
on the strong form [7, 17, 43, 61, 63, 66, 67, 73, 74], variational form [21], and weak
form [5, 93] of PDEs. They are considered with adaptive collocation strategies [3],
adversarial inference procedures [91], oscillatory solutions [12], and multiscale methods
[13, 55, 85]. Improvements of these methods with adaptive activation functions [41],
networks structures [26, 27, 38], boundary conditions [18, 60], and structure probing
[38], as well as their convergence [59, 77], are also studied. Readers interested in these
methods can also refer to [53, 74, 86, 87, 90, 94]. Further, there are methods that can
solve inverse problems such as parameter identifications

For a class of high-dimensional PDEs which have equivalent backward stochastic
differential equation (SDE) formulations due to Feynman—Kac theory, deep learning
methods have been applied by leveraging such correspondences [6, 20, 25, 32, 33, 34, 39,
40, 69]. These methods are shown to be good even in high dimensions [33, 39, 69];
however, they are limited to solving the special type of evolution equations whose
generator function has a corresponding SDE.

For evolution PDEs, parameter evolution algorithms [2, 10, 19] have also been
considered. These methods parameterize the PDE solution as a neural network [10, 19]
or an adaptively chosen ansatz as discussed in [2]. In these methods, the parameters
are evolved forward in time through a time marching scheme, where at each step a
linear system [10, 19] or a constrained optimization problem [2] needs to be solved.

2.3. Learning solution operator of PDEs. The aforementioned methods aim
at solving a specific instance of a given PDE, and they need to be rerun from scratch
when any of the problem configurations (e.g., initial value, boundary value, problem
domain) changes. In contrast, the solution operator of a PDE directly maps a problem
configuration to its corresponding solution. To this end, several methods have been
proposed to approximate Green’s functions for some linear PDEs [8, 9, 54, 82], as
solutions to such PDEs have explicit expression based on their Green’s functions.
However, this approach only applies to a small class of linear PDEs whose solution can
be represented using Green’s functions. Moreover, Green’s functions have singularities
and it requires special care to approximate them using neural networks. For example,
rational functions are used as activation functions of DNNs to address singularities in
[8]. In [9], the singularities are represented with the help of fundamental solutions.

For general nonlinear PDEs, DNNs have been used for operator approximation
and metalearning for PDEs [30, 50, 57, 58, 62, 76, 88, 89]. For example, the work
[30] considers solving parametric PDEs in low dimension (d < 3 for the examples
in the paper). Their method requires discretization of the PDE system and needs
to be supplied by many full-order solutions for different combinations of time dis-
cretization points and parameter selections for their network training. Then their
method applies proper orthogonal decomposition to these solutions to obtain a set
of reduced basis to construct solutions for new problems. The work [76] requires a
massive amount of pairs of ODE/PDE control and the corresponding system out-
puts, which are produced by solving the original ODE/PDE system; then the DNN
is trained on such pairs to learn the mapping between these two subjects, which are
discretized as vectors by evaluating the functions only at grid points in the domain.
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DeepONets [57, 58, 88] seek to approximate solution mappings by use of a “branch”
and “trunk” network. FNOs [50, 89] use Fourier transforms to map a neural net-
work to a low-dimensional space and then back to the solution. In addition, several
works apply spatial discretization of the problem or transform domains and use con-
volutional neural networks (CNNs) [31, 75, 95] or graph neural networks (GNNs)
[45, 51, 56]. Interested readers may also refer to generalizations and extensions of
these methods in [11, 14, 15, 24, 44, 51, 58, 62, 66]. A key similarity of all these
methods is that they require certain domain discretization and often a large number
of labeled pairs of IVP initial conditions (or PDE parameters) and the corresponding
solution obtained through other methods for training. This limits their applicability
to high-dimensional problems where such training data is unavailable or the mesh is
prohibitive to generate due to cures of dimensionality.

2.4. Differences between our proposed approach and existing ones. Dif-
ferent from all existing approaches, we propose to approximate solution operators
of evolution PDEs in a control framework in parameter spaces induced by general
reduced-order models such as DNNs. Unlike the existing solution operator approxi-
mation methods (e.g., DeepONet [57] and FNO [50]), which seek to directly approxi-
mate the infinite-dimensional operator, our approach is based on the relation between
evolving solutions and their projected trajectories in the parameter space. This leads
us to convert the problem of finding a solution operator over infinite-dimensional func-
tion space into a control vector field optimization problem over a finite-dimensional
parameter space. As a result, the problem of solving an evolution PDE in continuous
space is reduced to numerically solving a system of ODEs, which can be done accu-
rately with very low computation complexity. Moreover, our approach neither requires
spatial discretization in any problem or transformed domain, nor does it need any ba-
sis function representation throughout problem formulation and computation. We
provide mathematical insights into the parameter submanifold and its tangent spaces
and establish their connection to the finite-dimensional parameter space. These new
insights led us to the proposed approach, which approximates solution operators of
PDEs by controlling network parameters in the parameter space. These new features
also enable our approach to solving evolution PDEs in high-dimensional cases. This is
a significant advantage over existing operator learning methods such as DeepONet or
FNOs, as their spatial discretization schemes, which are used to generate the training
data, hinder their application to high-dimensional cases.

3. Proposed method. The main goal of this paper is to develop a new compu-
tational framework to approximate the solution operator for IVPs of high-dimensional
evolution PDEs. The solution operator is a procedure that, once known, can efficiently
map an arbitrarily given initial value g to the solution of the IVP without solving the
PDE again. We first propose to parameterize u as a nonlinear reduced-order model,
such as a DNN, which is denoted by ug with parameters ; i.e., ug is a parametric
function determined by the value of its finite-dimensional parameters 6, and ug is used
to approximate u.

To find the solution operator, we propose to build a control vector field V in the
parameter space © where 0 resides. Then the solution operator can be implemented
as a fast numerical solver of the ODE defined by V. More precisely, we first find the
parameters 6 such that ug, approximates g, and then we follow the control vector
field V' to obtain a trajectory {6; |0 <t < T} in © with very low computational cost,
which automatically induces a trajectory wg, to approximate the true solution w of
the IVP with the initial value g. We provide details of these constructions in the
following subsections.
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3.1. Nonlinear reduced-order models and parameter submanifold. DNNs,
which can be viewed as nonlinear reduced-order models, have emerged as powerful
tools to solve high-dimensional PDEs in recent years [5, 21, 32, 71, 72, 73, 93]. Math-
ematically, a DNN can be expressed as the composition of a series of simple linear and
nonlinear functions. In the deep learning context, a typical building block of DNNs is
called a layer, which is a mapping h:R% — R? for some compatible input dimension
d and output dimension d’:

(3.1) h(z;W,b) :==c(Wz+b),

where z € R? is the input variable of h, the matrix W € R% >4 and vector be R? are
called the weight and bias, respectively, and ¢ : R — R is a nonlinear function that
operates componentwise on its d’-dimensional argument vector Wz + b (hence o is
effectively a mapping from R? to Rd/). Common choices of activation functions in-
clude the hyperbolic tangent (tanh) and rectified linear unit (ReLU) o(z) = max(0, z).
We only consider smooth activation functions ¢ hereafter. A commonly used DNN
structure wug, often called a feed-forward network (FFN), is defined as the composition
of multiple layer functions of form (3.1) as follows:

(3.2) ug(z) :==u(z;0) =w' 2y, +b,
where zo=z, z=h(z1-1):=h(z—1; W, b)), 1=1,...,L,

and the Ith hidden layer h(-; W, b;) : R4 — R¥ is determined by its weight and bias
parameters W, € R4*%4-1 and b e R% for [ =1,...,L and dy = d. Here the output
of ug is set to the affine transform of the last hidden layer zyny = hr(zr—1) using
weight w € R and bias b € R. The network parameters 6 refer to the collection of
all learnable parameters (stacked as a vector in R™) of ug, i.e.,

(33) 0:= (w,b,WL,bL,...,Wl,bl)ERm,

and training the network ug refers to finding the minimizer € of some properly designed
loss function.

Remark 3.1. DNNs are shown to be very powerful in approximating high-
dimensional functions in a vast amount of studies in recent years; see, e.g., [28, 29,
36, 37, 49, 52, 68, 92]. For example, it is shown in [28] that for any M,e >0, k € N,
p€[l,00], and @ = (0,1)¢ C R?, we denote F := {f € WEP(QR) ||| fllwrwoy < M},
and then there exists a DNN structure ug of form (3.2) with sufficiently large m
and L (which depend on M, e, d, and p only), such that for any f € F, there is
lug — fllwr.r o) < e for some § € R™. This result suggests that DNNs are suitable to
approximate solutoins of PDEs. We note that this is one of the many error bounds
of DNN approximations established in recent years, and such bounds are still being
continuously improved nowadays.

Our approach relies on the key relation between the parameters 6 and the reduced-
order model ug. More specifically, we identify the finite-dimensional parameter space
O CR™ to which 0 belongs and the submanifold M of functions defined by

(3.4) M:={ug: Q>R | €O}

As we can see, ugy defines a mapping from the parameter space © to the submanifold
M of the infinite-dimensional function space. We call M the parameter submanifold
determined by ug.
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To approximate a time-evolving function u*(-,t), e.g., the solution of an evolution
PDE, over time horizon [0,7] using the reduced-order model ug, we need to find a
trajectory {6; € ©|0 <t < T} in the parameter space © so that ug, (-) is close to u*(-,t)
in the function space for every t € [0,T]. For example, if we consider L?(Q) as the
function space, by closeness we mean |lug, — u*(-,t)||2(q) is small for all ¢ (hereafter
we denote || - ||, = || - [| (o) for notation simplicity). Notice that {ug, |0 <t <T} is a
trajectory on M, whereas u*(-,t) is a trajectory in the full space L?(2).

3.2. Proposed methodology. Let € be an open bounded set in R? and F
be a nonlinear differential operator of functions u : 2 — R with necessary regularity
conditions; then we consider the IVP of the evolution PDE defined by F' with arbitrary
initial value as follows:

(3.5) Owu(x,t) = Flu](z,t), z€Q, te (0,77,
' u(z,0) = g(x), x €,

where T > 0 is some prescribed terminal time, and g : R? — R stands for an initial
value. For ease of presentation, we assume zero Dirichlet boundary condition u(z,t) =
0 for all x € Q and ¢ € [0, 7] (for compatibility, we henceforth assume g(z) has zero
trace on 9€) throughout this paper. We denote by u¢ the solution to the IVP (3.5)
with this initial g. The solution operator Sg of the IVP (3.5) is thus the mapping
from the initial g to the solution u9:

(3.6) Sp:C*(Q) = C*' (2 x[0,T)), suchthat g+ Sp(g):=u?,

where C?(Q2) := C(Q)NC?() for short. Our goal is to find a numerical approximation
to Sg. Namely, we want to find a fast computational scheme Sg that takes any initial
g as input and accurately estimate u9 with low computation complexity.

It is important to note the substantial difference between solving (3.5) for any
given but fixed initial value g and finding the solution operator (3.6) that maps any
g to the corresponding solution u?. In the literature, most methods are developed
for solving IVP (3.5) with a fixed g, such as traditional finite difference and finite
element methods, as well as many state-of-the-art machine learning based methods.
However, these methods are computationally expensive if (3.5) must be solved with
many different initial values, and they need to start from scratch for every new g. In
a sharp contrast, our goal is to find an approximation to the solution operator Sg
which, once found, can help us to compute u9 for any given g at relatively much lower
computational cost.

For ease of presentation, we use autonomous, second-order nonlinear differential
operators F[u] = F(z,u,V,u,V2u) as an example and take 2 = (0,1)¢ in (3.5) to
describe our main idea below. Extensions to general nonautonomous nonlinear differ-
ential operators and PDEs defined on open bounded set Q2 C R? with given boundary
values will be discussed in section 5.

To approximate the solution operator Sg in (3.6), we propose a control mechanism
in the parameter space © of a prescribed reduced-order model ug. Specifically, we first
determine a reduced-order model ug to represent solutions of the IVP. We allow any
parametric form of ug but only assume that ug(z) = u(x;6) is C* smooth with respect
to 6. This is a mild condition satisfied by the commonly used reduced-order models:
if ug is a linear combination of basis functions and 6 represents the combination
coefficients, then wug is linear and hence smooth in 6; and if ug is a DNN as in (3.2),
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then ug is smooth in 6 as long as all activation functions o are smooth. Suppose
there exists a trajectory {6;|0 < t < T} in the parameter space © such that its
corresponding g, approximates the solution of the IVP; then we must have
3.7) dyug, () = Vou(a;0;) - 0 = Flug,])(v) VYaeQ, te(0,T],
' ug, () = g(x) Vae.

To compute up,, it is sufficient to find a control vector (velocity) field Vi : © — R™,
in the sense of 6; = Vi (0;), that steers the trajectory 6; along the correct direction
starting from the initial 6y satisfying ug,(x) = g(x).

This observation suggests a new approach to solving the IVP with a fixed evolution

PDE but varying initial values g: for the evolution equation in (3.7) to hold, it suffices
to find a vector field V such that

(3.8) Voug - Vi (0) = Flug]

for all 8 € ©. It is important to note that Vr only depends on the nonlinear differential
operator F' of the original evolution PDE but not any actual initial value g of the IVP.
Once this is achieved, we can effectively approximate the solution of the IVP with
any initial value g: we first set 6y = 09, where 69 denotes the parameters such that
ugs fits g, and then we numerically solve the following ODE in the parameter space
© (which can be fast) using the control vector field Vg:

39) {et =Vp(6,) Vte(0,T),

0y =09.

The solution trajectory {6;|0 <t <T} of the ODE (3.9) induces a path {ug, |0 <t <
T} in M as an approximation to the solution of the IVP. The computational cost is
thus composed of two parts: finding the parameters 69 of uy to fit g and numerically
solving the ODE (3.9), both of which are substantially cheaper than solving the IVP
(3.5).

The main question is how to get the control vector field Vg in (3.9). As an explicit
form of V is unknown, we choose to express Vr in a general parametric form Ve with
parameters £ to be determined. Specifically, we propose to set V; as another DNN
where £ represents the set of learnable network parameters in V¢. A schematic plot of
the pullback mechanism and the control vector field in © is provided in Figure 1. We
call V¢ the neural control field. We learn the parameters £ by minimizing the following
loss function:

(3.10) 0e) = /@ Voo - Ve(0) — Flug)||3 db.

In practice, we approximate the integral in ¢ by Monte Carlo integration. We sample
K points {0, |k=1,..., K} uniformly from O (here the subscript k in ), stands for
the kth point among the K points sampled in ©) and form the empirical loss function

K
(3.11) U =K' [IVous, - Ve(6r) — Flus,]3.
k=1

Then we minimize ¢ (€) with respect to &, where the L? norm is also approximated by
Monte Carlo integration on €. The training of V¢ is summarized in Algorithm 3.1.
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9I—>UQ

01

F1G. 1. Schematic plot of pulling back trajectories (solid and dashed blue curves) in M = {ug :
0 € ©} to trajectories in the parameter space ©. Here each trajectory in M represents the reduced-
order model (e.g., DNN) ug(1)(-) approzimating the PDE solution u*(t,-) starting from a given
initial, and it is pulled back to the trajectory 0(t) (we use 0(t) := 0 as a trajectory here to avoid
confusion with components 01,...,0m ) in ©; and V¢ is a DNN approzimating the control vector field
Vg in ©.

Algorithm 3.1. Training neural control V.

Input: Reduced-order model structure uy and parameter set ©. Control vector field
structure Ve. Error tolerance e.

Output: Optimal control parameters &.

1: Sample {0;}£ | uniformly from © and {z,}Y_; from Q.

2: Form empirical loss £(¢) as in (4.2).

3: Minimize ¢ with respect to £ using any optimizer (e.g., ADAM or AdaGrad)
until £(¢) <e.

Algorithm 3.2. Implementation of solution operator Sp of the IVP (3.5) using
trained control V.

Input: Initial value g and tolerance 3. Reduced-order model ug and trained neural
control V.

Output: Trajectory 6, such that ug, approximate the solution Sg[g] of the IVP
(3.5).

1:  Compute initial parameters 6y such that |lug, — gll2 < eo.
Use any ODE solver to compute 0, to solve (3.9) with approximate field V¢ and
initial 6.

Once we have trained the vector field V¢, we can implement the solution operator
Sr in the following two steps: we first find a 0y such that uy, fits g, i.e., find a 0y that
minimizes ||ug — g||2. This can be done by sampling {z,,})__; from Q and minimizing
the empirical squared L? norm (1/N) - Zi:;l lug(x,) — g(2,)]? with respect to 6.
Then we solve the ODE (3.9) using any numerical ODE solver (e.g., Euler, 4th-order
Runge-Kutta, predictor-corrector) with 6y as the initial value. Both steps can be
done efficiently, and the total computational cost is substantially lower than that of
solving the original IVP (3.5) again. We summarize how neural control solves IVPs
in Algorithm 3.2. Further details on the practical implementation of Algorithms 3.1
and 3.2 are discussed in section 4.

3.3. Error analysis. In this subsection, we develop an error estimate of the
proposed method. We first focus on the error due to projection onto the tangent space
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T, M in the L? space in section 3.3.1. Then we establish the solution approximation
error for linear and semilinear parabolic PDEs in section 3.3.2. For ease of discussion,
we again assume zero Dirichlet boundary condition u(z,t) = 0 for all 2 € Q and
t€[0,T], and we let Q= (0,1)¢ C R be the unit open cube in R? and © some open
bounded set in R™ (note that our analysis below applies as long as 2 is open and
bounded). We let F[u] := F(u,Vu,V?u) be a nonlinear differential operator with
necessary regularity conditions to be specified later and which allows for a unique
solution to the PDE for each initial. Additional requirements on the regularity of wugy
will be given when needed.

3.3.1. Approximation error of control vector field. We first investigate
the main source of error when using a reduced-order model to approximate the time-
evolving solution of the given PDE. We show that this error is due to the imperfect
representation of F'[ug] using Vouy in (3.8). Specifically, due to the approximation of
reduced-order models, T, M is only a finite-dimensional subspace of L?, and thus we
can only approximate the projection of F[ug] onto this tangent space. We will need
the following assumptions on the regularity of ug and F.

Assumption 1. The reduced-order model ug(-) € C3(2) N C(Q) for every 6 € ©
and u(x;-) € C?(©) N C(O). Moreover, there exists L >0 such that for all § € ©

(812)  Flul e F* = {f € C(QNCQ): |flloo <L, [IVS]loc < L}.

Assumption 1 provides some sufficient regularity conditions on the reduced-order
model uy and boundedness of F'ug] and its gradient to be used in our error estimates.
Notice that we consider F' as second-order differential operator here and therefore
the assumption uy € C3(Q) ensures that ug(z), Vug(x), VZug(z) are all sufficiently
smooth. The regularity condition on F' in Assumption 1 requires that the mapping
Flug](x) is a C* function and has magnitudes and gradients bounded by L over Q.
These assumptions are generally mild, as we will use reduced-order models smooth in
(z,0), e.g., a DNN with smooth activation functions, and the operator F is sufficiently
regular.

Assumption 2. For any € > 0, there exist a reduced-order model uy and a bounded
open set © C R™, such that for every 6 € © there exists a vector ag € R™ satisfying

||Oég -Voug — F[UQ]HQ <E.

Assumption 2 provides an upper bound on the error when projecting F'[ug] onto
the tangent space T,,, M, which is spanned by the functions in Vyug. This error bound
is determined by the choice of the reduced-order model uy and the parameter set ©.
As will be demonstrated in our numerical experiments, a small projection error can
be achieved by using a standard DNN as reduced-order model ug. As such, an error
is difficult to analyze due to the complex structures of general DNNs. We provide an
example reduced-order model with special structure to justify the reasonableness of
Assumption 2.

Ezample 3.2. Let €> 0, and let {¢;}52, be a complete smooth orthonormal basis
(e.g., generalized Fourier basis) for L2(_Q). Suppose there exist C' > 0, v > 1, and
Co > 0 such that for all u € C*(Q) N C(Q) and ||ul|3 < Cy we have

(3.13) Flule GO :={feCHQNCQ): |(f,)]? <Cj~ 7 Vj=>1}.
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Then there exists m = m(¢,C,7) € N such that 3772 ., Cj~7 < £2. Consider uy =
0-p= ZT:l 0;0;. We denote fy := Flug| for short. Then Voug = = (¢1,...,9m)
and for a/? = (oz{", .., aff) with oz;ce = (fo, ), there is

2

la® - Voug = Fluglllz = Y al’o; = fol| = D forp)l* <&
j=1 j=m+1

2

Therefore, the reduced-order model ug = 6 - ¢ with © = {a € R™ : |a|? < Cy} and
ag = ofe satisfies Assumption 2.

This example can be modified to use a more general form of reduced-order model
ug, such as a DNN. To see this, we first repeat the procedure above but with & replaced
by &/2. Then the universal approximation theorem [36, 92] and the continuity of
DNNs in its parameters imply that there exist DNNs {¢; : 1 < j < m}, whose
network parameters are collectively denoted by n € R™ , which satisty [|@; — @jlleo <
£/(24/mC|€2]) and hence ||¢; — ¢;|l2 <&/(2y/mCy) for all n in an open set H C R™ .
Consider the DNN uy = ¢ - ¢ with parameters § = (¢,n) € R", where n = m + m/.
Then V. ug(z) = (¢1,...,Hm). Using the example above, we know that for any fy :=
Flug] € GE7, there exists af¢ € R™ such that ||af? - o — Flug]||2 < &/2. Therefore, we
use (a/?,0), which concatenates af¢ and 0 € R™ as the combination coefficients of
Veug to obtain

[(?,0) - Voug — Flug]|l2 = |a’® - Veug — Flug|l2
<[l ¢ —al? - plls + |’ - o — Flug)||o

m
<> lal(llgs — @5lla +
j=1

<vmCy-

N | ()

€ 3
[ — + —
2\/ mC() 2

Il

Therefore, the DNN up = ¢ ¢ with © = {(¢,n) : |¢;|? < Co, n € H} and ay = (a/?,0)
satisfies Assumption 2.

Before proving the main proposition of this section, we will need the following
lemma.

LEMMA 3.3. Suppose Assumptions 1 and 2 are satisfied. For alle > €&, there exists
v:0 — R™ such that v is bounded over © and the value of v at 0, denoted by vy,
satisfies

||1)9~V9U97F[U9]”2§6 VGE(:)

Proof. Let € > £, and let 6 € (0,6 —&). By Assumption 2, for all § € © there exists
an ag € R™ coefficient such that

g Voug — F[UQ]HQ <E.

As Flug] and Vguy are continuous in 6 and Q is bounded, we associate to each 6
and each coefficient ay the open set Uy containing 6, small enough, such that for all
0’ € Uy we have

(3.14) laoVoug — aoVougllz + || Flug] — Flugr]ll2 <6
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and hence
(3.15) g - Voug — Flug]|l2 < [lagVoug — agVougllz + [lagVous — Flug]|l2
' +||F[UQ}—F[U9/]H2§6+§.

Therefore, UgcgUp is an open cover of ©. As © is compact, this open cover has a finite
subcover U, Uy, for particular 6;’s. Define v: © — R™ such that vg := v() = ay, if
0 € Uy, (if 0 is in the intersection of multiple Up,’s, we choose a single ap, arbitrarily).
We see from this construction that vg is uniformly bounded over © as the range of vg
is finite. From (3.15) we have

||’U9-V9U9—F[UQ]||2§(5+§SE. 0

With Assumptions 1 and 2 and Lemma 3.3 we can prove the existence of an
accurate neural control field V¢ parameterized as a neural network, as shown in the
next proposition.

PROPOSITION 3.4. Suppose Assumptions 1 and 2 hold. Then, for any e >0, there
exists a differentiable vector field parameterized as a neural network Ve : © — R™ with
parameters £, such that

Ve(0) - Voug — Fluglll2 < e
for all 9 € O.

_ Proof. We first show that there exists a differentiable vector-valued function V':
© — R% such that

(3.16) IV(8) - Vous — Flus)ll2 <

for all § € ©. To this end, we choose & € (0,¢/2) and & € (£p,2/2); then by Assump-
tion 2 and Lemma 3.3 we know that there exist a reduced-order model uy, a bounded
open set © CR™, and M, > 0 such that there exists a vector-valued function 6 +— vy,
where for any 6 € © we have |vg| < M, and

||’U9 -Voug — F[U@]”Q <e.

Note that vy is not necessarily differentiable with respect to 6. To obtain a differen-
tiable vector field V' (), for each 8 € © we define the function vy by

po(w) = ||w - Voug — Flug]||3 =w" G(0)w — 2w p(8) + q(6),
where

(3.17) G(6) 2=/QV9’ZL9(1’)V9’LL9(1’)T dz, p(0) ::/QV(;Ug(x)F[u(;](x)dx,

q(0) ::/ Flug(z)? da.
Q
Then we know that
(3.18) b = 1e(ve) = |[vg - Voug — Flug]|3 < >

It is also clear that G(f) is symmetric and positive semidefinite. Moreover, due to
the compactness of 2 and O, as well as the fact that Vou € C(Q x ©), we know there
exists Ag > 0 such that
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1G(O)]l2 < Ac

for all # € ©. Therefore, 1y is a convex function and the Lipschitz constant of Vg is
uniformly upper bounded by Ag over ©. Now, for any w € R™, h >0, and K € N (we
reuse the letter K as the iteration counter instead of the number of sampling points
in this proof), we define

Of’h(w)::w[(, where wp =wi_1 — hVg(wr—1), wo=w, k=1,...,K.

Namely, Og( " is the oracle of executing the gradient descent optimization scheme on
g with step size h >0 for K iterations.

Next, we slightly modify the standard convergence result of gradient descent in
convex optimization [64, Theorem 2.1.14] and obtain Lemma A.l in Appendix A.
Notice that 1y is convex and differentiable and that Vi) is Lipschitz continuous with
its Lipschitz constant upper bounded by Ag. Therefore, applying Lemma A.1 with
y =y, [ =1, and the gradient descent scheme for K iterations (K to be determined
soon) with initial 0 and any fixed step size h € (0,1/\g) to 1y directly yields an error
bound for 1 (O5 " (0)):

|O—Ue‘2

K,h *
(3.19) Yo(Oy "(0)) — g < Y

Combining this with the bound |vg| < M, we choose any
M2
K>— v
~ 2h((e/2)% —&?)
and there exists

K,h L M £\
(3.20) vo(O M 0) — v < 2 < () -2

Notice that O(f " is a differentiable vector-valued function of @ because K and h
are fixed. Therefore, combining (3.18) and (3.20) yields

0<1p(0,°"(0)) = (e (O; "(0)) — w5) + 05 < (¢/2)* — &2 + &2 = (¢/2)%.

As this inequality holds for all # € ©, we set V() = (95 (0), which is a differentiable
function of 0 satisfying (3.16).

By the universal approximation theorem of neural networks [28] (see also Re-
mark 3.1), we know there exists a differentiable vector-valued function parameterized
as a neural network V¢ with parameters £ such that

[Ve(0) = V(0)loo </(2B)

for all § € ©, where B :=maxycg ||Vougl|l2 < 0o and | - |o stands for the co norm of
vectors. Hence, we know that

[Ve(0) - Voug — Flug]ll2 < [|Ve(0) - Voug — V(0) - Vougll2 + [V(0) - Vous — Flue]||2

€ €
<B-—+-=¢.
< 2B+2 €

This completes the proof. 0
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Remark 3.5. It is important to note that the geometry of M, especially its dimen-
sionality, is complex and highly dependent on the structure of ug and the parameter
space ©. In particular, we can show that the tangent space Ty, M = span(Voug) at
any ug € M is in the L? space, where Voug = (9g, ug, . ..,09, ug) for 0 = (61,...,0,,).
(Here we use discrete indices 1,...,m as subscripts of 6 to indicate its components for
notation simplicity. This is to be distinguished from the subscript ¢ in 8; which stands
for time of the trajectory 6;.) However, dim(T,, M) may vary across different uy on
M. For example, consider the reduced-order model uy parameterized as a DNN as
in (3.2): when w =0, we have § = (0,b,...), and hence dw,ug =0 and 9, up =0 for
alll=1,..., L. In this case, the m components of Vyuy are not linearly independent,
and dim(T,,, M) < m for such &’s. This distinguishes our parameter submanifold from
existing ones, such as in [2], which assumes that the tangent space is always of full
dimension m at any point of the submanifold. In our case, however, challenges and
complications in dealing with the parameter submanifold M could be avoided if we
made such an assumption, but it will lead to incorrect analysis and error estimation,
which poses a major technical challenge for the proposed framework. Specifically, we
note that the rank of G(#) varies across ©, and therefore the pseudoinverse G(6)*
may be discontinuous. A major theoretical merit of Proposition 3.4 is that we can
still ensure the existence of a differentiable control vector field in such a case.

3.3.2. Error analysis in solving (semi-)linear parabolic PDEs. Now we
are ready to provide error bounds of our method in solving a large class of linear and
semilinear parabolic PDEs. This class of PDEs covers many types of reaction-diffusion
equations, such as heat equations, Fisher’s equation, or the Allen—Cahn equation. The
differential operator F' in linear and semilinear parabolic PDEs has the form

Flu]=V - (AVu) +b-Vu+ f(u),
where 4: Q — R and b: Q — R? are continuous, and f : R — R is L¢-Lipschitz

and acts on u(x) for each x. Moreover, we assume that there exist A >0 and B >0
such that

(3.21) 2T A(x)z> Mz|> VzeRY, zeq,
and
(3.22) [IV-b]le < B.

Furthermore, due to the smoothness of V¢ and compactness of ©, we know there
exist My >0 and Ly > 0 such that

(3.23) max |Ve(0)| < My and max |VVe(0)| < Ly.
0o )

THEOREM 3.6. Suppose Assumptions 1 and 2 hold. Then there exists control field
Ve such that for any u* satisfying the evolution PDE in (3.5) there exists

(3.24) lug, () = u* (-, 1) |2 < el FrHBIEZA D (e 4 et)

for all t as long as 0; € ©, where 0 is solved from the ODE (3.9) with Ve and initial
0o satisfying |ug, () — u*(-,0)||2 <e¢. Here C, is a constant depending only on Q.
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Proof. We denote the residual

r(z,t) := Voug, () - Ve(0r) — Flug,](2).

Then by Proposition 3.4 we have ||r(-,¢)||2 < e for all t. Furthermore, we denote

0(x,t) :==up, (z) — u*(x,t)

for all (z,t) € Q2 x [0,7] and D(t) := ||0(-,t)]|2, and then there exists

(3.25) D't = <||55(< g)ng 2ud( )>

Here we use the convention that 6(-,¢)/||0(-,t)||2 =0if §(-,#) =0 a.e. By the definition
of §, we have

O (x,t) = Orug, () — 8tu*(1‘,t)
= Vouyg, (z) -
= Vouy, (z) -
—F[ue J(x) -
(z)

V- ( +0(x) - Vo(x,t) + f(ug, (x)) = f(u (2, 8)) + r(2,1).

Therefore, we have

(6(-1),08(-, 1)) = /Q 5(2,1) (V - (A(@)V6(x, 1)) + b() - Vo(x,1)) da
(3.26) + [ (2, t)(f(ug, (x)) — f(u*(z,t) +r(z,t)) dz

Q
SI(t) + J(2).

Because ug, (+)|an =u* (-, t)|aq = 0, we know that 4(-,t)|sq =0. Thus, we have

- /Q 5, ) (V - (A(2)Vo(x, 1))+ b(x) - V(1)) dar

(3.27) = [ V()T A@) VO () d — & / (V- b)) (x, )2 da
Q 2 Jo

Sf/\/Q|V6(:E,t)|2dx—%/Q(Vb(a:))é(x,t)zdx

B
< 2 / 6,8 2o+ 2 / 16(z,0)[? da,
Cp Ja 2 Ja

where the first equality is just by the definition of I(t), the second equality is obtained
by integrating by parts on both terms and using (-, t)|sqn = 0, the first inequality is
due to (3.21), and the last inequality is due to Poincare’s inequality

16C,Dll2 < CplIVE(, D)2
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as (-,t)|aq =0 for all ¢ (here C), is Poincare’s constant depending on € only) and the
bound (3.22). We can also obtain

J(t) Z/Qfs(z,t)(f(wt (@) = f(u™(x,)) —r(z,1)) do
S/ |0(z,t)] - | f(uo, () = f(u" (2, 1)) — r(z,t)| da
Q

(3.28) < /Q [0(, )] - (Lplo(, t)] + [r(z,t)]) do

< Lello(, )3+ ¢, D)ll2l16( )]l
< Lyllo(,t)lI3 +elloC, )]z,

where the first identity is by the definition of J(t), and the second inequality is due to
the Lipschitz condition of f. Combining (3.25), (3.26), (3.27), and (3.28), we obtain
B A

D'(t) < (Lf +5 - o8 D(t) +e.

By Gronwall’s inequality, we deduce that
D(t) < e +BI2=MC (D(0) + et).
Recalling that
D(0) = [6(-, 0)ll2 = [Jug, (-) — u (-, 0)l[2 = l[ug, () = 9(-)l|2 < 0,
we thus have
lu(-,6()) = (-, t)]l2 = D(t) < eI HE2M O 4 4 et)

for all time ¢, which completes the proof. 0

The error estimate in Theorem 3.6 indicates that the approximation error is de-
termined by three factors: (i) the approximation error g of the reduced-order model
to the initial value g, (ii) the local approximation error ¢ of the projection of Flug]
onto the tangent space of M at ug; and (iii) the irregularity of the differential operator
F itself. While the error from (iii) is determined by the given PDE, we can make an
effort to suppress (i) and (ii) in practice by robust architecture of ug and the training
of Ve. We note the error estimate provided in Theorem 3.6 is an upper bound of the
approximation error.

Remark 3.7. While we assumed f to be globally Lipschitz, the result in Theo-
rem 3.6 still holds locally with the local Lipschitz condition of f. For example, in the
case of the Allen-Cahn example, we know that if our initial function is bounded by
1, the true trajectories will remain bounded, allowing the results of Theorem 3.6 to
apply.

COROLLARY 3.8. Suppose the conditions in Theorem 3.6 hold. Let 0, be the
numerical solution to the ODE (3.9) obtained by using the Euler scheme with step
size h>0. Then

(ebvt — 1) 4 e s =B/2n/Co)t (o 4 &t)

§ Ly My |Qh
(320)  [lug, ()~ w ()l < AV

for all t as long as 0; € ©.
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Proof. Given the estimate provided in Theorem 3.6, we only need to show that

(3.30) 4, ) o, (), < VAR

since combined with (3.24) it yields the claimed estimate (3.29). To show (3.30), we
notice that

(eLVt - 1)7

. d .
b= 2 Ve(00) = VoVe(0,) - 6,= VoVe(01) - Ve(60).
Therefore, we have
6] = |VoVe (6:) - Ve ()| < Ly My,

where Ly and My are defined in (3.23). Hence, by ‘Ehe standard results for Euler’s
method [4, p. 346]), we know the numerical solution 6, satisfies

; M
(3.31) 16; — 6] < th (elvt—1)

for all . Therefore, we obtain

g, — ot = ( [ 050 —uetu)?dm)m = ([ o - G-y )

|
< LV|Q||ét — 0, < %"m‘h(ewt —1),

1/2

where the second equality is due to the fact that wug is C' in 0 and hence the ‘mean
value theorem applies to ug (here 6, is some point on the line segment between 6; and
0¢). d

The proof above can be modified if a different numerical ODE solver is employed.
In that case, one can obtain an improved upper bound and order in step size h in
(3.31).

4. Numerical results.

4.1. Implementation of the training process of control field V;. In sec-
tion 3.2, we have shown that the neural control field V¢ is parameterized as a deep
network, and its parameters £ can be learned by solving

mgin {e(g) ::/@ Ve (0) - Voug — F[ue]||§d9} )

The first-order optimality condition of this minimization problem is given by G(6)V¢(0) =
p(0), where G(0) and p(f) are defined in (3.17). The objective function ¢(£) above
shares the same minimizers as the following one:

(4.1) (€)= [ 1GO)Ve(0) = (o) .
In our numerical experiments, we use £ defined in (4.1), as we can train towards the
optimal solution Ve = G (0)p(6) as the optimal value, which seems to produce lower

error empirically. Moreover, we know the minimum loss value of (4.1) is 0, which is
in contrast to (3.10), where the minimum loss value is often unknown.
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In practice, as the dimension of 6 and 2 could be large, we have to approximate
(4.1) using techniques such as Monte Carlo integration. This leads to the approximate
forms

1 & 1
G(0) = N ZVOUG(xi)VGUO(xi)Tv p(0) = N Z Voug(:)F[ug](xi),
T i Ti=1

where x;, i = 1,..., N,, are sampled from €. By also drawing samples from O, we
arrive at our empirical loss function defined by

Ny
42) (9 = 5 2 1G(0,)-Ve(o,) ~ 510
j=1

To improve the training of Ve, we also augment the loss function ¢; in (4.2)
with an additional term following a data-driven approach. Specifically, we follow the
methods in [10, 19] to generate multiple sample trajectories starting from randomly
sampled initial values {9(()1) 14 € [M]} in ©. For the ith trajectory, a sequence of
directions {v](-i) 17 =0,1...,N;} is solved from linear systems é(9§i))v§i) = ﬁ(ﬁy))
and the discrete-time points on the trajectory are obtained by ‘9;(‘21 = Gj(.i) + hv§i) for
7=0,1,..., Ny — 1. We add the augment loss term

M Ny

(4.3) ((8) = N%M PP AGERI R

i=1j=1

Combining with (4.2), we obtain our final loss function

(44) gtotal(g) == 61 (5) + CKQ (g)a

where ( is a weight parameter. In our experience, parabolic linear PDEs using only ¢4
is sufficient to generate a good result. For the nonlinear case, adding ¢5 substantially
improves training results empirically, as network parameters may move far away from
those we sampled near the initial parameters.

4.2. Experimental setting. To demonstrate the performance of the proposed
method, we test it on three different PDEs: a 10-dimensional (10D) transport equa-
tion, a 10D heat equation, and a 2D Allen—Cahn equation. Both the transport equa-
tion and the heat equations are linear PDEs, while the Allen—Cahn one is a highly
nonlinear PDE. In fact, we also tested a 10D Allen—Cahn equation but only present
the result of the 2D one here. This is because the true solution of the Allen—Cahn
equation does not have closed form, and we have to employ a classical finite difference
method, which does not scale to the 10D case, to produce a reference solution for com-
parison. In contrast, we have closed-form solutions of the IVPs with transport and
heat equations, and hence we can use them as the true solution for direct comparison.
In our tests, we employ the following structure of our reduced-order model:

(4.5) ug(x) = a(x)zL(z,0)

for the heat equation and Allen—Cahn equation. We use the following network struc-
ture:

(4.6) ug(v) = zL(B(x), 0)
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TABLE 1
Problem settings, network structures, and the number of training trajectories/samples in nu-
merical experiments. Here M is the number of trajectories used from © and Ny is the total number
of samples from ©.

Problem Dim. d ug width/depth Ve width/depth M Ny
Transport Equation 10 12/4 1,500/4 0 160,000
Heat Equation 10 12/5 2,000/10 600 200,000
Allen—Cahn Equation 2 10/3 2,000/5 200 200,000

for the transport equation. In (4.5), a(z) is a distance function of 92 such that it
satisfies the zero boundary condition, and in (4.6), 5(z) is a function chosen to satisfy
a periodic boundary condition as in [19]. This aligns with our choice of ug in (4.5)
and (4.6), as the IVP with heat and Allen—Cahn equations has zero boundary value,
whereas the IVP with a transport equation has a periodic boundary value in our
experiments. In both (4.5) and (4.6), zy, is the neural network and is defined by

(4.7) zp=wrzp—1, z2=z2-1+cWiz_1+0b), I=1,...,L—1,

and zg = o(Wpx + by). Here o is a user-chosen activation function (we use tanh or
ReLU in our experiments), where W; € R4 are the weight matrices and b; € RY
are the bias vectors, and Wy € RY >4 and wy, € Rle; all of these matrices and
vectors make up the parameter vector . Networks such as in (4.7) are often called
residual neural networks (ResNet) and have been shown to perform better than FFNs
in function approximation [80]. The values of L and d’ in our experiments are shown
in Table 1. They are selected manually to balance the depth L and width d’ so that
up does not have too many neurons but still remains expressive. We use a similar
structure for the vector field V¢ but adjust the layers to be n = m_1 + GeLU(U;0 +
b)) tanh(Uyn;_1+b;). Here GeLU(x) = 2®(x), where ®(z) is the standard Gaussian cdf.
This is a slight modification of the network architecture proposed in [79] for improved
effectiveness in training by gradient descent. We selected this network structure by
starting with a ResNet with small width and depth and ReLU activation, and then
we gradually increased the width and depth until the improvement in the final loss
value became insignificant. Finally, we attempted a few different activation functions
and network architectures for this width and depth and selected the aforementioned
structure, which appeared to perform slightly better. This process was by no means
exhaustive.

Other network architectures can be used as well. The width and depth of our
network are reported in Table 1. Information about the number of trajectories used
for (4.3) is also collected in Table 1. For all of the experiments, we set the weight
¢ =0.11in (4.4) to reflect the scale difference of the two loss terms and use the standard
ADAM optimizer with learning rate 0.001, 5; = 0.9, B2 = 0.999. We terminate the
training process when the empirical loss £iota1(€) < 0.1 or when the percent decrease
of the empirical loss is less than 0.1% averaged over the past 100 steps. Once V¢ is
learned, we use the 4th-order Runge-Kutta method with a step size of T'/200 (T is
determined from the problem) to solve 6; from the ODE in (3.9) in Algorithm 3.2 and
compare the corresponding ug with the reference solutions. All the implementations
and experiments are performed using PyTorch in Python 3.9 in Windows 10 OS on
a desktop computer with an AMD Ryzen 7 3800X 8-Core Processor at 3.90 GHz,
16 GB of system memory, and an Nvidia GeForce RTX 2080 Super GPU with 8 GB
of graphics memory. The total computational time is split between three unique
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activities: (i) the generation of Ny samples for ¢; in (4.2); (ii) the generation of the
M trajectories for £5 in (4.3); and (iii) the training of the network V¢. Parts (i) and
(ii) can be parallelized offline to speed up the process. We discuss the specific time
cost of the implementation of our method in the examples below.

We also provide a few remarks on the sampling strategy in ©. While one can draw
0 uniformly from O, adding samples 6 corresponding to some example solutions to
the PDE may further improve training efficiency. In practice, we use both uniformly
sampled 0’s and those close to the 8’s corresponding to some randomly chosen initial
functions. These initial functions are only used to help the loss function weigh more
on the regions that are potentially more important than others in ©; but they are
not among the randomly chosen initial functions used for any testing. Details on
samplings are given below.

4.3. Numerical results on transport equation. We first consider the IVP
defined by a 10D transport equation with periodic boundary conditions as follows:

(4.8) {@U(%t) =-1-Vyu(z,t) VYzeQ, tel0,T],

u(z,0) =g(x) Vreq,

where = (0,1)1°, T'= 1, 1 is the vector whose components are all ones, and the
boundary value u(x,t) =0 for all z € 9 and ¢t € [0,T]. This IVP has the true solution
u*(x,t) = g(x—1-t). We obtain the solution operator of the IVP (4.8), and we use (4.6)
as the reduced-order model ug. Although our error analysis requires certain regularity
on the initial and solution of PDEs, we test on the case where both are only Lipschitz
continuous but not differentiable for this transport equation. To this end, we set the
activation of uy to ReLU. Further, define 8(z) = (cos(27w(z — b)), sin(27(z — b)),
where b € R' is a trainable parameter with sin and cos acting componentwise to
x. This means that the first hidden layer uses Wy € R***?°. For this example, we
shall set © = [—1,1]™, where m are the number of parameters in ug. Then we train
the neural control vector field Ve by minimizing (3.10) with the number of sampled
0 drawn uniformly from © shown in Table 1. We note that this equation performed
equally well with or without the loss /5 in (4.3). As such, we need not generate any
trajectories and this is reflected in Table 1.

After the control Vg is obtained, we test the performance of V; on a variety of
initial values g by uniformly sampling 6y € ©. We emphasize that the 6y’s corre-
sponding to these initial values are not used in the training process. We show three
approximate solutions for three random initials in Figure 2. For the first random ini-
tial g1 determined by the random 6y, we plot the corresponding true solution u*(-,t),
the approximate solution ug, (-) obtained by Algorithm 3.2, and their pointwise ab-
solute difference |ug, (z) — u*(z,t)| from row 1 to row 3 in Figure 2, respectively, for
t = 0,0.15,0.5,0.85,1. The plots for the second and third g and g3 random ini-
tials are shown in rows 4-6 and 7-9 in Figure 2, respectively. From Figure 2, we
can see that the reduced-order model ug, with 6; controlled by the trained vector
field Vg closely approximates the true solution u*(-,t) with low absolute errors (note
that the scale of the error is different from that of uw*(-,¢) and ug,(-)). Figures 3(a)
and 3(b) plot the mean of the absolute error ||u*(-,t) — uy, (+)||3 and the relative error
lu*(-,t) — ug, ()I3/]lu* (-, t)||3, respectively, over 100 randomly chosen initials, while
the standard deviation is shaded in. We see mean errors < 1%, even though the ini-
tial functions considered are not smooth. This suggests that the proposed model can
generalize to the case where the initial and solution of the PDEs are not sufficiently
smooth.
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Fi1G. 2. (Transport equation). Comparison between the true solution u*(-,t), the approzimation
ug, (+), and their pointwise absolute difference |ug, (x) — u*(x,t)| for times t =0,0.15,0.5,0.85,1 for
IVPs with the first initial (rows 1-3), second nitial (rows 4-6), and third initial (rows 7-9) given
by ug with 6 randomly drawn from [—1,1]™.
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FiG. 3. Comparison of the mean relative error |[u*(,t) — ug, (-)||3/||u*(-,)||2 (top) and the
mean absolute ||u*(-,t) — ug, (-)||3 (bottom) versus time t for 100 different initial conditions of the
transport (a)—(b), heat (c)—(d), and Allen—Cahn (e)—(f) equations. Shaded areas indicate the standard
deviation over the 100 results.

We now discuss the computational cost of the method. In our tests, it took 1.78
hours to generate G and p from the samples in © used for training. Once generated,
the training of V¢ (i.e., minimizing the loss function fioa1 in (4.4)) took 5 minutes
to complete. Testing each initial condition by solving (3.9) using a 4th-order Runge—
Kutta (RK4) solver with step size 0.005 took an average of 2.1 seconds per initial. We
note that no time is needed in this case to fit an initial, as 6y is chosen randomly.

The proposed method has evident improvement on computational cost over exist-
ing methods that only solve specific instances of the PDEs. In this test, we compare
the computational cost with PINN [73] and a time marching (TM) [19] method. We
use the same structure of ug for PINN and time marching as used by our method. We
sample 10,000 points (z,t) € (0,1)1° x [0, 1] for PINN and 10,000 points z € (0,1)!9 for
each step of the time marching method. We train PINN using its default parameters
until convergence. For TM, we use RK4 with the same step size 0.005 and its default
linear system solver for each step. We follow all other implementation steps of both
PINN and TM as described in their original papers. For a single initial g, PINN, TM,
and the proposed method took 116.5s, 16.7s, and 2.1s, respectively, to obtain the
solution. This significant time reduction is due to the fact that the proposed method
has learned the control field in the parameter space and thus can compute the solution
of the PDE by solving an ODE which has very low computation complexity. The im-
provement is more significant for higher-order PDEs because PINN and TM require
more time to compute the differential operator, whereas the computation complexity
of the proposed method remains the same.

The proposed method is capable of approximating solution operators of high-
dimensional PDEs, whereas existing methods cannot. This is because existing so-
lution operator learning methods, such as DeepONet, require spatial discretization,
and thus the network size and sampling amounts grow exponentially fast in problem
dimensions. For example, for a one-dimensional (d = 1) evolution PDE, DeepONet
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[67] requires 100 sample solutions (which must be generated by another numerical
method), each evaluated at 10* grid points in the (z,t) domain in R x R ;. Thus, the
size of their trunk network alone is already 10 times larger than our V¢ in the 10D
case. When the problem dimension d becomes over 3, DeepONet will be infeasible
computationally. In addition, our method does not require sample solutions which
could be unavailable or difficult to obtain in practice.

4.4. Heat equation. Next, we consider an IVP with heat equation in 10 di-
mensions:

(4.9) {@“(% t)=Au(z,t)  VreQ tel0,T),

u(z,0) = g(x) Ve,

where Q= (0,1)!° and the boundary value u(x,t) =0 for all x € 9 and t € [0,T]. As
most of the initial conditions we consider have rapid evolution in a short time, we use
T =0.01 in this test. For neural networks, we use (4.5), with a(z) =112, 4(z; — 2?)
and tanh activation.

In order to have a class of analytical examples against which to compare, we use
the base functions

g1(x) =112, sin(mx;),
z) = sin(27z )12, sin(ra;),
(4.10) 92() . ( 1) 1161 . (i)
g3(w) = sin(2mw2)IL; 2, sin(mz;),
ga(w) = sin(2mx1 ) sin(2ma2) 25 sin(7a;)
to generate a class of initial conditions G := {Z?zl ¢igi ¢ € [—1,1]}. To train

our method, we drew 600 samples from G and found a corresponding Héj ) for each
sample. We set the parameter space to be © := {9(()'7) +4d : 18] <3, j=1,...,600}.
We then uniformly sampled 200,000 points from this set © and generated paths for
(4.2) from the 600 centers to train V. We then tested the method on a new set of 100
initials randomly drawn from G by following the method outlined in Algorithm 3.2.
We randomly select three from the test set containing the 100 initials and plot the
result using our method in Figure 4. In addition, Figures 3(c) and 3(d) show the
mean and standard deviations of the relative and absolute errors versus time t. We
notice that the relative error increases while absolute error decreases: this is because
the true solution u*(t,-) gradually vanishes in time, and hence it is easy to cause large
relative error even when the absolute error is small.

In this test, it took 2.64 hours to generate G and p for (4.2) and 1.33 hours to
generate the trajectories for (4.3). This time cost is significantly higher than the trans-
port equation, as the heat equation requires the computation of the Laplacian which
is second-order. Omnce the samples were generated, training V¢ took approximately
10 minutes. For testing, it took an average of 25 seconds to train a 6y to a sampled
g and an average of 2.6seconds to then solve (3.9) using a 4th-order Runge-Kutta
solver with step size 0.0001. This amounts to less than 30 seconds in time per initial
for the testing stage.

4.5. Allen—Cahn equation. In this test, we consider the IVP with the nonlin-
ear Allen—Cahn equation given by

(4.11) Ou(w,t) = eAu(,t) + 3 (u(x,t) —u(z,)?)  VeeQ te(0,T],
u(z,0) =g(z) VzeQ,
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FI1G. 4. (Heat equation). Comparison between the true solution uw*(-,t),
mation wug,(-), and their pointwise absolute difference |ug,(x) — u*(x,t)| for times t =
0,0.004,0.008,0.012,0.015 for IVPs with the first (rows 1-3), second (rows 4-6), and third initial
¢; € [—1,1]}, where g; is defined in (4.10).

(rows 7-9) drawn from the set G := {Z;‘l:1 Cigi
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where Q = (—1,1)2, €¢=0.0001, and the boundary value u(z,t) =0 for all z € 9Q and
t €[0,T]. As the Allen-Cahn PDE does not have an analytical solution against which
to compare, we resort to the classical implicit-explicit scheme (see, e.g., [81]) with a
100 x 100 grid and 2000 time points to generate a reference solution for comparison
in the 2D case only, despite the fact that our method can be applied to a higher-
dimensional case. In this test, we use (4.5) with a(z) = (1 —2%)(1 — 23) as our neural
network. We let T; : R — R represent the ith-order Chebyshev polynomial. We

generate a class of initial conditions

(4.12)

g::{(1—x%)(l—xg)zcknk(xl)Tjk(xQ) : g, gk €40,...,6}, m <36, |ck|§1}.
k=1

We see that G is a space of all combinations of Chebyshev polynomials up to degree
6 multiplied by a boundary function. This set is chosen to represent a diverse spread
of initials that can be approximated by our neural network from (4.5). We drew
200 samples from G and found a corresponding 9(()J ) for each sample. Then, as in
the case of heat equations above, we generated the parameter set © := {9(()] )45
[0] <3, j=1,...,200}. We sampled from O uniformly and generated paths from
the 200 centers to train V;. We again tested the method on a new set of 100 initials
from G. The results of the proposed method at times ¢ = 0,0.15,0.3,0.45,0.6 for
three random initials are shown in Figure 5. In Figures 3(e) and 3(f), we again plot
the mean relative and absolute errors versus time, which demonstrate the promising
approximation performance of our method.

Figure 3(e) shows some challenges in the relative error as time advances. This
is because the solution to the Allen—Cahn equation for this initial value has fast-
increasing derivatives as time progresses, which poses a challenge to all numerical
methods, including ours in solving Allen—Cahn equations in general. Specifically, such
large derivatives force the parameters 6 of the neural network to blow up quickly, and
hence the trajectory 0; may rapidly escape from the prescribed © over which we
trained the vector field V. This is a challenge that remains to be overcome by using
more adaptive training methods and sampling strategies.

For this experiment, generating G and p for (4.2) took 1.04 hours, while the gen-
eration of the trajectories for (4.3) took only 15 minutes. The much lower dimension
of this problem compared to the transport and heat equation examples accounted for
the speedup in the generation of samples. Similar to the transport equation, training
Ve took only 7 minutes. For testing, it took an average of 21seconds to train a
to a sampled g and an average of 2.1seconds to then solve (3.9) using a 4th-order
Runge-Kutta solver with step size 0.002. This amounts to less than 24 seconds in
total time per initial for the testing stage.

5. Variations and generalizations. In this section, we briefly discuss modifi-
cations of the proposed approach so that it can be applied to some other problems
involving evolution PDEs. In particular, we consider the following two cases: general
time-dependent PDEs and IVPs with time-varying boundary conditions.

Applications to general time-dependent PDEs. Our approach can be readily ap-
plied to a large variety of time-dependent PDEs. The reason is that these PDEs can
be converted to the exact form of (3.5) for which our method is designed. To avoid
overloading the bracket notation, we temporarily use F(u) and F(t,u) to represent
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(rows 7-9) drawn from the set G defined in (4.12).

lug, () — u*(z,t)| for times t =
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Flu] and Fi[u] (differential operator that explicitly depends on time ¢). We first note
that one can convert any nonautonomous evolution PDE into an autonomous one:

(5.1)  Qu=F(t,u) <= u=F(@), where @:=[t;u], F(u):= [1; F(u)],

and [-; -] means to stack the two arguments vertically to form a single one. We can also
consider PDEs involving higher-order time derivatives and convert them to first-order
PDE systems by noticing equivalency as follows:

(5.2)  Opu=F(u) <= Ou=F(@), where @:=[u;v], F():= [v; F(u)].

History-dependent PDEs can also be considered: denote H,,(t) := {u(:,s)]|0<s <t}
as the trajectory recording the path of w up to time ¢t and F' a nonlinear operator
on path H,; then we can set H,(t) as an auxiliary variable and convert the problem
Oyu = F[H,] to an autonomous evolution PDE of [u; H,].

Evolution PDEs with boundary conditions. We can also modify our method to
solve IVPs with different boundary conditions. Let (g,$) be the pair of initial and
boundary values of the IVP. That is, u(z,0)|q = g and u(z,t)|sax[o,r] = ¢ In this
case, we can parameterize ug(x) = ¢y (x)+a(z)¢ (z) with 6 = (1, (), where ¢, and
are two reduced-order models (e.g., neural nets) with parameters 7 and ¢, respectively,
and «a(z) is a prescribed smooth function such that a(z) >0 if z € Q and a(zr) =0 if
x € 0Q. Here ,, is to fit the boundary value ¢ without interference from as)¢ as the
latter vanishes on the boundary 0fQ.

6. Conclusion and future work. We have shown a novel strategy for solving
linear and nonlinear evolution PDEs numerically. Specifically, we propose to use
DNNs as nonlinear reduced-order models to represent PDE solutions and learn a
control vector field to steer the network parameters so that the induced time-evolving
neural network can approximate the solution accurately. The proposed method allows
a user to quickly solve an evolution PDE with different initial values without the need
to retrain the neural network. Error estimates of the proposed approach are also
provided.

We implemented the nonlinear reduced-order models as generic deep networks
which yield promising results. We expect that the accuracy and effectiveness can be
further improved by incorporating structural information and prior knowledge about
the PDE and its solutions into the design of these networks. Training of control vector
fields can also be made more efficient by integrating informative sample trajectories
of 0;. These improvements can potentially make the proposed method very effective
in solving evolution PDEs in specified application domains.

Appendix A. Proof of (3.19). In the proof of Proposition 3.4, we need
(3.19). This can be obtained by applying the lemma below, whose proof is a slight
modification of the proof of [64, Theorem 2.1.14].

LEMMA A.1. Let f: R = R be a differentiable convex function and Vf be L-
Lipschitz continuous for some L > 0. Define the gradient descent iterates by

ri=mxi—1 —hVf(r;_1)
with o € RY. Let y e RY and 0 < h < %; then for any k > 1 there exists

\CU() - y|2

Fla) = 1) <
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Proof. Following the standard steps in the proof of [64, Theorem 2.1.14] and using
0 <h < 1/L, we can derive the bound

1 h
(A1) S~ floin) < b (1= L) 9P < -5V )P
Since f is convex, there exists

f@) < fly) + V@) (@ —y) VoeR"

Combining this with  =z;_; and (A.1), we derive

§@) = ) < Vi) (@it —y) — 519 @)

1

o (2hV f(zi1) T (wic1 —y) — B2V f(zio1)]?
+lzior —y|* = |zio1 —y)?)

1
=55 (Jzic1 = y* = [@im1 — AV fzi1) — y]?)
1 2
=55 (lzicy —y[* = |z —yl*) .
We can now bound the telescoping sum

k

k 1
g 2o rim1 =0l I =) < g o
i=1 i=1

;~"“

By (A.1), we know that f(z) < f(zr—1) <--- < f(zo) and therefore

k 2
o)~ F0) < 3 20 < ik .

?v\»—‘
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