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Abstract: The quality of parent-child interaction is critical for child cognitive development. The 

Dyadic Parent-Child Interaction Coding System (DPICS) is commonly used to assess parent and child 

behaviors. However, manual annotation of DPICS codes by parent-child interaction therapists is a 

time-consuming task. To assist therapists in the coding task, researchers have begun to explore the 

use of artificial intelligence in natural language processing to classify DPICS codes automatically. In 

this study, we utilized datasets from the DPICS book manual, five families, and an open-source PCIT 

dataset. To train DPICS code classifiers, we employed the pre-trained fine-tune model Roberta as 
our learning algorithm. Our study shows that fine-tuning the pre-trained RoBERTa model achieves 
the highest results compared to other methods in sentence-based DPICS code classification assign- 
ments.For the DPICS manual dataset, the overall accuracy was 72.3% (72.2% macro-precision, 70.5% 

macro-recall, and 69.6% macro F-score). Meanwhile, for the PCIT dataset, the overall accuracy was 
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7 9.8% (80.4% macro-precision, 79.7% macro-recall, and 79.8% macro F-score), surpassing the previous 
highest results of 78.3% accuracy (79% precision, 77% recall) averaged over the eight DPICS classes. 
These results presented that fine-tuning the pre-trained RoBERTa model could provide valuable 

assistance to experts in the labeling process. 

Keywords: Parent-Child Interaction; DPICS; Text Classification; Natural Language Processing(NLP); 
Transformers; Artificial Intelligence 
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1 . Introduction 

The quality of parent-child interaction (PCI) has a critical influence on child cognitive 
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and socio-emotional development [24,33]. Parent-Child Interaction Therapy(PCIT) is a 

treatment designed to help parents of children with early behavior problems to improve 

their relationship with their child and to manage their child’s behavior more effectively [15]. 
PCIT is associated with positive benefits for children and families, including reduced child 

behavior problems and family stress [37,47]. The Dyadic Parent–Child Interaction Coding 

System was developed for purposes of treatment monitoring and has been widely used for 
the assessment of PCI and is utilized in PCIT to assess treatment progress, which is typically 

coded manually by a trained therapist or research staff [42]. This can be problematic, as 
time spent training to code to fidelity is costly. Additionally, if large amounts of data are 

being collected, time spent coding can delay the research process significantly. 
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0 Artificial intelligence is a new trend, driven by the rapid development of machine 

learning and deep learning. The goal of artificial intelligence is to create intelligent agents 
that are capable of completing tasks in a manner similar to humans. State-of-the-art results 
and superhuman achievements have been attained in many fields, including AlphaGo in Go 
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game, Atlas of Boston Dynamics in whole-body robots, and recent conversational dialogue 

agent ChatGPT. In the field of natural language processing, pre-trained autoregressive 

deep learning language models such as BERT and GPT have become increasingly popular 
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[5,12]. Giving computers the ability to understand human language has long been a 

goal of artificial intelligence in natural language processing, and pre-trained models are 

fed massive raw documents in the hopes of identifying relationships among words or 
sentences. 

Labeling DPICS codes is a tedious and time-consuming task for experts and thera- 
pists. For assisting PCIT Therapists, Huber et al. proposed the SpecialTime system for 
providing parents with feedback during their at-home practice of PCIT skills [23]. The 

developed SpecialTime system can automatically classify child-directed dialogue acts into 

the eight DPICS classes. Based on the SpecialTime system, we developed and implemented 

sentence-based classifiers to improve the DPICS code classification results and extend 

eight DPICS code classes to ten DPICS code classes which include Unlabeled Praise(UP), 
Labeled Praise(LP), Reflection(RF), Behavior Description(BD), Information Question(IQ), 
Descriptive Question(DQ), Indirect Commands(IC), Direct Commands(DC), Negative 

Talk(NTA) and Neutral Talk(TA) following the instruments of the Dyadic Parent-Child 

Interaction Coding System (DPICS) Comprehensive Manual for Research and Training, 
Fourth Edition(DPICS-IV)[42]. To do that, we first collected three section datasets include 

1 753 instances provided by DPICS-IV manual, a total of 1952 utterances from five families 
and a PCIT dataset containing 6021 utterances provided by [23]. For comparison, we 

also deploy typical and popular text feature extraction methods like Word of Bag, Term 

Frequency-Inverse Document Frequency, and Global Vectors for Word Representation. 
Additionally, machine learning approaches such as logistic regression, support vector ma- 
chine, and XGBoost tree were compared as downstream classifiers. In terms of pre-trained 

deep learning models, we utilized and fine-tuned two variants of BERT: DistilBERT and 

RoBERTa. 
After comparing different text representations and machine learning methods, we 

found that Roberta outperformed other methods in our datasets. Especially, Roberta’s 
performance surpassed the previous best results in the public PCIT dataset. 

In summary, we make the following contributions: 

• Introduce the state-of-the-art pre-train language models, DistilBERT and Roberta, as 
deep learning approaches for automatically classifying DPICS codes, which have not 
been deployed in generating DPICS code classifiers before; 
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• The results of our study demonstrate that the use of pre-trained language models, 
such as DistilBERT and Roberta, can significantly improve the accuracy of DPICS 

code classification compared to traditional text feature extraction methods and ma- 
chine learning approaches. In particular, fine-tuning the Roberta model achieved the 

highest accuracy and outperformed other machine learning models. An advantage 

of pre-trained language models is that they can handle raw data without the need 

for extensive feature engineering. Additionally, we extended the classification to ten 

DPICS codes, in contrast to previous studies that used only eight classes; 
Pre-trained language models offer a powerful tool for transfer learning. By using 

models trained on larger unrelated datasets, reasonable results can be achieved when 

transferring learning from one task to another. In our work, different families’ com- 
munication was evaluated, and an overall accuracy of 71.0% was achieved across five 

families. These results demonstrate the potential of pre-trained language models for 
improving our understanding of communication patterns and behavior; 
Boosting the performance of pre-trained language models can be achieved by training 

on a wider range of data, such as subject-independent data, leading to more robust and 

accurate sentence-based classifiers. While sentence-based classifiers have achieved 

acceptable performance, context-based classifiers should also be considered in future 

work to enhance performance. Specifically, context-based classifiers could help to 

capture the nuances and complexities of natural language use. 

• 

• 
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. Related Work 

.1. Text Feature Extraction 

.1.1. Text Representation 

88 
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When working with text in machine learning models, we need to convert the text 91 

92 into numerical vectors so that the models can process it. Two common methods for 
achieving this are one-hot encoding and integer encoding. One-hot encoding creates a 

vector with a length equal to the size of the vocabulary and places a "1" in the index that 
corresponds to the word. This approach is inefficient because most values in the resulting 

vector are zero. In contrast, integer encoding assigns a unique integer value to each word. 
While this approach creates a dense vector that can be more efficient for machine learning 

models, it doesn’t capture any relationships between the words, meaning that there is no 

inherent similarity between the encoded values of two words. For example, the integer 
values assigned to "he" and "she" have no relationship to each other, despite their semantic 
similarity. This limitation can be problematic for certain natural language processing tasks, 
where understanding the relationships between words is critical. 

Apart from one-hot encoding and unique numbers, previous techniques such as 
Bag of Words (BoW) and Term Frequency-Inverse Document Frequency (TF-IDF) have 

been used for converting the text to numerical vectors [21,28]. BoW and TF-IDF are both 

statistical measurement methods. There are also several variants, such as n-gram models 
and smoothed variants of TF-IDF. 
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Bag of Words 108 

Bag of words (BoW) is a widely used text representation technique in natural language 

processing (NLP). It involves converting a piece of text into a collection of individual words 
or terms, along with their respective frequencies[21]. To create a BoW model, the text is 
pre-processed to remove stopwords and punctuation. Each word in the preprocessed text is 
then tokenized and counted, resulting in a dictionary of unique words and their respective 

frequencies. Finally, the text is represented as a vector with a length equal to the size of the 

dictionary. Despite its widespread use, BoW has several limitations. First, BoW disregards 
the order and context of the words in the text, which can result in the loss of important 
information about the meaning and context of the words. Second, the vocabulary size can 

be very large, resulting in a high-dimensional vector space that can be computationally 

expensive and require too much memory. Third, stopwords, which are common words 
like "the" and "a", can dominate the frequency count and mislead the model. Finally, most 
documents only contain a small subset of the words in the vocabulary, resulting in sparse 

vectors that can make it difficult to compare documents or compute similarity measures. 
Although BoW has some weaknesses, BoW is a widespread and effective technique 

for tasks such as text classification or sentiment analysis especially when combined with 

other techniques like feature selection and dimensionality reduction. [14,19,22,49]. 
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Term Frequency-Inverse Document Frequency 126 

Term Frequency-Inverse Document Frequency (TF-IDF) is a statistical measure used 

to find the relevance of words in a text document or corpus. TF-IDF is often used as a 

weighting factor in searches for information retrieval, text mining, and user modeling [3]. 
TF-IDF is composed of two metrics: term frequency (TF) and inverse document 

frequency (IDF). The TF score measures how often words appear in a particular document. 
In simple words, TF counts the occurrences of words in a document. The weight of a term 

is proportional to its frequency in the document, meaning that words that appear more 

frequently in a document are assigned a higher weight [28]. In contrast, IDF measures the 

rarity of words in the text. It gives more importance to rarely used words in the corpus that 
may hold significant information. By incorporating IDF, TF-IDF diminishes the weight of 
frequently occurring terms and increases the weight of rarely occurring terms [43]. 

TF–IDF has been one of the most widely used methods in natural language processing 

and machine learning for tasks like document classification, text summarization, sentiment 
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classification, and spam message detection. For example, identifying the most relevant 
words is commonly used in a document and then apply these words as features in a classi- 
fication model. A survey conducted in 2015 of text-based recommender systems in digital 
libraries found that 83% of them used TF-IDF [4]. Furthermore, many previous studies 
have demonstrated the effectiveness of TF-IDF for tasks like automated text classification 

and sentiment analysis [8,17,20,41]. However, TF-IDF has limitations. TF-IDF does not 
efficiently capture the semantic meaning of words in a sequence or consider the order 
in which terms appear. Additionally, TF-IDF can be biased towards longer documents, 
meaning that longer documents will generally have higher scores than shorter ones. 
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2 .1.2. Word Embedding 149 

Word embeddings are a type of representation learning used in natural language 150 
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processing that enables computers to understand the relationship between words. Humans 
have always excelled at understanding the relationship between words such as man and 

woman, cat and dog, etc. Word embedding has been developed to represent these rela- 
tionships as numeric vectors in an n-dimensional space. In this space, words with similar 
meanings have similar representations, meaning that two similar words are represented by 

almost similar vectors that are closely placed in the vector space. This technique has been 

used effectively in various natural language processing tasks, such as sentiment analysis 
and machine translation. However, creating effective word embeddings is a significant and 

premier issue in natural language processing because the quality of word embeddings can 

impact the performance of downstream tasks. Moreover, ingenious word representations 
in a lower dimensional space can be more beneficial and faster to train a model, making 

the creation of effective word embeddings a critical research area. 

Word2Vec 163 

Word2Vec is a popular technique for learning word embeddings using shallow neural 
networks, developed by [29]. Word2Vec comprises two distinct models: Continuous Bag of 
Words (CBOW) and Continuous Skip-gram. The CBOW model predicts the middle word 

based on surrounding context words, while Skip-gram predicts the surrounding words 
given a target word. The context consists of a few words before and after the middle word 

in CBOW [30]. 
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Global Vectors for Word Representation 170 

Global Vectors for Word Representation (GloVe) is an algorithm that generates word 

embeddings by using matrix factorization techniques on a word-context matrix. To create 

the word-context matrix, a large corpus is scanned for each term, and context terms within 

a window defined by a window size before and after the term are counted. The resulting 

matrix contains co-occurrence information for each word (the rows) and its context words 
(the columns). To account for the decreasing importance of words as their distance from 

the target word increases, a weighting function is used to assign lower weights to more 

distant words. [35] 
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2 .1.3. Transformer 179 

In a study by Vaswani et al. (2017), an attention-based algorithm called Transformers 180 

181 

182 

183 

184 

was introduced [48]. Transformers are a unique type of sequence transduction model that 
rely solely on attention rather than recurrence. This approach allows for the consideration of 
more global relationships in longer input and output sequences. As a result, Transformers 
have recently been utilized in natural language processing to address various challenges. 

Bidirectional encoder representations from transformers 185 

BERT is a self-supervised learning model for learning language representations that 
was released by Google AI in 2018 [12]. BERT introduces a masked bidirectional language 

modeling objective that leverages context learned from both directions to predict randomly 
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masked tokens, allowing it to better capture contextualized word associations. BERT 

belongs to a class of models known as transformers, and comes in two variants: BERT-Base, 
which includes 110 million parameters, and BERT-Large, which has 340 million parameters. 
BERT relies on an attention mechanism to generate high-quality, contextualized word 

embeddings [48]. The attention mechanism captures the word associations based on the 

words to the left and right of each word as it passes through each BERT layer during 

training. Compared to traditional techniques like BoW and TF-IDF, BERT is a revolutionary 

technique for creating better word embeddings, thanks to its pre-training on Wikipedia 

data sets and massive word corpus. BERT has been successfully applied to many natural 
language processing tasks, including language translation [16,26,31]. 
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DistilBERT 199 

DistilBERT is a highly efficient and cost-effective variant of the BERT model that was 
developed by distilling BERT-base. With 40% fewer parameters than bert-base-uncased, 
DistilBERT is both small and lightweight. Additionally, it runs 60% faster than BERT 

while maintaining an impressive 97% performance on the GLUE language understanding 

benchmark [38]. 
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RoBERTa 205 

Yinhan Liu et al. proposed a robust approach called the Robustly Optimized BERT- 
Pretraining Approach (RoBERTa) in 2019, which aims to improve upon the original BERT 

model for pretraining natural language processing (NLP) systems [27]. RoBERTa shares 
the same architecture as BERT, but incorporates modifications to the key hyperparameters 
and minor embedding tweaks to increase robustness. Unlike BERT, RoBERTa does not 
use the next-sentence pretraining objective, and instead trains the model with much larger 
mini-batches and learning rates. Additionally, RoBERTa is trained using full sentences, 
dynamic masking, and a larger byte-level Byte-pair encoding (BPE) technique. RoBERTa 

has been widely adopted in downstream NLP tasks and has achieved outstanding results 
compared to other models [1,9,45]. 
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2 .2. Text Classification 216 

Text classification is also known as text tagging or text categorization. The aim is 217 
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to categorize and classify text into organized groups. Text classifiers can automatically 

analyze given text and assign a set of pre-defined tags or categories based on its content. 
While human experts are still considered the most reliable method for text classifica- 

tion, manual classification can be a complex, tedious, and costly task. With the advance- 
ment of Natural Language Processing (NLP), text classification has become increasingly 

important, particularly in areas such as sentiment analysis, topic detection, and language 

detection. Various machine learning and deep learning methods have been employed 

for sentiment analysis, with Twitter being a popular data source[13,18,25,46]. Supervised 

methods, including Decision Trees, Random Forests, Logistic Regression, Support Vector 
Machines (SVM), and Naive Bayes, have been used to train classifiers [2,40]. However, 
supervised approaches require labeled data, which can be expensive. To address this, 
unsupervised learning methods, such as the proposed by Pandarachalil et al., have been 

suggested [34]. Additionally, Qaisar and Saeed Mian utilized a Long Short-Term Memory 

(LSTM) Classifier for sentiment analysis of movie reviews [36]. Similar to our task, a 

sentence is assigned to a label. 

2 .3. Dyadic Parent–Child Interaction Coding System and Parent-Child Interaction Therapy 233 

The Dyadic Parent–Child Interaction Coding System, fourth edition (DPICS-IV), is a 234 

235 

236 

237 

238 

structured behavioral observation tool that assesses essential parent and child behaviors in 

standardized situations. The DPICS-IV has proven to be a valuable adjunct to Parent-Child 

Interaction Therapy (PCIT) and has been used extensively to evaluate other parenting 

interventions and research objectives as well [42]. Over the years, the DPICS has been 
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utilized in various studies addressing a wide range of clinical and research questions. 
Nelson et al. highlight the development of the DPICS and discuss its current usage as a 

treatment process or outcome variable. The authors also summarize the ways in which the 

DPICS has been adapted and the process by which it is designed to be adapted [32]. 
The DPICS-IV scoring system is based on the frequency counts of ten main categories, 

including Neutral talk, labeled Praise, unlabeled Praise, Behavior Description, Reflection, 
Information Question, Descriptive Question, Direct commands, Indirect commands, and 

Negative talk. However, in previous work, eight categories were commonly used, where 

Information Question and Descriptive Question were combined into a single category called 

Question, and Indirect Commands and Direct Commands were combined as Commands. 
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264 

[7,10,23]. Both Cañas et al. and Huber et al. have suggested that not all DPICS codes are 

equally important for therapy outcomes and have placed more emphasis on Negative talk. 
In addition, Cañas et al. found that the DPICS Negative talk factor had high discriminant 
capacity (AUC = 0.90) between samples, and a cut-off score of 8 enabled mother-child 

dyads to be classified with 82% sensitivity and 89% specificity [7]. 
The process of labeling DPICS codes manually for each sentence in a conversation is a 

time-consuming and labor-intensive task that requires trained experts. Confirmatory factor 
analysis is then used to verify the factor structure of the observed variables [6]. However, 
Huber et al. have developed SpecialTime, an automated system that can classify transcript 
segments into one of eight DPICS classes. The system uses a linear support vector machine 

trained on text feature representations obtained using TF-IDF and part-of-speech tags. 
The system achieves an overall accuracy of 78%, as evaluated by the authors using an 

expert-labeled corpus [23]. 
Parent-Child Interaction Therapy(PCIT) helps parents improve interaction quality 

with children with behavior problems. The therapy trains parents to use effective dialogue 

when interacting with their children [11]. 

3 . Methodology 265 

266 The proposed approach contains the four components given below: 

1 . Feature Extraction phase: This phase aims to convert utterances into numerical vector 
inputs for the next phase. We deploy various typical algorithms to generate different 
vectors. 
Training and fine-tuning: The generated vectors from the feature extraction phase are 
then used as input for machine learning algorithms to train the classifiers. In certain 

instances, for vectors from pre-train models, both algorithm structures (DistillBERT 

and Roberta) are fine-tuned and then trained on the training set. We fine-tune the 

resulting network and append the pre-trained model by two dense layers of neural 
networks to do the pre-classification. Then the results are produced either from 

concatenated machine learning methods or directly classified. 
Automatic DPICS classification: After the classifiers are developed and trained, they 

can be deployed to test expert-annotated data to compare results. In this stage, 
parent utterances from real-life parent-child interactions are tested by the classifiers to 

determine which DPICS class the sentences belong to. The DPICS classification results 
can then be provided to parent-child interaction therapists to assist in improving the 

quality of parent-child interaction. It is important to note that the labels used in this 
work are based on the DPICS-IV. [42]. 
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2 . 

. 3 

To determine the most effective methods, we developed classifiers using seven widely 284 

285 

286 

287 

288 

289 

used methods, including Bow, TF-IDF, Word2Vec, Glove, DistilBert, and Roberta. We then 

evaluated their effectiveness using classical machine learning methods such as logistic 

regression, support vector machines (SVMs), and XGBoosting and compared our results to 

those defined by experts. To summarize, the present study includes the following three 

main points: 

1 

2 

. 

. 
Transitional text representation vs. Word embedding vs. Transformers 
Transfer Learning 

290 
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3 . Boosting Improvement 292 

4 

4 

. Experiments 

.1. Dataset 
293 

294 

Our dataset consists of three sections. The first section includes 1753 instances of Parent 295 

296 

297 

298 

299 

300 

301 

302 

303 

304 

305 

306 

307 

308 

309 

310 

311 

312 

313 

Verbalizations, which were obtained from the Dyadic Parent-Child Interaction Coding 

System (DPICS) Comprehensive Manual for Research and Training, Fourth Edition(DPICS- 
IV) [42]. Experts provided guided examples and rules to help human coders distinguish 

labels for the 10 DPICS classes in Parent Verbalizations, including Unlabeled Praise(UP), 
Labeled Praise(LP), Reflection(RF), Behavior Description(BD), Information Question(IQ), 
Descriptive Question(DQ), Indirect Commands(IC), Direct Commands(DC), Negative 

Talk(NTA), and Neutral Talk(TA). 
In the second section, we recorded five families engaged in daily conversations, with 

each family providing at least 30 minutes of audio recordings. These recordings were 

transcribed into text and labeled by trained Research Assistants using the 10-class DPICS 

coding system for Parent Verbalizations. A local IRB committee has approved the recruiting 

and consenting procedure. 
The third section data are provided by [23]. Bernd Huber et al. created an expert- 

annotated 6,021 utterance samples dataset for parent-child interaction therapy. But in this 
PCIT dataset, the utterances are classified into 8 classes that Information Question(IQ) and 

Descriptive Question(DQ) are combined into Question(QU), and Indirect Commands(IC) 
and Direct Commands(DC) are put together as commands (CMD). 

A summary of our dataset shown classes and total numbers is given in Table 1. 

Table 1. Dataset Summary. 

DPICS Classes DPICS mamual 5-Family PCIT 

Unlabeled Praise(UP) 
Labeled Praise(LP) 
Reflection(RF) 
Behavior Description(BD) 
Information Question(IQ) 
Descriptive Question(DQ) 
Indirect Commands(IC) 
Direct Commands(DC) 
Negative Talk(NTA) 
Neutral Talk(TA) 

143 

122 

61 

39 

22 

87 

213 

723 

693 

748 

782a 
141 

197 

102 

192 

168 

206 

421 

1753 

56 

259 

292 

115 

395 

126 

561 

1952 

924b 

634 

1304 

6021 Total 
a Question(QU). 
b Commands (CMD). 

4 .2. Evaluation Metric 
Our dataset is imbalanced, as shown in Table 1. However, accuracy is not an appropri- 

314 

315 
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317 

318 

319 

320 

321 

322 

323 

324 

325 

326 

327 

328 

ate performance measure for imbalanced classification problems, as models that always 
predict the majority class will achieve high accuracy scores even if they fail to identify 

samples from the minority class. For example, if a dataset contains 95% samples from the 

majority class and 5% samples from the minority class, a model that always predicts the 

majority class will achieve an accuracy score of 95%, even if it fails to correctly identify any 

samples from the minority class. 
To evaluate the performance of our classifiers, we used precision, recall, and F-Measure 

metrics. Precision quantifies the number of positive class predictions that actually belong to 

the positive class, while recall quantifies the number of positive class predictions made out 
of all positive examples in the dataset. F-Measure provides a way to balance the tradeoff 
between precision and recall by combining both metrics into a single score. These metrics 
are useful for evaluating the performance of classifiers in scenarios where one class is more 

important than the other. 
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In our multi-class classification problem, we calculated both micro-average and macro- 
average precision, recall, and F-Measure scores. Micro-average metrics give equal weight 
to each example in the dataset, while macro-average metrics give equal weight to each 

class in the dataset. The macro-average precision and recall scores are calculated as the 

arithmetic mean of individual classes’ precision and recall scores, while the macro-average 

F1-score is calculated as the arithmetic mean of individual classes’ F1-score. 

329 

330 

331 

332 

333 

334 

335 

336 

We consider the 10 classes equally important, while some research experts suggested 

that not all DPICS codes are equally influential for therapy outcomes. 

Table 2. Measures of Classification Performance. 

Measure Formula 

Accuracy 

Macro Precision 

Macro Recall 
Macro F 

C 
A Σn precisioni i=1 

Σn rnecall
i 

i=1 

n 
Σn F

i i=1 

n 

Table 2 gives formulas of all metrics used in our experimental tests where: 337 

• 

• 

• 

C: Number of correct predictions; 
A: Total number of all samples; 
precisioni: precision for each class; where 

338 

339 

340 

TruePostive 
TruePostive + FalsePositive 

precision = 

recalli: recall for each class; where 

recall = 

, (1) 

(2) 

• 

• 

341 

342 

TruePostive 
TruePostive + FalseNegative 

, 

Fi: recall for each class; where 

Fi = 2 × 
precision · recall i i , (3) 
precision + recall i i 

5 

5 

. Results 

.1. Text Representation vs. Word Embedding vs. Transformers 
In this section, we used two expert-labeled datasets, DIPCS-IV and PCIT. DIPCS-IV 

343 

344 

345 

346 

347 

348 

349 

350 

351 

352 

and PCIT were used to train and test our models. To evaluate model performance, we 

employed five-fold cross-validation, using four folds for training and one fold for testing. 
Additionally, we utilized grid search in hyperparameter spaces to identify parameter 
combinations that maximized performance on the validation fold. Using two different 
datasets for evaluation can increase the robustness of the results by demonstrating the 

efficiency and accuracy of the classification across different datasets. This approach helps 
ensure that the results are not just specific to one particular dataset. 
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5 .1.1. Performance on DPICS Manual 353 

Table 3. 10 Classes on DPICS Manual results. 

Macro 

Precision 
Accuracy Macro Recall Macro F 

BoW LR 

SVM 

XGBoost 
LR 

SVM 

XGBoost 

52.312 ± 3.801 52.619 ± 4.237 46.632 ± 2.676 47.476 ± 3.632 

48.715 ± 1.986 55.980 ± 4.960 39.626 ± 3.020 41.701 ± 3.613 

53.388 ± 1.067 52.455 ± 2.327 47.847 ± 1.296 48.574 ± 1.072 

47.975 ± 2.379 53.529 ± 4.517 38.669 ± 0.765 40.430 ± 1.292 

47.976 ± 2.258 56.663 ± 5.859 37.642 ± 2.014 40.103 ± 2.747 

50.942 ± 1.253 49.655 ± 2.977 45.314 ± 1.448 46.088 ± 1.479 

TF-IDF 

Glove LR 

SVM 

XGBoost 

47.294 ± 3.745 46.203 ± 4.628 44.000 ± 3.973 44.171 ± 4.016 

42.727 ± 0.318 54.213 ± 4.074 32.556 ± 0.876 35.368 ± 1.259 

52.201 ± 3.495 50.315 ± 5.158 46.711 ± 3.005 47.026 ± 3.946 

DistilBERT 

Roberta 

Fine-tune 

Fine-tune 
69.426 ± 5.657 69.346 ± 4.219 66.248 ± 3.619 65.543 ± 4.571 

72.337 ± 3.559 72.284 ± 3.929 70.502 ± 2.642 69.617 ± 3.769 
BoW: Bag of Word; 
TF-IDF: Term Frequency-Inverse Document Frequency; 
GloVe: Global Vectors for Word Representation; 
LR: Logistic Regression; 
SVM: Support Vector Machine; 
XGBoost: eXtreme Gradient Boosting. 

Figure 1. Confusion matrix of utterance classifier in the DPICS scheme with predictions in rows 
and actual labels in columns. The left is the confusion matrix of DPICS-IV, and the right is the 

confusion matrix of PCIT dataset. The overall accuracy of the DPICS-IV classifier is 72.3%, and the 

PCIT classifier is 79.8%. 

The performance results are presented in Table 3, showing the average ± standard 

deviation for five-fold cross-validation. This format is a useful way to show the performance 

as it provides both the average performance and the degree of variability across the folds. 
The classifier developed by Roberta achieves the best results of 72.3% accuracy (72.3% 

macro-precision, 70.5% macro-recall, and 69.6% macro F-score). The confusion matrix is 
presented at figure 1(a). 

354 

355 

356 

357 

358 

359 

5 .1.2. Performance on PCIT 360 

Using the same method as in the DPICS Manual, we evaluated the performance of 361 

362 

363 

364 

365 

366 

367 

368 

369 

DistilBert and Roberta. Table 4 demonstrated that both models achieved better performance 

compared to other methods, with Roberta surpassing the previous best results of 78.3% 

accuracy (79% precision, 77% recall) averaged over the eight DPICS classes [23]. Roberta 

achieved an overall accuracy of 79.8% (80.4% macro-precision, 79.7% macro-recall, and 

7 9.8% macro F-score). While Huber et al. found that TF-IDF with SVM can achieve similar 
results with additional feature engineering such as part-of-speech tagging, our approach 

directly feeds raw data without any extra feature engineering. Confusion matrix is listed in 

figure 1(b). 
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Table 4. 8 Classes on PCIT results. 

Macro 

Precision 
Accuracy Macro Recall Macro F 

BoW LR 

SVM 

XGBoost 
LR 

SVM 

XGBoost 

63.494 ± 1.409 64.596 ± 1.781 61.772 ± 1.226 62.570 ± 1.435 

64.158 ± 0.700 68.075 ± 2.175 61.128 ± 0.723 62.505 ± 1.130 

63.743 ± 0.908 64.352 ± 1.504 60.763 ± 1.475 61.389 ± 1.506 

61.783 ± 0.977 63.606 ± 1.465 57.416 ± 0.912 58.484 ± 1.026 

64.474 ± 1.189 67.553 ± 2.333 61.296 ± 1.380 62.657 ± 1.716 

63.627 ± 0.778 65.832 ± 1.286 62.047 ± 1.334 62.944 ± 1.372 

TF-IDF 

Glove LR 

SVM 

XGBoost 

62.248 ± 1.699 62.639 ± 2.567 62.795 ± 1.969 62.619 ± 2.276 

66.816 ± 0.942 69.346 ± 1.456 64.407 ± 1.606 65.981 ± 1.571 

72.280 ± 1.475 74.118 ± 1.527 71.493 ± 1.437 72.527 ± 1.414 

DistilBERT 

Roberta 

Fine-tune 

Fine-tune 
77.495 ± 1.328 77.449 ± 1.797 78.049 ± 1.441 77.584 ± 1.583 

79.854 ± 0.557 80.443 ± 1.241 79.762 ± 0.867 79.824 ± 0.748 
BoW: Bag of Word; 
TF-IDF: Term Frequency-Inverse Document Frequency; 
GloVe: Global Vectors for Word Representation; 
LR: Logistic Regression; 
SVM: Support Vector Machine; 
XGBoost: eXtreme Gradient Boosting. 

5 .2. Transfer Learning 370 

In this section, we applied our trained DPICS models to classify PCI in real-life 371 

372 

373 

374 

375 

376 

377 

scenarios. This step is important as an application in real-life data allows us to see how 

well our models perform outside of the controlled environment of the training and testing 

datasets. The results of our real-life classification are presented in Table 5, where we report 
overall accuracy as the evaluation metric. This metric is intuitive and straightforward, 
as overall accuracy simply measures the proportion of correct classifications out of all 
classifications made. 

Table 5. Five Families Experimental Results. 

Family BoW TF-IDF Glove DistilBERT Roberta 

0 

0 

0 

0 

0 

01 

02 

03 

04 

05 

LR 

SVM 

XGBoost 

40.240 

45.783 

42.891 

46.024 

43.614 

42.891 

40.723 

43.373 

44.096 

61.928 66.024 

LR 

SVM 

XGBoost 

43.762 

43.762 

43.762 

44.950 

42.772 

47.524 

41.188 

39.603 

46.732 

63.762 

74.157 

63.020 

59.615 

71.881 

75.843 

72.222 

69.231 

LR 

SVM 

XGBoost 

51.685 

53.370 

53.089 

53.089 

52.247 

50.280 

36.235 

43.258 

40.168 

LR 

SVM 

XGBoost 

48.611 

38.368 

46.527 

43.229 

39.930 

41.667 

39.583 

43.229 

49.826 

LR 

SVM 

XGBoost 

44.231 

36.538 

42.307 

44.231 

44.231 

44.231 

38.461 

42.307 

57.692 

BoW: Bag of Word; 
TF-IDF: Term Frequency-Inverse Document Frequency; 
GloVe: Global Vectors for Word Representation; 
LR: Logistic Regression; 
SVM: Support Vector Machine; 
XGBoost: eXtreme Gradient Boosting. 

According to the results presented in Table 5, Roberta achieved the highest accu- 
racy, with an average accuracy of 71.0% when applied to the five family datasets, while 

378 

379 
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DistilBERT also demonstrated successful transfer learning. However, both Bag of Words 
(BoW) and Term Frequency-Inverse Document Frequency (TF-IDF) did not perform well in 

transfer learning. Despite being widely used and recommended in previous work [8,17,41], 
these methods require a complete and adequate corpus to produce accurate results. Our 
dataset was limited, and expert-annotated data is expensive, which likely contributed to 

their poor performance. The Glove method, which is word-based, performed better than 

BoW and TF-IDF but did not surpass the accuracy of DistilBERT and Roberta. 
The results presented in our study demonstrate that transfer learning is applicable and 

can achieve acceptable results in DPCIS code classification. The primary goal of developing 

DPCIS classifiers is to assist and speed up the labeling process for experts. As such, it 
is important to consider the few-shot task in this development process. By leveraging 

the pre-trained models and fine-tuning them on small labeled datasets, we can efficiently 

classify parent-child interactions with a limited amount of annotated data. 

380 

381 

382 

383 

384 

385 

386 

387 

388 

389 

390 

391 

392 

5 .3. Boosting Improvement 393 

The DPICS-IV manual provides typical data, but the amount of data is insufficient 394 

395 

396 

397 

398 

399 

according to [23]. Collecting data is a gradual process. In this section, we attempted 

to improve performance when newly labeled data is enrolled. We combined data from 

four families with the DPICS-IV manual as the training set and tested the model on the 

remaining family. This was done to determine if the performance could be improved 

compared to using the DPICS-IV manual as the training set alone. 

Table 6. Five Families Boosting Improvement Experimental Results. 

Family Glove DistilBERT Roberta 

0 

0 

0 

0 

0 

01 

02 

03 

04 

05 

LR 

SVM 

XGBoost 

48.192 

55.180 

58.313 

71.807 74.216 

LR 

SVM 

XGBoost 

40.792 

48.712 

54.851 

71.683 

76.685 

73.784 

73.076 

73.267 

79.213 

75.694 

75.000 

LR 

SVM 

XGBoost 

41.292 

53.089 

52.528 

LR 

SVM 

XGBoost 

45.138 

51.388 

62.673 

LR 

SVM 

XGBoost 

36.538 

53.846 

57.692 

GloVe: Global Vectors for Word Representation; 
LR: Logistic Regression; 
SVM: Support Vector Machine; 
XGBoost: eXtreme Gradient Boosting. 

We conducted five-fold cross-validation using data from five families, testing each 

family with a combination of data from the other four families plus the DPICS-IV manual. 
As Table 6 presented, our results showed that the accuracy of each family improved with 

an average accuracy of 75.5%, indicating that the sentence-level classifiers can be enhanced 

with the addition of more data. However, we did not observe any significant improvement 
in Glove’s performance, indicating that word-based methods are not well-suited for DPICS 

code classification. 

400 

401 

402 

403 

404 

405 

406 
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6 . Discussion 

With the development of machine learning and artificial intelligence, there is potential 

407 

408 

409 

410 

411 

412 

413 

414 

415 

416 

417 

418 

419 

420 

421 

422 

423 

424 

425 

426 

427 

428 

429 

430 

431 

432 

433 

434 

to improve the summarization and synthesis of complex PCI data. For example, auto- 
matically classifying parent behavior and utterances into DPICS categories can facilitate 

streamlined data collection and analysis to accelerate the research process. From a clinical 
standpoint, this information can be utilized to provide personalized feedback to families 
who may be in treatment. This feedback can then be translated into just-in-time interven- 
tions that can be incorporated into application-based treatment. Rather than relying on 

manual coding of DPICS categories, which is time and labor intensive, leveraging artifi- 
cial intelligence and machine learning can help automate this process and significantly 

advance behavioral treatment for families with children with elevated behavior problems 
(e.g., Attention-Deficit/Hyperactivity Disorder, Oppositional Defiant Disorder, Conduct 
Disorder). This would be a substantial advancement given that there is a shortage of 
providers specializing in childhood disruptive behavior disorder (American Psychological 
Association, 2022). 

In our study, we compared several different language models for classifying DPCIS 

codes. The performance of four DPICS categories (RF, DQ, NTA, and TA) in the DPICS-IV 

dataset, as presented in Figure 1(Left), still needs improvement. Additionally, the accuracy 

of RF in the PCIT dataset, as presented in Figure 1(Right), is fair. After reviewing all the 

experimental results, we believe that the limited improvement in accuracy can be attributed 

to the fact that DPCIS code classification requires contextual information, especially context 
from children’s responses and speech, as well as tone of speech and visual information. 
While Parent DPICS codes are currently labeled sentence by sentence, the DPICS-IV manual 
in Table 1 provides examples that illustrate how a single speech sentence can be labeled as 
different DPCIS codes depending on the situation. Given the context dependent nature of 
DPICS codes, future work could also investigate the possibility of labeling DPICS codes 
at the level of a conversation or an interaction, rather than at the sentence level, to better 
capture the context and nuances of the parent-child interaction. 

7 . Conclusions 

In our study, we proposed various learning approaches to develop a sentence-based 

435 

436 

437 

438 

439 

440 

441 

442 

443 

444 

445 

446 

447 

448 

449 

450 

451 

452 

453 

454 

455 

classifier for DPICS codes with 10 classes. Our results demonstrated that pre-trained 

language models, particularly Roberta, outperformed the other methods for DPICS classifi- 
cation. Specifically, Roberta surpassed previous results on an open-source PCIT dataset. 
Furthermore, our results suggested that word-based methods such as GloVe may not be 

suitable for DPICS code classification. Our findings suggest that pre-trained language 

models such as Roberta can be highly effective in accurately classifying DPICS codes. 
This could provide valuable assistance to experts in the labeling process, leading to more 

efficient and accurate labeling of children’s speech and language. 
Although sentence-based DPICS code classifiers can achieve acceptable results, it’s 

important to consider the crucial role that context plays in determining DPICS codes. Future 
research should consider incorporating contextual information into DPICS classification 

tasks to improve performance. The DPICS-IV manual provides examples of how DPICS 

codes are related to context and are determined by different communication environments. 
However, previous work has primarily focused on sentence-based DPICS code classifiers. 
To address this limitation, future studies could explore the use of context-based classifiers 
either alone or in combination with sentence-based classifiers. By doing so, researchers 
could gain a more comprehensive understanding of how children’s speech and language 

are related to different communication environments. In addition, the classifiers should be 
extended to more families when data is increasingly collected. 
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