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BPS DENDROSCOPY ON LOCAL P?

ABSTRACT. The spectrum of BPS states in type IIA string theory compactified on a Calabi-Yau
threefold famously jumps across codimension-one walls in complexified Kéahler moduli space,
leading to an intricate chamber structure. The Split Attractor Flow Conjecture posits that the
BPS index Q. () for given charge v and moduli z can be reconstructed from the attractor indices
Q,(7;) counting BPS states of charge ~; in their respective attractor chamber, by summing over
a finite set of decorated rooted flow trees known as attractor flow trees. If correct, this provides
a classification (or dendroscopy) of the BPS spectrum into different topologies of nested BPS
bound states, each having a simple chamber structure. Here we investigate this conjecture for

the simplest, albeit non-compact, Calabi-Yau threefold, namely the canonical bundle over P2.

Since the K&hler moduli space has complex dimension one and the attractor flow preserves the
argument of the central charge, attractor flow trees coincide with scattering sequences of rays
in a two-dimensional slice of the scattering diagram D, in the space of stability conditions on
the derived category of compactly supported coherent sheaves on Kp2. We combine previous
results on the scattering diagram of Kpz in the large volume slice with an analysis of the
scattering diagram for the three-node quiver valid in the vicinity of the orbifold point C3/Zs3,
and prove that the Split Attractor Flow Conjecture holds true on the physical slice of II-stability
conditions. In particular, while there is an infinite set of initial rays related by the group I';(3)
of auto-equivalences, only a finite number of possible decompositions v = >_.~; contribute to
the index Q,(v) for any v and z, with constituents v; related by spectral flow to the fractional
branes at the orbifold point. We further explain the absence of jumps in the index between
the orbifold and large volume points for normalized torsion free sheaves, and uncover new ‘fake
walls’ across which the dendroscopic structure changes but the total index remains constant.
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1. INTRODUCTION AND SUMMARY

Determining the spectrum of BPS states at generic points in the moduli space in string
theory models with A/ = 2 supersymmetry in four dimensions is an important problem, with far
reaching implications both for physics and mathematics. On the physics side, it challenges our
understanding of black holes at the microscopic level; on the mathematics side, it connects to
deep questions in algebraic and symplectic geometry.

In the context of type ITA string theory compactified on a Calabi-Yau (CY) threefold ), BPS
states correspond to objects in the bounded derived category of coherent sheaves C = D” Coh(%))
which are stable for a particular Bridgeland stability condition determined by the complexified
Kéhler moduli, known as Il-stability |1, 2, 3, 4]. For a general compact CY threefold, the
construction of the space of Bridgeland stability conditions Stab(C) is a difficult mathematical
problem, and the identification of the submanifold IT C Stab(2)) corresponding to IT-stability
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depends on the symplectic geometry of ) (namely, its genus-zero Gromov-Witten invariants).
For fixed charge v € K(2)) and central charge' Z (determined by the Kihler moduli), stable
objects are counted by the generalized Donaldson-Thomas (DT) invariant Q2(7) [5, 6, 7]. The
latter, being integer valued, is locally constant but discontinuous across real-codimension one
walls in Stab(2)) (hence also on IT), due to the (dis)appearance of destabilizing sub-objects,
leading to an intricate chamber structure. While the jump is determined in terms of the
invariants on one side of the wall by a universal wall-crossing formula [6, 7], it is desirable to
develop a global understanding of the BPS spectrum which allows to identify stable objects at
any point z in IT C Stab(9).

1.1. The Split Attractor Flow Conjecture. The physical picture of BPS states as multi-
centered black holes suggests one way to achieve this goal, namely to decompose stable BPS
states of charge v into bound states of elementary constituents of charge +;, with a hierarchical
structure determined by attractor flow trees [8, 9]. As we review in more detail in §3.4, the
latter are rooted trees decorated with charges . along the edges, embedded in IT C Stab(9))
such that the root vertex is mapped to the desired point z € II, edges follow the gradient flow
(also known as attractor flow [10]) for the modulus of the central charge |Z(v.)|? along the slice
IT, and split at vertices on walls of marginal stability where the central charges of the incoming
and descending charges become aligned. The aforementioned constituents 7; arise as the end
points (or leaves) of the tree, where the central charge is attracted to a local minimum of |Z(~;)|
along II, or to a conifold point where Z(;) = 0. We denote by Z,,(7) the central charge at this
local minimum, and by Q.(v;) == Qz, (7:) the corresponding value of the DT invariant, known
as attractor index.

The Split Attractor Flow Conjecture (SAFC), originally proposed in [8, 9] and sharpened in
[11], posits that for any v € I' and z € II, the BPS index Qz(7) can be computed by summing
over a finite number of such attractor flow trees, weighted by the product of attractor indices
() and by some combinatorial factor obtained by applying the wall-crossing formula at each
vertex.” If correct, this picture provides a categorization (which we like to call dendroscopy)
of the BPS spectrum at z € II into different types, each having a simple region of stability
delimited by the first splitting at the root of the tree, and reduces the determination of the BPS
spectrum to the computation of the attractor invariants Q,(~;). Unfortunately, for a compact
CY threefold g), the computation of these invariants seems very difficult and the Split Attractor
Flow Conjecture is still wide open, despite some encouraging results [11, 15, 16, 12, 17, 18, 19].

The problem however becomes more tractable for certain non-compact CY threefolds, such that
the category D® Coh(%)) is isomorphic to the derived category D’ Rep(Q, W) of representations
of a certain quiver with potential (Q,W). In particular, in the vicinity of an orbifold point
where the central charges associated to the nodes of the quiver all lie in a common half-plane,
the heart of the stability condition reduces to the category of quiver representations (or some
tilt of it) and the notion of attractor index has a simple definition using King stability for
the (suitably perturbed) ‘self-stability’ parameter 0,(y) = (—,~) [20]. In that context, the
enumeration of attractor flow trees becomes straightforward and precise versions of the Split
Attractor Flow Conjecture have been proposed [14, 20] and then established rigorously [21, 22]
using the mathematical framework of operads and scattering diagrams, respectively. As already
anticipated in [17] and as will become apparent shortly, scattering diagrams turn out to be
the mathematical incarnation of split attractor flows (at least for non-compact CY threefolds),
while the physical interpretation of the trees in the operadic approach of [21] remains obscure
at present.

IAs we recall in §2.3, a stability condition o = (Z, A) on C also involves a choice of Abelian subcategory
A C C (the heart). We omit it here for brevity since it is locally determined by the central charge Z.

2The original formulation of the conjecture relied on the primitive wall-crossing formula and overlooked issues
arising when some of the constituents carry non-primitive or identical charges. In §3.4, using insights from
[11, 12, 13, 14] we give a more precise version of the conjecture in terms of the rational DT invariants Q(7)
defined in (1.1).
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1.2. The Attractor Conjecture. As for the attractor indices which enter these formulae, it
was conjectured in [23], that for quivers (@, W) associated to a non-compact CY threefolds of
the form ) = Kg (namely, the total space of the canonical bundle over a Fano surface S), the
attractor invariants Q,(7) take a very simple form: Q,(v) = 0 except when ~ corresponds to a
dimension vector supported on one node of the quiver (in which case Q,(y) = 1), or v = ké
with £ > 1 and 6 the charge vector for the skyscraper sheaf (in which case Q,(kd) = —xyg, the
Euler number of 9)). This Attractor Conjecture (AC) was arrived at by comparing the quiver
indices with the counting of Gieseker-semi-stable sheaves on S, and supported by an analysis
of the expected dimension of the moduli space of quiver representations in the self-stability
chamber. Further evidence and an extension of AC to all toric CY three-folds was presented in
[20, 24]. In this work, we focus on the simplest case ) = Kp2 (also known as local P?), which is
a crepant resolution of the orbifold singularity C3/Z3 and whose derived category of (compactly
supported) coherent sheaves is isomorphic to the derived category of a three-node quiver (@, W)
shown in Figure 4. Combining ideas from [23, 25], we prove Theorem 1, which states that the
Attractor Conjecture holds for this quiver, thereby providing the attractor invariants relevant in
the vicinity of the orbifold point.

Our main goal in this work is to extend this picture away from the orbifold point, and connect
it to the scattering diagram for the derived category of sheaves on P? constructed by one of
the authors in [26]. Before presenting our results in more detail however, we need to pause and
explain the relation between scattering diagrams and flow trees.

1.3. Scattering diagrams and attractor flow trees. Scattering diagrams were first intro-
duced in the context of the Strominger-Yau-Zaslow approach to mirror symmetry [27, 28|, and
applied to DT invariants of quivers with potential in [29]. More generally, as we explain in
§3.3, for a given triangulated category C and phase® ¢ € R/27Z, the scattering diagram Dy, is
supported on a set of real-codimension one loci (or active rays) R (7) in the space of stability
conditions Stab C where the central charge has fixed argument arg Z(vy) = ¢ + 7 and supports
semi-stable objects, in the sense that the rational DT index

(1) Q) =S LY )y
nzll;m(y —ym)

is non-zero. Each point along R(7) is equipped with an automorphism

(1.2) Uz () = exp(Qz(NX,/(y' —y))

of the quantum torus algebra spanned by formal variables X, satisfying X, X, = (—y) "X, .
The set Dy, of all active rays Ry () equipped with Uz(y) then forms a consistent scattering
diagram, which informally means that the product of the automorphisms Uz () around each
codimension-two intersection must equal one. This property uniquely specifies the invariants
Qz() on outgoing® rays in terms of those on incoming rays. In the context of quivers with
potential, one can further restrict the scattering diagram from the space (Hp)"™ of Bridgeland
stability conditions (where Hp is the upper half-plane {z € C: Iz > 0 or (Sz =0 and Rz < 0)}
and n denotes the number of nodes in the quiver) to the space R™ of King stability conditions,
such that Dy becomes a complex of convex rational polyhedral cones [29].

In order to understand the relation between scattering diagrams and attractor flow trees, the
key observation (elaborated upon in §3.5) is that for a local CY threefold, the central charge
Z(7y) is a holomorphic function of complexified Kédhler moduli z € II, which implies that

3The scattering diagram Dy is invariant under (¢,7, Z) — (¢ + 7, —7, Z) and (—,vY, Z") where vV is the
image of v under derived duality, and ZV(y) := —Z(yV). For most of this work we restrict to the interval
(7£’ %] .

‘We postpone the definition of incoming and outgoing rays to §3.3. For the present discussion, it suffices
to orient the restriction of the rays along a transverse plane in the vicinity of a codimension-two intersection,
according to the gradient of the central charge |Z(v)|.
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(1) The argument of Z(v) is constant along the gradient flow of |Z(7)]
(2) Local minima of |Z(¥)| can only occur on the boundary of II or at points z € I where
1Z(7)| =0

When IT has complex dimension 1 (as is the case for Kp2), the first observation implies that lines
of gradient flow of |Z(y)| must lie along active rays R (7), for a suitable value of ¢ determined
by the initial value of the flow. Since vertices in the attractor flow tree have to lie on walls of
marginal stability where the central charges of the parent edge Z(v,) and descendant edges
Z(7e), e € ch(v) become aligned, they must also must lie at the intersection of the corresponding
rays Ry (7») and Ry (7e), € € ch(v). Since stable BPS states of charge 7 are ruled out at stability
conditions where their central charge vanishes (a consequence of the support property for
stability conditions), the second observation shows that the attractor points can only occur at
the boundary of II, corresponding to the initial rays of the scattering diagram. Starting from the
leaves and going up towards the root, one can therefore view a split attractor flow as a sequence
of scatterings of a set of initial rays R, (7;), such that the final ray carries the desired charge
v = Y and passes through the desired point z € II in the space of II-stability conditions.
When dimg IT > 1, the connection between attractor flow trees and scattering diagrams is less
direct, since the edges are real-dimension one trajectories embedded in real-codimension one
rays. Nonetheless, in the vicinity of real-codimension two loci where active rays intersect, one
can always take a two-dimensional transverse section such that the previous picture applies.

FIGURE 1. The fundamental domain F, (A.1) is the region between the two
vertical lines and above the two red arcs, centered around the orbifold point
To = %857ﬁ/6 = —5 + 35~ The domain F¢ (A.2) consists of the right half of
Fo, and the 7 — 7 + 1 translate of the left half, hence is centered around the
conifold point 7 = 0. The orange and black thin lines correspond to the contours
of constant s and ¢ = /2w — s?, respectively, where (s, w) are defined in (1.7). In
the region HY above the dashed line (corresponding to ¢ > 0), the exact central

charge (1.3) along the II-stability slice is related to the large volume central charge
(1.6) by a GL*(2,R) action. In the region H® below the blue line (corresponding
to w + %s < 0), but still in the fundamental domain F,, it is instead related to
the quiver stability condition.

1.4. The physical slice of Il-stability conditions. Returning to the special case of the local
projective plane, the space Stab(Kp2) of stability conditions on D’ Coh(Kp:) was analyzed in
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detail in [30, 31]. Using the C* subgroup of the GL+ (2,R) action on the real and imaginary
part of the central charge function, there is no loss of generality in assuming that Z(J§) = 1,
where 0 = [0,0, —1] is the Chern vector of the (anti)D0-brane, corresponding to the skyscraper
sheaf O,[1] (the homological shift [1] is for later convenience). The central charge for a general
Chern vector v = [r, d, chy] therefore takes the form

(1.3) Z(vy) = —rTp +dT — chy

where 7 is the rank (or D4-brane charge), d the first Chern class (or D2-brane charge) and
chy the second Chern class (or DO-brane charge), and (T, Tp) € C? parametrize the quotient
Stab(Kp2)/C*. Mirror symmetry selects a particular complex one-dimensional slice

(1.4) Z-(y) = —rTp(r) + dT(1) — chy

parametrized by 7 in the Poincaré upper half-plane H, such that T" and Tp are given by periods
on a family of elliptic curves with I';(3) level structure. The modulus 7 of the elliptic curve
parametrizes the universal cover of the modular curve X;(3) = H/I'1(3), and I'1(3) is the index
4 congruence subgroup of SL(2,7Z) generated by T: 7 — 7+ 1 and V': 7+ 7/(1 — 37) such that
(VT)? = 1. The modular curve has two cusps at images of 7 = ico and 7 = 0, corresponding to
the large volume and conifold points, respectively, and one elliptic point of order 3 at images of

T, = %65771/ 6=-14 2%/5, corresponding to the orbifold point C?/Zs3. A fundamental domain F,

(A.1) centered around the orbifold point 7, is shown in Figure 1. Due to monodromies around
these singular points, the periods 7'(7), Tp(7) are not modular functions of I';(3). Rather, we
show in Appendix A that they are given by Eichler-type integrals

(0)- () () e

where C(7) = 7;7((3?;3 is a weight 3 Eisenstein series for I'1(3), which has neither poles nor zeros
in the Poincaré upper half plane. This representation will play a central role in this work, as it
gives a global and numerically efficient® formula for the analytic continuation of Z,(v) to the
universal cover H of the complexified Kihler moduli space X;(3). Near the large volume limit
Q7 > 1, one finds that the central charge function reduces to a quadratic polynomial,

r

(1.6) Zy () = 5 (5 +it)* 4+ d(s + it) — chy

with 7 ~ s +it. In fact, observing that the variables (s,w) € R? defined by

STp STp S(TTp
ﬁ, w:—%TD—F@%T:—%,
are invariant under the action of @(2, R) on Stab(Kp2) (after fixing Z(J) = 1), one easily
checks that in the domain H"Y defined by the condition w > 1s? (keeping only the connected
component containing the cusp at 7 = ic0), the central charge charge function (1.3) can be
brought to the large volume form (1.6) with ¢t = /2w — s2. As shown in Figure 1, the domain
HYY only covers a proper subset of the fundamental domain F,, in particular it does not include
a neighborhood of the orbifold point.

As explained in [31] and reviewed in §2.4 below, for any point 7 € H there exists a stability
condition on D Coh(Kp:) with central charge function given by the mirror symmetry prescription
(1.3). In the fundamental domain F, and in its translates, the heart A(7) is constructed using the

usual tilting pair construction (built from the subcategories of sheaves with slope = ¢ less or

greater than s = (‘:‘\}LY’?) This construction is then extended to the full Poincaré upper half-plane
using the group I';(3) of auto-equivalences of the derived category D Coh(Kp:2) generated by
tensor product with Oy (1) (corresponding to 7": 7 + 7+ 1) and by the spherical twist STy with

respect to the structure sheaf O of the zero section (corresponding to V': 7+ 7/(1 — 37)). The

(1.7) 5=

5This formula is implemented in the Mathematica package P2Scattering.m along with many other routines
for plotting scattering diagrams, scanning possible flow trees, etc, see Appendix F for details.
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interior of the fundamental domain F¢ and its translates are singled out by the condition that
the stability condition is geometric, i.e. the skyscraper sheaves O, are stable with fixed phase.

FIGURE 2. Large volume scattering diagram in (z,y) plane. The initial rays
Ro(O(m)) and Ro(O(m)[1]) are tangent to the parabola y = —12? at (z,y) =
(m, —%mQ) and move away from this point leftward and rightward, respectively.
The gray areas indicate regions containing a dense set of rays. Ray colors encode

the electric potential 2(d —rx), with lighter colors corresponding to larger values.

1.5. The scattering diagram at large volume. In [26], the stability scattering diagram for
C = D" Coh,(P?) was constructed for the one-parameter family of stability conditions of the
form (1.6), assuming the special value ¢ = 0 for the phase. The construction was performed
using a different set of coordinates (z,y) = (s, 3(t* — s?)) with y > —32?, such that the rays
Ro(y) become segments of straight lines ry 4+ dx — chy = 0, similar to standard affine scattering
diagrams in the context of mirror symmetry [27, 28]. The main result of this analysis is that
the initial rays of the resulting diagram, which we denote by DLV, consist of a pair of rays
Ro(O(m)) and Ro(O(m)[1]) emitted from every integer points (z,y) = (m, —3m?) € Z tangent
to the parabola y = —%:132, where the central charge of the coherent sheaf O(m) vanishes®, see
Figure 2.

In §4, we recast this construction in (s,t) coordinates, explain it in more physical terms and
demonstrate its usefulness for computing the BPS indices. In particular, we observe that in
these coordinates, the ray Ro(y) for v = [r, d, chs] is either included in a vertical straight line
(when r = 0), in a branch of hyperbola asymptoting to the ‘light-cone’ |t — s| = cst (when r # 0
and A := 1d* — €2 £ 0) or in a branch of the said light-cone (when r # 0 and A = 0). Thus,
a useful analogy is to view the ray R(7) as the worldline of a particle of global charge v and
electric charge r, propagating in the two-dimensional (half) Minkowski space spanned by the
space and time coordinates (s, t), immersed in a constant electric field. The objects O(m) and
O(m)[1] correspond physically to a D4-brane with m units of flux, and its anti-particle, carrying
electric charge +1. These objects are pair-produced at t = 0 and s € Z, scatter against each
other and produce an infinite set of outgoing rays, that in turn collide ad infinitum, producing
the complete set of BPS states at large volume (i.e. late time). The resulting diagram is shown

6Indeed, Z(Ls\,/t)(’y) = —L(s+it —m)? for v = [1,m, 1m?].
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in Figure 3. The attractor flow trees can be thought of as sequences of scatterings producing a
particle of desired charge v and going through a desired point (s,t) in Minkowski spacetime.

FIGURE 3. Large volume scattering diagram in (s,?) plane. The initial rays
Ro(O(m)) and Ro(O(m)[1]) are emitted at (s,t) = (m,0) and moving leftward
and rightward, respectively.

While this electromagnetic analogy has some peculiarities, e.g. the fact that pair produc-
tion only takes place at ¢ = 0 and integer spatial positions (unlike standard Schwinger pair
production), it does provide valuable insight. In particular, it makes it obvious that rays can
only propagate inside the forward light-cone (a property which we refer to as causality)’, and
that the (conveniently normalized) electric potential ¢4(y) = 2(d — rs) can only increase along
a trajectory (a property which played an important role in the construction of [26]) In §4.2,
we combine these two properties to derive a bound on the number and charges of possible
constituents O(m;) and O(m})[1] that contribute to the index () at any point (s,t) such
that %[Z(stt)(y)] = 0. This bound shows that the SAFC holds along the large volume slice
for trees rooted on such loci, and gives an effective (if not particularly efficient) algorithm for
determining the finite list of attractor flow trees (or scattering sequences) contributing to the
index Qs (7)-

Using this algorithm, we reproduce the well known chamber structure for DT invariants along
the large volume slice [32, 33, 34|, consisting of a finite nested sequence of walls of marginal
stability, such that the index vanishes inside the innermost wall and is equal to the index Q. (00)
counting Gieseker-semistable sheaves outside the outermost wall. For illustration, in §4.3 and
§4.4 we determine the trees contributing to Q.. () for v = [1,0,1 — n] and v = [0, d, chy] for low
values of n and d. In the first case, the moduli space of Gieseker semi-stable sheaves coincides
with the Hilbert scheme of n points on P2, the index of which is well-known [35] (higher rank
examples are considered in Appendix §E). In the second case r = 0, we recover the genus
zero Gopakumar-Vafa invariants N {50) in the unrefined limit® y — 1. We further match the
contributing trees with the known stratification of the moduli space of Gieseker stable sheaves,
extending the observations in [26].

Although the choice ¢» = 0 has the advantage (exploited in [26]) that the geometric rays
R°(7) become straight lines in (,y) coordinates, it does not give access to the index Q) (7)
away from loci where Z(L;,/t)(’y) is purely imaginary. In §4.5, we generalize the scattering diagram

In (z,y) coordinates, rays are contained in a cone tangent to the parabola y = —%a:2.
8More generally, the refined Gieseker index computes the character 3 inin N ;J LR )Xj . (WL)xjr(yr) on the

diagonal y;, = yr =y, where IV, éj %) are the refined BPS invariants [36, 37]. It is an interesting open question

to generalize the scattering diagram away from the Nekrasov-Shatashvilii limit y;, = yg.
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DY to a diagram D{;V valid for any ¢ € (=%, 7). While the walls of marginal stability are by
construction independent of ¢, it turns out that the 1)-dependence of the rays R,(7y) can be
absorbed by a linear coordinate transformation (s,t) — (s + ttan,t/ cost) which preserves
the walls and the boundary at ¢ = 0. Thus, the topology of the trees contributing to the index
at large volume for any charge + is independent of 1, the only change being in the location of
the vertices along the walls of marginal stability. As we shall see momentarily, this is no longer
true for the exact scattering diagram involving the exact central charge function (1.3).

FIGURE 4. Quiver describing the BPS spectrum around the orbifold point 7,.
The potential is W = Zm’k €ijeTr(a;b;cy), and the dimension vector (nq, ng, ng)
is related to the Chern vector [r, d, chs] via (n1,n2,n3) = (—3d — chy — r, —1d —
ch,, %d — chy).

1.6. The orbifold scattering diagram. In the vicinity of the orbifold point, the geometry of
Kp2 degenerates into the orbifold singularity C3/Z3, and the BPS spectrum is instead described
by stable objects in the derived category of representations D’ Rep(Q, W) of the quiver with
potential shown in Figure 4, which we refer to as the orbifold quiver. This quiver arises from
the tilting sequence in D’ Coh,(Kp:) obtained from the Ext-exceptional collection

(L8) By =i (0)[-1], B =i(Q1), Es=i(O(-1)1]

where € is the cotangent bundle of P2, i, denotes the lift from P? to Kp2 and [k] denotes the
cohomological shift by &k units. Importantly, the central charges Z.(E;) of the three objects are
aligned at the orbifold point 7,, and they remain in a common half-plane in an open region H°
around 7, defined by the inequality w < —%s in the fundamental domain F, (A.1), along with
the images of that region under the Zs symmetry around 7, (see Figure 1). This ensures that
the heart of the stability C(E\(_ii/tion coincides with the Abelian category of quiver representations
in the region H°, up to a GL*(2,R) transformation.

Following Bridgeland [29], the DT invariants for the quiver (Q, W) are determined by a
scattering diagram D¢ defined in the affine space R? spanned by King stability (also known
as Fayet-Iliopoulos) parameters (6y,6,63). For any dimension vector v = (nj,ng,n3) € Z3,
the active ray R,(7) is defined as the locus where Qy(7y) # 0 inside the hyperplane {§ € R? :
n161 + noby + n3fls = 0}, where Qy(7y) is the rational DT invariant associated to the moduli
space of f-semistable representations of (¢, W) with dimension vector v (in particular, R,(7)
is empty unless the n;’s are all positive). In §5.2, building on earlier arguments [23, 20, 25],
we prove that the only initial rays are those for v € {v1,72,73,k0} with v; = (1,0,0),v, =
(0,1,0),7; = (0,0,1),8 = (1,1,1),k > 1.

Theorem 1 (Attractor Conjecture for the C*/Zj3 orbifold quiver). For the quiver with potential
(Q, W) shown in Figure 4, the attractor invariant 0.(7y) vanishes for all dimension vectors
v = (ny,n2,n3) except for

(1.9) Qu(ky) =0k, Q(kd) = —y* —y—1/y
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The complete scattering diagram Dy is then determined from this initial data by consistency
using the flow tree formula of [14, 22]. By scaling invariance, the scattering diagram can be
restricted to the hyperplane 6 +65+ 65 = 1 with no loss of information, except for the rays R,(9)
associated to D0O-branes which are no longer visible. The resulting two-dimensional scattering
diagram D, is shown in Figure 5, including only the initial rays and a few secondary rays.

Y1+2y2 A

|
3+2)

Y1

FIGURE 5. Two-dimensional section D, of the orbifold scattering diagram Dg
along the hyperplane 6, + 65 + 63 = 1. The initial rays associated to 71,72, 73
are drawn in black, a few secondary rays are plotted in red. This diagram is
embedded in the exact scattering diagram Dg around 7 = 7, by identifying the
horizontal and vertical axis with the coordinates (u,v) defined in (6.27).

Since the dimension vectors of the initial rays lie in the positive octant of Z2, the enumeration
of all possible scattering trees for fixed total dimension vector v = (nq,ng, n3) is straightforward,
unlike for the large volume scattering diagram discussed previously. This gives an efficient
algorithm to determine the quiver indices Qy(+) for arbitrary dimension vector v and stability
parameters 6. The latter are in turn equal to the DT invariants ,(7) in the region H® around
the orbifold point 7,, upon relating the Chern vectors and dimension vectors, as in the caption
of Figure 4, and equating the King stability parameters 6; with R[e7¥Z,(v;)] (up to overall
rescaling). In §5, we show that the restriction of the orbifold scattering diagram D¢ to the
hyperplane 6, + 65 + 63 = 1 agrees with the exact scattering diagram Dg (to be defined below)
in a region around the orbifold point 7,.

1.7. The exact scattering diagram. For the exact central charge function (1.3) and associated
Bridgeland stability conditions, one can likewise define the scattering diagram ’Dg as the set of
active rays Ry () in the Poincaré upper half-plane such that Z(y) has fixed argument 1)+ 7 and
Q. () # 0. Since the conifold points 7 = m € Z lie on the boundary of the domain H (defined
below (1.7)) covered by the large volume scattering diagram Dy, the initial data must include
the rays associated to O(m) and O(m)[1], along with their images under T';(3). In particular,
since the spherical twist STo maps O(0)[n] — O(0)[n + 2], there are now an infinite set of rays
emitted from each point 7 = m, as shown in Figure 6. Similarly, there is an infinite set of rays
emitted from every rational 7 = £ with ¢ # 0 mod 3 which are in the same orbit under T'y(3),
where objects of charge +7¢ become massless (the relevant objects are computed in §B and
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shown in Table 1 for 0 < p < ¢ < 5). In particular, this includes the initial rays associated to
the exceptional objects E; in (1.8), emanating from 7 = 0, —%, —1, as well as translates of those.

LV

FIGURE 6. Rays R, (O[n]) emitted from 7 = 0 for ¢ = 0. The same picture
holds near all conifold points at 7 = § with ¢ # 0 mod 3. For each k, the rays
corresponding to the D4-brane O[2k] (in purple) and anti-brane O[2k + 1] (in
green) end at the same large-volume point: 7 = 1/(3k) for k£ # 0 and 7 = ico for
k = 0. As v increases, the rays R, (O[n]) move counterclockwise.

TABLE 1. The object E of charge vo which becomes massless at 7 = 15 with ¢ # 0
mod 3 is obtained by acting on O by an auto-equivalence g mapping 7 = 0 to

T = %. Here T, U,V denote the generators 7 — 7+ 1,7 — 5~ and 7 — 55—
T g e | Alve) E
0 1| [10,1) 0 @]
1/5| U2T-'| —[5,1,6)| 3/25| E — Q(2)[-1] - 0%[2]
1/4 UT| [4,1,6)|—3/32 E — O0(1) —» 0%3[3] £,
2/5| UT-2| —[5,2,6)| 12/25 E — O(-2) —» 0% X,
12| TVT| —[2,1,3)| 3/8 Q(2)[1]
3/5| TVT?| —[5,3,8)| 12/25 0(1)# = 0(3) = E 5
3/4| TVT| [4,3,10) | —3/32 0(1)#[-3] 50— F 1,
4/5| TVT | —[5,4,12) | 3/25| O(1)®3[-2] = Q(2)[1] » E 5

1 T [1,1,3) 0 o)

In order to analyze the structure of the resulting scattering diagram, it is convenient to
introduce affine coordinates’
R (e7T) R (e™Tp)

1.]. = —— = —
(1.10) . costp J cos 1

9Note that the map 7 — (z,y) is not injective on H, but its restriction to the fundamental domain F and
its translates is, see Figure 27.
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such that the geometric rays in the (x,y)-plane are contained in straight lines {ry + dx = chy},
oriented along the vector (—r,d). In these coordinates, the conifold point 7 = m is mapped to

1
(1.11) (Tom), Yom)) = (m+Vtanw,—§m2 —thanz/;)
where V is the quantum volume’
27 :
(1.12) V= ST(0) = 59 [Lip (e*™/%)] ~ 0.462758

In particular, just as in the large volume scattering diagram of [26], the initial rays associated
to O(m) and O(m)[1] are straight lines tangent to the parabola y = —32 at 2 = m, but their
starting point is displaced by a horizontal distance V,, := Vtan along that tangent.

FIGURE 7. Scattering diagram Dg for ¢» = 0, restricted to the fundamental
domain and its translates. The initial rays are Ry, (O(m)) and R, (O(m)[1]). The
gray areas indicate regions where the scattering diagram is dense.

For small enough ¢, namely |V,| < %, this displacement does not affect the structure of the
scattering diagram, so that the exact scattering diagram Dg coincides with the large volume
scattering diagram DY in the region above the parabola in the (x,y) plane, up to shifting the
starting points of the initial rays. In the original coordinate 7, the only initial rays which escape
towards the large volume region 7 = ico are those associated to O(m) and O(m)[1] (see Figure
7), and their intersections patterns are identical to those of the large volume scattering diagram
DY in (s,t) plane, up to a change of variable T+ (s, t) obtained by equating the coordinates
(x,y) on both sides. In particular, the topology of the trees contributing to the index Q.. ()
along the rays R () is unchanged, and the SAFC for D} follows from the SAFC for DgV.

In contrast, for [V| > %, the displacement of the starting points of the initial rays associated
to O(m) and O(m)[1] is large enough that the first collision no longer involves two consecutive
rays R(O(m — 1)[1]) and R(O(m)). Taking V,, < —3 for definiteness, the ray R(O(m — 1)[1])
interacts with two “new”! rays R(O(m)[—1]) and R(Q(m + 1)) in a region near the orbifold
point 7, + m, in such a way that these three initial rays generate a portion (which grows

10This quantum volume was first computed in [38, (4.1)] in terms of Barnes’ G-function, and turns out to be
a special value of the L-function associated to the Eisenstein series C'(7), as noted independently in [39], see
(A.37) and (A.42) for the explicit relations.

HEor small phases these rays escape towards other large volume limits.
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FIGURE 8. Scattering diagrams D}B for ¢ = —0.820 (top) and ¢y = —0.828
(bottom), on either side of the critical phase ¢, , ~ —0.82406. As ¢ = ¢, ,
from above, the rays R(O(m — 1)[1]) emitted at 7 = m — 1 approach arbitrarily
close to the conifold point 7 = m, before escaping to 7 = ico. Beyond this critical
value, these rays approach 7 = m before escaping to a different large volume
point 7 = m — 1/3. The rays emerging from the first intersection above 7 = m
describe bound states of O(m —1)[1] and O(m) for ¢ > ¢, ,, and bound states
of O(m)[1] and Q(m + 2) for phases slightly below ¢, ,. The first diagram splits
into I';(3) images of a connected component that lies in the union of translates of
Fe, while the second diagram is connected.

with [Vy|) of the orbifold scattering diagram D, corresponding to the exceptional collection (1.8)
tensored with O(m). The resulting outgoing rays escape towards the large volume points
T = ico, —1/3,—2/3, and those that escape towards ico collide further with the initial ray
R(O(m)) and with rays for different values of m € Z. In fact, as ¢ approaches the critical
value V,, = —1, the ray R(O(m)[1]) emitted at 7 = m approaches arbitrary close to the conifold
point 7 = m + 1, and it escapes to the large volume point 7 = m + % (respectively, 7 = i0c0) as
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FIGURE 9. The upper half plane H is partitioned into regions g - <, around
images of the large volume point ico and g - A, around images of the orbifold
point 7,. The region A, and its translates A, (k) map to triangles in the (z,y)
plane, while the region ¢, above all blue curves maps to the region above the
“jagged parabola” p defined in (6.30). The figures are drawn for 1) = —0.2. While
the figure in the 7 plane is rather insensitive to the value of the phase 1, the
images of these regions in the (x,y) plane depend significantly on it: for instance

C:

the images of ¢y, and Ay overlap for ¢ < =7,

1 approaches the critical value Vy, = —% from below (respectively, from above as in Figure 8).
More generally, we find that the topology of the scattering diagram jumps at a countable set of
critical phases values where some ray R,() ends up at a conifold point.

Definition 2. The phase ¢ € (—7/2,7/2) is critical if any of four equivalent conditions holds:

(1) an active ray Ry, () ends at 7 = 0 (or any other conifold point);

(2) an (initial) active ray Ry () with v ¢ [1,0,0)Z starts at 7 = 0;

(3) the point (z,y) = (V,0) is the intersection of R§Y(O) and another active ray of DgY;
(4) 6= (0,2 4 |Vy|, 5 — |Vy|) is the intersection of R°(v1) and another active ray of D,.

The equivalence of the four characterizations is proven by mapping DT invariants along rays
of the exact diagram near 7 = 0 to rays of the large volume diagram D}V in §C.3 and orbifold
diagram D, in §C.4 and §C.5. As ray intersections in DV (or D,) have rational coordinates (z, )
(or rational 6 up to scaling, respectively), critical phases have rational values of V. In detail,
critical phases take the form

(1.13) Yo = arctan(a/V)

or equivalently V,, = a, where |a| belongs to a dense set of rational values in the range (%\/5, 00),
or to the discrete series

(1.14) {w,kw} {4,815 3

with F,, the p-th Fibonacci number (with Fy = 0, F; = 1), converging to %\/5 ~ 1.11803. This
discrete series and dense set can be read off along the y = 0 line in the large volume diagram
of Figure 2. In Figures 30 and 31, we show examples of trees contributing to v = ch(O) and
v = ch(O¢), with discontinuities occuring only on a subset of critical phases, specifically at
half-integer values of V.

Away from critical values of V,, we show that for any total charge v, flow trees rooted in
the large volume region admit a two-stage structure, with a ‘trunk’ inside the region < lying
above a certain piecewise linear region y > p(z) in the (x,y) plane (defined in (6.30) and shown
in Figure 9), and subtrees (or ‘shrubs’) inside triangular regions A, (m) in the (z,y) plane
containing the image of the orbifold point 7, + m (see the example in Figure 10). Within each
triangular region, the shrubs reduce to attractor flow trees for the orbifold quiver, with leaves
given by initial rays of the exceptional collection (1.8) tensored with O(m). In addition to these
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\
1
1
1

FiGURE 10. Left: Example of attractor flow tree 7 in the 7 plane, for
Vol > 1/2 (specifically, T = {{{20(~1)[1], (1)}, {40[1], {32(2), O(1) 1]} }}.
{30(1),{Q(2),20[1]}}} and ¢» = —1.2), in which the various subtrees (or
shrubs) 7; corresponding to exceptional collections are given different colors
(green, orange, black, partly dashed to make overlaps visible). Together with
further initial rays, the rays entering the region ¢ (above the blue curves) par-
ticipate in an attractor flow tree in that region, consisting only of outbound rays
(solid purple curves). Right: same tree in the (x,y) plane; some initial rays in the
orbifold regions appear to start in <, because 7 — (z,y) is not injective. The
intersection of ¢, with the convex hull of p and of the tree’s root, shaded in gray,
is a bounded region.

shrubs, the trunk can also have leaves of type R(O(m)) for V,, < 0 (or R(O(m)[1]) for Vy, > 0).
We give effective bounds on the possible constituents which show that the SAFC holds for Dg
for any non-critical value of V.

Finally, for ¢ = 7, we find that the scattering diagram drastically simplifies. Indeed, the
STp

geometric rays S[Z,(y)] = 0 for r # 0 reduce to the contour lines s = ¢ of the function s = 3

defined in (1.7) (for r = 0, the geometric rays Rf}%(v) are empty). Hence, scattering can only
take place at the orbifold point 7, and its images under I';(3), where the function s is ill-defined.
At each orbifold point, there are three incoming rays associated to the objects of corresponding
exceptional collection, which scatter all at once according to the orbifold scattering diagram D,
In particular, a ray emitted from the orbifold point 7, + m into the fundamental domain F,(m)
will escape to 7 = ico in the range m — 1 < 71 < m without encountering any wall of marginal
stability. For m = 0, this explains why the index for the orbifold quiver in the anti-attractor
chamber Q.(7) agrees with the Gieseker index 2. () for normalized torsion free sheaves, as
observed in [40, 23]. We also prove the SAFC for that phase, which leads altogether to the
following theorem:

Theorem 3 (Split Attractor Flow Conjecture for local P?). For any Il-stability condition
z € I ~H of Kpz and any charge vector v such that ¢ = arg(—i1Z,(v)) is a non-critical phase
in (—m/2,m/2] in the sense of Definition 2, there are finitely many (mazimally extended) split
attractor flows starting from z whose leaves are active rays. All leaves are I'1(3) images of the rays
R(O) and R(O[1]) that emanate from the conifold point T = 0. Moreover, if [1| < ¢f},, then
such flows do not exist for z € Ay, while for z € $y the leaves are R(O(m)) and R(O(m)[1]),
m € Z. If Y7, < || < /2, then for z € Ay the leaves are rays R(Ej=123) corresponding to
the exceptional collection (1.8), while for z € {. the leaves are rays R(O(m)) and R(E;(m))
(for j =1,2,3 and m € Z), emanating from conifold points at integer and half-integer values
of 7. Finally, if ¢ = 7 /2, then for z in the interior of F, the leaves are R(Ej=12,3)-
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FIGURE 11. Scattering diagram for ¢» = £7. Geometric rays coincides with
contours of the function s = % The orbifold scattering diagram is embedded
in a infinitesimal neighborhood of all I';(3) images of 7,, which shrinks as ¢ — +7.

1.8. Outline. This work is organized as follows. In §2 we recall some general facts about
moduli spaces of sheaves on P?; the structure of the derived category D’ Coh(Kp:) and the
space of Bridgeland stability conditions associated to it. In §3 we recall the definition and main
properties of the scattering diagram for quivers with potentials, extend this notion to general
triangulated categories, and explain the relation between scattering rays and attractor flow trees.
In §4, we revisit the scattering diagram D{/jv for the large volume central charge constructed in
[26], generalize it to arbitrary 1, give an effective algorithm for determining the possible initial
rays contributing to the index, and illustrate this procedure by computing the Gieseker index for
various Chern vectors of rank 0 or 1. In §5, we prove the Attractor Conjecture for the orbifold
quiver, construct the corresponding scattering diagram D, associated to the orbifold quiver,
and determine the scattering sequences contributing to the quiver index for various dimension
vectors. In §6, we determine the scattering diagram DE on the slice of Il-stability conditions,
and show the SAFC in this case (Theorem 3). In Appendix A we derive the Eichler integral
representation (1.5) of the periods T, Tp provided by local mirror symmetry, and use it to obtain
expansions around the large volume, conifold and orbifold points. In §B we determine the object
in D’ Coh, Kp2 which becomes massless at the orbifold point 7 = p/q for low values of p,q. In
§C we determine the possible end points of the flow to deduce the initial data of scattering
diagrams for all phases 1. In §D, we provide some details on the mathematical definition of DT
invariants. In §E we give further examples of scattering sequences for higher rank sheaves at
large volume, complementing the examples in §5.4. Finally, in §F we describe the main features
of a Mathematica package which we have developed in the course of this investigation, which is
freely available for further explorations.
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2. GENERALITIES

In this section, we first collect some basic facts about coherent sheaves on P? and Kpo,
Bridgeland stability conditions StabC on the derived category C = D*(Coh, Kp:) of compactly
supported sheaves, and identify the slice IT C StabC of physical stability conditions.

2.1. Gieseker-stable sheaves on P2. Given a coherent sheaf E on P2, we denote its rank
by r(E), its degree by d(E) = [ps ¢1(E) - H (where H is the hyperplane section generating
H?(P?%,7Z)), its second Chern character by chy(E), and by v(E) the Chern vector [r, d, chy]
valued in Z ® Z & 37. We denote by O = Op2(0) the structure sheaf, with Chern vector [1,0, 0],
and by O¢ the structure sheaf of the rational curve C' in the hyperplane class, with Chern
vector [0, 1, —1].

For any pair of coherent sheaves, the Euler form x(FE, E’) is given by the Riemann—Roch
formula

X(E, E') = dim Hom(E, E') — dim Ext*(E, E) + dim Ext*(E, E')
2.1 3
(21) =rr’ + §(rd’ —7'd) + rchl, +r'chy — dd’

In particular for £ = O, the Euler characteristic
(2.2) x(E) = x(0,FE) = dim H*(E) — dim H'(E) + dim H*(E) = r(E) + ;d(E) + chy(E)

is an integer. With some abuse of notation, we also denote by v(E) the vector [r,d, x), valued
in Z3 (note the round closing bracket, to distinguish it from the vector [r, d, chy]). We denote
the antisymmetrized Euler form also known as Dirac-Schwinger-Zwanzinger pairing) by'?

(2:3) (1:7) =x(1.7) =x(v,7) =3 (rd' —1'd)
For a coherent sheaf F with tk(E) # 0, we define the slope p(F) and discriminant A(E) by
d(F) 1 , chy(F)
2.4 E)=——= A(F)=—-u(F)* -
(2.4 W(E) = S5 AE) = 3P - T

and denote them by p, and A, (when r(E) = 0 and d(E) # 0, we set u(E) = +00). Under
tensoring with the m-th power of the line bundle O, the Chern vector transforms as

(2.5) v = y(m) = [r,d + mr,chy + md + gm2}

such that p — g+ m while A is invariant. In particular, the ‘fluxed D4-brane’ O(m) has
Chern vector [1,m, 3m?], slope m and vanishing discriminant. A sheaf with r # 0 is said to be
normalized if its slope p lies in the interval (—1,0].

A coherent sheaf F on P? is said to be of pure dimension n if the dimension of the support of
any non-zero subsheaf (including FE itself) is of complex dimension n. A torsion-free sheaf E is
said to be slope-semistable if it is of pure dimension 2 and if for any subsheaf F' C E one has
u(F) < p(E). It is Gieseker-semistable if it is of pure dimension 2 and if for any subsheaf F' C E
one has u(F) < p(E), with A(F) > A(FE) in case of equality. Gieseker stability is defined by
requiring A(F) > A(E) in case u(F) = p(E), and slope stability by requiring u(F) < u(E)
for any proper subsheaf. In particular, slope-stability implies Gieseker stability, which implies
Gieseker semistability, which implies slope-semistability.

120ur convention for the antisymmetrized Euler form is consistent with [29, 20] and opposite to that in
[13, 14, 23, 22]
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Let M () be the moduli space of Gieseker-semistable sheaves with Chern vector v =
[r,d,chy] = [r,d, x) (the rationale for the notation co will become apparent in §4.1). If M (7)
is not empty, then it is a normal, irreducible, factorial projective variety of dimension

(2.6) dimg Mo (7) = dimExt'(E, E) = r*(2A — 1) + 1

Moreover, it is smooth whenever [r,d, ) is a primitive vector in Z3, such that semi-stable
sheaves are automatically stable.

In order to state the condition for M. (y) to be non-empty, we consider exceptional stable
sheaves, defined as those for which Hom(FE, F) = C, Ext'(E, E) = Ext*(E, E) = 0. Such sheaves
are then necessarily homogenous stable vector bundles, and have a trivial moduli space. They
are entirely specified by their slope p, which can take value in an infinite set £ C Q, called the
set of exceptional slopes. For y = 2 € £ with » > 0 and (p,) coprime, the exceptional bundle
of slope y has rank r and discriminant A, = (1 — ). The set £ is the union of an increasing
family &, C &,41 obtained by the following recursive construction: & = Z and &£, is obtained
from &, by adjoining the slopes

1 AL, — A

2.7 = (i + po) + 72—
(2.7) p= 5+ po) E—
between any consecutive slopes (pu1, p12) in &,. For example, after four steps one gets

13 5 75 2179 12 70 1 99 17 254 3 119 8 21
2.8 538m01: Oa777771717777777777777777777777
(28) 4[’]{341319454332916921692943351941334}
The exceptional bundles of integer slope are the structure sheaves O(m), while the exceptional
bundle of half-integer slope m — % is the twisted cotangent bundle 2(m), defined by the exact
sequence
(2.9) 0— Q(m) = O(m—1)% = O(m) — 0

with Chern vector v = [2,2m — 3, m* — 3m + 3].
For any Chern vector v = [r,d, x) with r > 0, d € Z, x € Z, the condition for M () # 0 is
then [41]

(2.10) A(y) Zowp(p(y))  or (u(y) € € and A(7) = Aygy)
where dpp(u) is the ‘Drézet-Le Potier curve’
(211) Se(n) = s [P(—li — pl) — Ay

WEE, |p —pu|<3

where P(z) = 1(z* + 3z + 2) (see Figure 12). In particular, My (7) is empty unless the
Bogomolov bound A(y) > 0 is satisfied.

3/2—

1/2—

4 1 4 1 1 4 1

-2 =34 -1 -y %) 1 2 2

FIGURE 12. Drézet-Le Potier curve dpp(p) (in blue) and discriminants A, of
exceptional sheaves (in red).
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We define the refined Gieseker index Q..(y) as the Poincaré-Laurent polynomial for the
moduli space M (7),

(212) (1) = D (Moo (1) ()P =)

p=>0

In the limit 5 — 1, Qu(7) reduces to the signed Euler characteristic (—1)dmeMeMe( M (7).
When the inequality (2.10) is saturated, Moo (7) has Picard rank by(Mao(7)) = 1, or 2 when the
inequality is strict. The Gieseker index for sheaves on P? with arbitrary rank was determined in
[42], by relating it to the Gieseker index for sheaves on the Hirzebruch surface Ify (which coincides
with the blow-up of P? at one point) and using wall-crossing arguments. Quite remarkably, the
generating series of Gieseker indices with fixed rank r and degree d are conjectured to transform
as mock Jacobi forms of the parameters (7, w) conjugate to the second Chern class chy and Betti
degree p in (2.12) [43]. The simplest case is for rank 1, where the moduli space M ([1,0,1—n))
coincides with the Hilbert scheme of n points on P2, and the generating series is an actual
Jacobi form [35],

. igY8(y —1/y)
;Qw([l,ovl_n))q = 0.(¢, 9%

=1+ +1+1/y¥)e+ @+ 1+ 1/ + @ + 20" + 502 +6+...)¢° + ...
U301 43¢+ 9¢% + 22¢° + 51¢* + 108¢° + 221¢° + 429¢7 + 810¢° + 1479¢° + ...

(2.13)

where 60;(q,y) = iZTEZJr%(—l) ~2¢"*/2y" is the Jacobi theta series (the dots in the middle line

indicate the obvious additional terms required for invariance under y + 1/y). Further examples
of generating series of Gieseker indices of rank 7 > 1 can be found in [23, §A].

The notion of Gieseker semi-stable sheaves extends to vanishing rank as follows. A torsion
sheaf E is Gieseker-semistable if it is of pure dimension 1 (hence d(E) # 0) and if for any
proper subsheaf F' C E one has v(F) < v(E), with v(E) = % = Cgig) + 2. The moduli space
Mo (7y) for v =[0,d, x) is non-empty for any d > 0, and is invariant under (d, x) + (d,d + x)
and (d, x) — (d,—x). As in the torsion-free case, it is a normal, irreducible, factorial projective
variety of dimension

(2.14) dimg My (7) = dim Ext'(E, E) = d* + 1

and it is smooth whenever (d, x) are coprime. For v = [0,1, 1), corresponding to a D2-brane
wrapped on a curve C' in the linear system |H|, one has M, (y) = P?. The Gieseker index,
defined in the same way as in (2.12), turns out to be completely independent of x [44], and

related to the refined Gopakumar-Vafa invariants N ngL JR) [36, 37] via

(2.15) Q([0,d, X)) = Z (—1)2e+2my . (), (y) NPEIR
JL:JR
where x;(y) = frl:_j Yy = % is the character of the spin-j representation of SU(2).

The identification of the two fugacities y;, and yr conjugate to jr and jg is natural in the
Nekrasov-Shatashvilii limit of the refined topological string amplitude. Using the refined BPS
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invariants in [45, Table 2 p.61], we find for degree up to 6,

Quo([0,1 ><))=y2+1+1/y2

Qe([0,2,X) = =" = y* —y = 1)y = 1/y° = 1/y°

0([0,3,%)) = 1°+2y +3y + 3yt +3y +34.

000 ([0,4,%)) = 15 _6y's — 10y — 149° 715y77 161° — 16y> — 16y — . ..
(2.16)  Q([0,5,%)) = y% + 2y24 + 6% + 13y 4 26y'® + 45416 + 68y + 87y'?

+100y" 4+ 107y® + 1119 + 112y* + 113y* + 113 + . ..
00([0,6,x)) = =" —2y» — 6y — 13y°" — 299> — 54y*" —101y*

—169y% — 273y* — 401y"° — 547y — 675y — TT9Y"3

— 847y" — 894y — 919y — 93515 — 942> — 945y + . ..

In §4.3, §4.4 and §5.4 we reproduce some of the invariants (2.13) and (2.16) from attractor flow
trees in the large volume and orbifold scattering diagrams.

2.2. Derived category of coherent sheaves on Kp:. The total space X = Kp2 of the
canonical bundle over P? is a non-compact, smooth Calabi-Yau threefold, obtained as a crepant
resolution of the quotient C?/Zs with diagonal action z; — e>™/3z;, i = 1,2,3. We denote by
Coh, X the Abelian category of compactly supported coherent sheaves on X. A compactly
supported coherent sheaf F is equivalent to a pair (F, ) where F' = m,(E) € Coh P? is the push
forward of E, and ¢: F' — F ® Kp2 is a morphism (see e.g. [46, §8.1]). We abuse notation and
denote by ch(E) = ch(F') = [r,d, x) the Chern character of . Physically, ' describes the gauge
field on a stack of  D4-branes wrapped on P?, while ¢ is the Higgs field describing fluctuations
in the fiber direction Ky. Given a sheaf F' on P?, we denote by i,(F) = (F,0) its embedding
along the zero section.

As explained for example in [47], the category of BPS states in type IIA string theory on
R3*! x X coincides with the bounded derived category C = D?(Coh, X) of coherent sheaves on
X with compact support. An object E € C is a complex of coherent sheaves --- — E~1 —
E° — E' — ... of arbitrary (but finite) length, where the component E* in cohomological
degree k is a coherent sheaf with compact support on X. We denote by H*(E) the cohomology
of the complex at the k-th place, and by ch(E) :== >, (—1)*ch(E*) the Chern character of
the complex. The homological shift E — E[1] taking the complex (E*)ycz to (E*1),cz maps
D-branes with charge v = ch(F) = [r,d, x) to anti-D-branes with opposite charge —~.

By Serre duality, the Euler form on X coincides with the antisymmetrized Euler form (2.3)
on P? |46, Corollary 8.2],

3
(2.17) x(E,E) =Y (-1)*dimExt} (E, E) = 3(rd —1'd)
k=0
where ch(F) = [r,d, x) and ch(E") = [r',d’,x')]. For E = i,(F) and E' = i,(F"), the extension
groups on X can be computed from those on P? via (2.18),

(2.18) Exth (i.F, i, F") = Extpa (F, F') @ Ext3.* (F', F)
In particular, an exceptional sheaf F' on P? lifts to a spherical object S = i,(F) in C, i.e. an
object such that Ext’ (S, S) ~ C for k = 0,3 and zero otherwise.
Starting from the Ext-exceptional collection on P? given by
(2.19) F=0[-1], FK=QQ1), F=0(-1)[]
and embedding it along the zero section, one obtains a tilting sequence & = @?:1 E; of

objects E; = i,(F;) on X which generate the category C and such that Ext*(S,S) = 0 for
k # 0. Physically, these objects correspond to the fractional branes of the superconformal field
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theory on the orbifold C3/Zj3. The category C is then equivalent to the derived category of
representations of the Jacobian algebra!® J(Q, W) for a quiver with potential (Q, W) associated
to S. The corresponding quiver (shown in Figure 4) in has 3 nodes corresponding to each
fractional brane, with 3 arrows a;: By — Ei, bj: B3 — Es, ¢;: By — E5 in agreement with
Ext!(E;, E;_1) = Z* (with index 4 identified modulo 3). The potential W = > i CigkTr(aibjer)
can be determined by studying the A, structure on the derived category of coherent sheaves
[48], or read off from the associated brane tiling [49].

The derived category C admits a large group of auto-equivalences Aut(C), generated by the
homological shift F — E[1], by the translation F — E(1) = F ® Ox(1), by spherical twists
ST with respect to the spherical object O, and by automorphisms of X itself (or rather, its
formal completion at P?). For any spherical object S, the spherical twist STg acts on E € C
via [50]

(2.20) STg: E — Cone (Hom;(P2 (S,E)®S = E)

where Cone(f) is defined by the exact triangle A EN; TN Cone(f) — A[1]. As a result STy
maps the Chern vector

(2.21) chEw chE —(chS,chE)chS

As shown in [31], the translation E — FE(1) and the spherical twist ST generate I'1(3), the
subgroup of SL(2,7Z) matrices defined below (1.4).

2.3. Stability conditions and Donaldson-Thomas invariants. A stability condition on a
triangulated category C with Grothendiek group I' consists of a pair o = (Z,.A) such that [4]

i) A is the heart of a bounded t-structure, in particular it is an Abelian subcategory of C;

ii) Z: ' — C is a linear map, called the central charge;

iii) For any 0 # E € A, Z(E) = p(E)e™®) where p(E) > 0 and 0 < ¢(E) < 1; in other
words, Z(E) is contained in Hg = HU (—00,0);

iv) (Harder-Narasimhan property) Every 0 # E € A admits a finite filtration 0 C Ey C
E;--- C E, = E by objects E; in A, such that each factor F; := F;/FE;_; is o-semistable
and ¢(F1) > ¢(F2) > ... > ¢(F);

v) (Support property) There exists a quadratic form @ on I' ® R such that the kernel of
Z in I' ® R is negative definite with respect to @@, and moreover, for any o-semistable
object E € A, Q(v(E)) > 0. Equivalently [6], there exists a non-negative constant C'
such that, for all o-semistable object F € A,

(2.22) V(B < ClZ(E)]

where || - || is a fixed Euclidean norm on I' ® R.

In the last two items above, we define o-semistability of an object F' € A by requiring that
¢(F") < ¢(F) for every non-zero subobject of F. Unlike common practice, we do not declare
that homological shifts F'[k] of a o-semistable object F' are also stable, but we compensate for
this in the definition of the DT invariants below.

According to [4], the space of stability conditions Stab(C) is a complex manifold of dimension
rk T, such that the map Stab(C) — Hom(T',C) which sends ¢ = (Z, A) — Z is a local

—

homeomorphism of complex manifolds. Moreover, it admits an action of GL*(2,R) x Aut(C)

[4, Lemma 8.2], where @(2, R) is the universal cover of the group of 2 x 2 real matrices with
positive determinant. The group GL(2, R)" acts on the central charge Z via

RZ a b RZ
o) (32) o (0 ) (52) . ai-seno

I3Recall that the Jacobian algebra .J (Q,W) is the quotient of the path algebra by the ideal generated by
relations {9, W :a € Q1 }.
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preserving the orientation on R?. Its universal cover acts on the stability condition (Z,.A)
by suitably tilting the heart A. The subgroup C* of matrices of the form A( %% 5n¢) with
A > 0 preserves the complex structure and has trivial stabilizers, so the quotient Stab(C)/C*
is still a complex manifold. When C is a category of coherent sheaves, there is a notion of
derived duality'* E + EV, and therefore an involution sending (Z, A) — (Z", AY) where A"
is the derived dual of A (up to tilt) and ZY(E) := —Z(EV). This involution allows to extend
EEI(Q, R) to the full group &(2, R).

For any class v € T" and stability condition o € Stab(C), we denote by M, () the moduli
stack of o-semistable objects of charge +v in .A. We further denote by Q,(7y) the motivic
Donaldson-Thomas invariant of M, (). Informally, one can think of §2,(v) as the Poincaré-
Laurent polynomial of the cohomology with compact support of M, (), with a cohomological
shift ensuring that

(2.24) Qo(7) = Z by(M (7)) (—y)Pvirdime Mo ()

p=>0

where virdimg is the virtual dimension and y? = IL is the motive of the affine line (see Appendix
D for a more precise mathematical definition). We further define the rational DT invariant
Q,(7) via (1.1). By construction, both Q,(y) and Q,(v) are invariant under the action of
GL+ (2,R) x Aut(C), in particular under vy +— —~, as well as derived duality acting on (o, 7).

These invariants are locally constant on StabC but may jump when some object F € A of
charge v goes from being stable to unstable. This may happen when the central charge Z(v') of a
subobject E' C E of charge +' becomes aligned with Z(7), therefore along the real-codimension
one wall of marginal stability

(2.25) W(v,v') ={c=(Z,A) € StabC : I(Z(7)Z(~)) = 0}

The discontinuity across W(~,~') is determined from the invariants on either side of the wall by
the wall-crossing formulae of [6, 7].

2.4. Stability conditions on Kp: and Il-stability. The space of Bridgeland stability condi-
tions Stab(C) on C = D*(Coh, Kp2) was studied in [30, 31]. After fixing the C* action such that

skyscraper sheaves have central charge Zjo 1) = —1, the central charge can be parametrized by
the two complex coefficients (T, Tp) in (1.3),

(2.26) Z(y) = —rTp + dT" — chy

We define s = %LTD, in such a way that IZ(v) = ST'(d — rs). We then denote by

e Coh=* the subcategory of Coh.(X) generated (under extensions) by slope-semistable
torsion-free sheaves of slope ‘;i <s
e Coh_* the subcategory of Coh.(X) generated by slope-semistable torsion-free sheaves of
slope % > s and by torsion sheaves
e Coh* the subcategory of C of objects E such that H'(E) =0 for i # —1,0, H'(E) €
Coh=*, H(E) € Coh*
The Abelian category A(s) = Coh® is obtained by the standard tilt procedure from the torsion
pair (Coh=*, Coh.*) and is the heart of a bounded t-structure on C. For ST > 0, the construction
ensures that SZ(y) > 0 for any F € A(s). In addition, if 3Z(y) = 0, namely s = pu, we get

(2.27) RZ(y) = r <w _ Cf?) ) <w - %SQ + A)

where we defined w = —RTp + sRT as in (1.7). The coordinates (s, w) in fact parametrize the
orbits of the action of GL*(2,R) on Stab(C) in the region ST > 0, such that the central charge

14Physically7 ~v +— 7V corresponds to time reversal T, which reverses the sign of the Dirac pairing, while
7+ —7 corresponds to CPT symmetry.
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(2.26) is in the same orbit as the function used in [51]
(2.28) ZE7 () = (w — is)r 4 id — chy = (rw — chy) +i(d — sr)

(s,w)
The virtue of these coordinates is that walls of marginal stability become straight lines, given
by the vanishing of

(2.20) 3 [Z@{w)(y’)

Returning to (2.27), the Drézet-Le Potier bound A(E) > dip(p(E)) in (2.10) (which also
holds for slope-semi-stable objects) implies that ®Z(v) > 0 (and therefore RZ(—v) < 0 for the
homologically shifted object E[—1]) in the region

ZE (7)] = (rd’ — r'd)yw + ('chy — rch)s + (dchl — d'chy)

s,w)

1 .
(2.30) QT > 0, w > 552 — orp(s)

where we define dpp(p) = Opp(p) when p ¢ &, dup(p) = A, otherwise. The region w >
%s2 — SLp(s) is the region above the blue jagged curve and red points in Figure 13 (the black
and purple lines will be discussed momentarily). One can show that the remaining axioms for
Bridgeland stability conditions (HN filtration and support property) are indeed satisfied by
the pair o = (Z, A(s)) in this region. Moreover, the resulting stability condition turns out to
exhaust the subset U C Stab(C) of geometric stability conditions, defined as those stability
conditions for which all skyscraper sheaves O, with z € P? are o-stable with the same phase.
The connected component of Stab(C) containing U, denoted by Stab'(C), is the union of the
images of (the closure of) U under the group I'1(3) of auto-equivalences of C generated by
spherical twists, and is simply connected [31]. It is unknown whether Stab(C) might have other
connected components.

~
2

FIGURE 13. Image in the (s, w) plane of the fundamental domain F¢ and some
of its translates. The dotted line correspond to the parabola w > %82. The jagged
blue curve corresponds to w = £s? — d1p(s), and the red dots indicate the points
(Htar %,ui — A,) corresponding to exceptional slopes. The vertical segments in
red interpolate between the conifold point at 7 = n and the orbifold point at
T =17, + n. The segments in purple are the images of infinitesimal arcs around
the orbifold point 7, (from (-1, §) to (0, —3)), around 7 (from (0, —%) to (1, 3)),

etc. These segments are connected at points with s integer along the parabola

w = 1s? — L. The vertical lines in black correspond to straight 7 =n + § lines

connecting the orbifold point 7, + n and conifold point n — % in the 7 plane.
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Having identified the space of stability conditions Stab' C inside the two-dimensional space
of central charges parametrized by (T, Tp), it remains to determine which part of it is covered
by the physical slice of II-stability conditions. As mentioned in the introduction and further
detailed in Appendix A, the slice II is isomorphic to the universal cover of the modular curve
X;(3), and conveniently parametrized by 7 in the Poincaré upper half-plane H. As shown in
[31], there is an embedding H < Stab C sending 7 + (Z,, A,) which is equivariant with respect
to the action of I';(3) on both sides. The central charge function Z, (1.4) is determined by the
representation (1.5) for the periods,

1 1

(2.31) T(r) = —3 + /T Cu)du , Tp(r) = 3 + /T C(u) udu

is a preimage of the orbifold point, and C'(7) = 7;’(&?;3 is a weight 3 modular

where 7, = %6571’1/ 6
form for I'1(3). Indeed, one checks that the period vector II = (1,7, Tp) transforms under
7 — 7+ 1 and 7 = —3z5 with the same monodromy matrices Mry, Mc (see (A.54)) as
predicted by the translation £ — E(1) and spherical twist £ — STo E on the derived category
side. Tt follows from the reality properties (A.18) of the periods T and Tp that the action of

derived duality preserves the slice of Il-stability conditions,

(2.32) Z-(v")=~2.(7)

where [r,d,chy]Y = [—r,d, —chy] = [—r,d,3d — x). Moreover, one can show that the periods
T (1), Tp(7) satisty the geometric stability conditions (2.30) in the fundamental domain F¢ and
its translates [31, §C].

In the limit 7 — ico, C(7) = 1+ O(q) with ¢ = ™7, the central charge becomes a quadratic
polynomial in 7,

r
(2.33) Z:(7) = =5 (7" + §) +dr — chy + O(|7lq)

In fact, in the domain HY defined below (1.7) as the preimage of the region above the
the curve w = 3s? inside the fundamental domain Fo and its translates (see Figure 1),

the O(|7]q) corrections in (2.33) as well as the constant § can be absorbed by an action of

(o (s_?;?:r/gT) € GL(2,R)* with t = v2w — s2 on Z,.(7) (note that ST > 0 throughout HYV).

The new central charge is then Z[Y, () in (1.6).

The heart A, is more subtle [31]. In the fundamendal domain F¢, we define the heart as
A, = A(s(1)) where s(7) is defined as usual by s = Z2 and A(s) = Coh?, and extend this
definition to the full upper half-plane by T';(3) equivariance. In particular, in the translates
Fco(m) under 7 — 7+ m (which includes the region H*Y and the wedge of angle 27 /3 above
the orbifold point), the definition A, = A(s(7)) continues to hold. However it is no longer valid
below the arcs which connect the conifold points 7 € Z and orbifold points 7 € 7, + Z. In
particular, near the real axis the objects in A, may include complexes of arbitrary length. As a
result, the slice of Il-stability conditions only covers the part of the space U of geometric stability
conditions which lies above the purple line in Figure 13. While the image of the region 71" > 0
in the upper half plane does extend below this line, the relevant heart no longer coincides with
the one appropriate for geometric stability conditions.

3. SCATTERING DIAGRAMS AND ATTRACTOR FLOWS

In this section, we recall the construction of stability scattering diagram for quivers with
potential, generalize this notion to arbitrary triangulated categories, and explain its relation
to the Split Attractor Flow Conjecture in the case of non-compact CY threefolds with one-
dimensional Kéhler moduli space.
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3.1. Scattering diagram for quivers with potentials. Let (@), W) be a quiver with potential.
A representation R of (Q, W) is a set of finite dimensional vector spaces M; for every node
i € Qo, and linear maps M,: M; — M; for every arrow (a: i — j) € ()1 such that for any
arrow a € @y, the element OW/0a in the path algebra of @) evaluates to zero on R. The set
of representations R forms an Abelian category A graded by the lattice Z? of dimension
vectors v = dim R = (dim M, );eq,. For any set (z;)icq, of points z; = —6; + ip; in the upper
half-plane Hp, the pair ¢ = (Z, A) with central charge Z(v) = >, iz with n; = dim M,
defines a stability condition in the sense of §2.3. We denote by Mz(7) the moduli space of
o-semi-stable representations of dimension vector v, by €2z(7) its motivic Donaldson-Thomas
invariant (2.24) and by Q(7) its rational counterpart (1.1). These invariants vanish unless
belongs to the positive quadrant 'y = IN®o,

As shown in [29], the set of DT invariants is conveniently encoded in a stability scattering
diagram Dg in the space R?° spanned by King stability parameters 8 = (6;);c0,. To define D,
we first introduce the hyperplane orthogonal to «

(3.1) Ry (v) ={0:(6,7) =0}

which we call geometric ray". At any point along R§°(v), the notion of Z-semi-stability
coincides with the notion of #-semi-stability (i.e. R is #-semi-stable if and only if (6,~") < 0 for
any subrepresentation R' C R of dimension vector 7). In particular, the index Qz(v) = Qp(7)
is independent of p. We then define the active ray Rq(7y) as the subset of RE”(v)

(3.2) Ro(y) ={0:(0,7) =0, Q(7) #0}

Since Qy(7) is invariant under rescaling § — A\ with A\ € R, and since it can only jump
on a finite set of hyperplanes Rng °(y") corresponding to the destabilization by a subobject of
dimension vector 7" < =, the set of rays {Rqg(7) : v € I';} decomposes into a complex of convex
rational polyhedral cones in the space R of King stability conditions.

Furthermore, to each point § € Rq(7y) we associate an automorphism Uy(7) of the quantum
torus algebra 7 defined as follows. Let 7 be the algebra C(y)[[Xr,]] generated by formal
variables &, for any v € Iy, with coefficients in C(y), subject to the relations

(3-3) X’Y ‘X’Y’ = (_y)<7ﬁ/>X'y+'y’

where

(3.4) (LYY= > (niny—nn)
a:(i—7)€Q1

is the antisymmetrization of the Euler form xq(7,7') = X icq, MM — 2 a.(isjyeq, MilYj- For any
positive integer M, we denote by Ty the ideal spanned by generators X, with total dimension
Zier n; > M, and define the pro-nilpotent algebra T as the inverse limit of 7 /7Ty as M — oo.
We denote by G = exp(’i’) the corresponding pro-unipotent group. The automorphism Uy(7y) is
the element of G defined by

QG(V)XW)

y -y

The scattering diagram D¢ can be defined as the set of decorated rays {Rqo(y) : v € '}
equipped with the automorphism Uy(7y) at each point. The wall-crossing formula for DT

invariants ensures that Dy is consistent in the following sense [29]: for any generic closed path
P:te[l,0] - R¥ (where generic means that the intersection of P with a ray R(v;) at t = ¢;

(3.5) Up(7) = exp(

15The rays are sometimes called walls of second kind or BPS walls. The word ’ray’ avoids possible confusion
with walls of marginal stability (or first kind), but admittedly is most adequate for two-dimensional scattering
diagrams, where rays are in fact one-dimensional.
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is transverse and does not meet any cone of codimension larger than one), the ordered product
of automorphisms associated to each intersection is trivial,

do
3.6 V)T =1, & =si =Y
(3.6) T2t e =sien ()

This consistency property ensures that all rays can be deduced from the knowledge of the initial
rays, defined as those rays R(7y) which contain the self-stability condition 0,(7y) := (—,~) (such
that (0,(7),7') = (¢/,7) for all /). The attractor tree formula of [21] and the flow tree formula
of [22] provide an algorithm to compute Qy(y) on any ray in terms of the attractor invariants
() for the initial rays.

For a general quiver with potential (@, W), the determination of the initial rays is a difficult
problem. For an acyclic quiver however, it is easy to prove that the only initial rays are those
associated to the simple representations at each node [29, Theorem 1.5|, with

(3.7) (i) =1, Q(ky)=0fork>1

More generally, one can show that €,(y) = 0 unless the support of v (defined as the set of
vertices i € Qo such that n; # 0) is strongly connected [20, Theorem 3.8|. For quivers associated
to non-compact Calabi-Yau threefolds, it is conjectured in [23, 20, 24] that Q,(vy) = 0 unless ~
belongs to the kernel of the antisymmetrized Euler form.

3.2. Scattering diagrams for Kronecker quivers. As an example which will play a central
role later in this paper, let us consider the Kronecker quiver with 2 nodes and k arrows a;: 1 — 2.
Since the quiver is acyclic, the only initial rays are those associated to 41 = (1,0) and v = (0, 1),
with Qg(7v1) and Qy(y2) = 1 along the axes ; = 0 and 6, = 0, respectively. For other dimension
vector (ny,ns), the moduli space My(7) has virtual dimension

(3.8) virdime My(7y) = kning — n? —n3 + 1

It is empty unless 6; > 0,6, < 0 and (3.8) is non-negative, in which case it coincides with the
actual dimension. Note that the formula (3.8) is symmetric under the exchange (ni,ns) —
(n2,n1), and under (nq,n3) — (ng, kN2 — ny), which corresponds to a mutation of the quiver.

For the Ay quiver (k = 1, left panel on Figure 14), the only active ray in the quadrant
01 > 0,05 < 0 is associated to 1 + 72, with Qp(71 + 72) = 1 along the diagonal 6; + 0 = 0, and
the consistency condition (3.6) reproduces the usual five-term relation

(3-9) u"/lu’)’? = uvzuw +72u71

For the affine A; quiver (k = 2, middel panel on Figure 14), there is an infinity of active rays
of the form (k,k —1),(k — 1,k) and (k, k) with £ > 1, with DT invariant 1,1 and —y — 1/y,
respectively. For the Kronecker quiver with x > 3, arrows there is a discrete set of active rays
(n1,n9) with unit DT invariant, obtained by successive mutations of (1,0) and (0,1), and a dense
set of rays in the region kK — VK% — 4 < 27%, 27%2 < k+VkK?* — 4. For k = 3 (right panel on Figure
14), the discrete rays correspond to (ny,ng) = (Fag, Forya) where Fyy are the even Fibonacci
numbers 1,3,8,21,.... In Table 2, we tabulate some of the DT indices Ky (n1,ns) = Qy(n1,n2)
for low values of (k,n1,ns), restricting to the case Kk = 0 mod 3 which is most relevant for
the present work. It is worth noting that for (ny,ns) = (1,1), the moduli space of stable
representations is P!, hence

W =y ")y 1
(3.10) K.(1,1) = (=) 22— 2 2758 (1),
y—1/y
More generally, for (ny,n2) = (1,n) or (n, 1), the moduli space My(y) is the Grassmannian of
n-dimensional planes in C*, hence K, (1,n) = 0if n > k. From the point of view of the flow tree
or attractor tree formulae, this vanishing occurs as a result of cancellations between numerous
different trees.
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b4l " b4l

Y2 Y2 Y2

1+2y2

Y1 RY2

271+y2

FIGURE 14. Scattering diagram for the Kronecker quiver with x = 1,2, 3 arrows

TABLE 2. Table of indices K, (n1,nz) for the Kronecker quiver with x arrows,
dimension vector (ny,ny) in the chamber 6; > 0,0, < 0 with n16; + nefy = 0.
Negative powers of y omitted in the dots are determined by invariance under
Poincaré duality y — 1/y.
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3.3. Stability scattering diagrams. The construction of the stability scattering diagrams in
the space of King stability conditions for quivers with potential can be generalized to the space
of Bridgeland stability conditions on any triangulated category C of CY3 type, at the cost of
several complications.

The main complication is that charges v such that Qz(y) # 0 are no longer restricted to a
fixed cone T';, although they are still restricted by the condition $Z () > 0. Secondly, there
is no analog of King stability conditions, so no reason to restrict to rays where RZ(v) = 0.
In this subsection, we define a family of scattering diagrams Dy, C StabC labeled by a phase
Y € R/27Z, supported on active rays where semi-stable objects with arg Z(y) = ¢ + 7 exist.

We first need to properly define an analogue of the quantum torus algebra 7. Let Tr be the
algebra C(y)[AT] generated by formal variables X, for any v € I' = K(C), with coefficients in
C(y), subject to the relations

(3.11) X, X, = (—y)"x,,
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For any stability condition o € StabC, phase ¢y € R/(2rZ) and mass cut-off M > 0 we
denote by 7T, the ideal spanned by generators X, with S(e™Z,(7)) > M. We define the
pro-nilpotent algebra 7Af,’¢ as the inverse limit of 7 /754 m as M — oo, and the pro-unipotent
group G, = exp(Tou).

For any phase ¢ € R/(27Z) and charge vector v € I'\{0}, we define the geometric ray as the
codimension-one locus inside Stab(C)

(3.12) R‘ffo(fy) = {0 =(Z,0) € Stab(C) : R(e ™ Z(v)) = 0,3(eZ(y)) > 0}

along which the argument of the central charge Z(v) is equal to ¢ + § modulo 2. We further
define the active ray Ry(7) as a subset of R¥™(y) along which the rational DT invariant Qz(7)
defined in (1.1) is not zero,

(3.13) Ry(7) = {o: R(e™Z(7)) =0,3(e7Z(7)) >0, () # 0}
At any point o along an active ray, we associate an automorphism

%)

(3.14) ts () = exp 222

valued in G, 4. Since the geometric ray (3.12) is invariant under rescaling v by any positive real
number, and since the automorphisms U, (y) associated to collinear charges commute among
each other, it is convenient to combine all active rays R (kv) for a given primitive charge v € T’
into a single ‘effective’ ray

(3.15) R () ={o: R(e™Z(y) =0,3(™Z(7)) > 0,3k > 1 ,Q,(kv) # 0}

equipped with the automorphism

- ) = exp (37 ) _ (5 Sl

-1 _ -1 _
1 Y Y — Y Y

where Exp is the plethystic exponential. When ~ is non-primitive, we set U () = U (~y/¢)
where / is the largest integer which divides 7, so that both R (v) and U™ () are invariant
under rescaling v by a non-negative rational number.

The stability scattering diagram D,,(C) is defined as the union of all active rays R (y) with
~v € T, equipped with their respective automorphism U, () (equivalently, the union of all
effective rays R (y) with ~ primitive, equipped with U5 (7y)). We note that Dy (C) is invariant
under ¢ — 1 + 7 and ¢ — —1), upon relabeling the charges v into —y or v (defined below
(2.32)), respectively. In the following, we shall restrict to ¢ € (=7, 7], such that the rays are
supported on loci where semi-stable objects A exist in the heart.

As in the case of quivers, the wall-crossing formula for DT invariants again ensures that the
scattering diagram Dy, (C) is consistent, but in a more restricted sense than in the quiver context:
rather than considering an arbitrary closed path P, we pick any point ¢ on a codimension two
intersection, and consider an infinitesimal path ¢ € [1,0] — StabC circling counterclockwise!
around o in a two-dimensional plane containing o and intersecting the rays R, (7;) transversally
(and away from cones of codimension greater than one). The consistency condition is then that
the ordered product of automorphisms associated to each active ray R(v;) intersecting at o is
trivial:

(3.17) Hua(ti)<’yi)€i -1

167 change of orientation maps the product (3.17) to its inverse, so does not affect the consistency property,
but it does exchange the notions of incoming and outgoing rays. In §3.5 we restrict to two-dimensional scattering
diagrams where the rays inherit a global orientation from the complex structure.
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Here, t; are the intersection points of the path with all rays passing through ¢ and ¢; = + is
given by

: _ip d
(3.18) e = signR <e ¢dtZg(ti>(%-))

Rays such that ¢; = 1 (respectively ¢, = —1) are called outgoing (respectively incoming)
at the point 0. Expanding out the exponential in each factor and using the algebra (3.11),
the consistency property (3.17) allows to determine DT invariants on outgoing rays from the
knowledge of DT invariants on incoming rays. The result takes the form

(3.19) -3 vAut{?% [10 ()

n>1 =31,

where only a finite number of decompositions contribute (this follows from (e ¥ Z,(v;)) =
|Z(7;)| and the support condition). The coefficients g({v;}) can be computed either using the
attractor tree formula of [21] or the flow tree formula of [22]'". Both involve a sum over rooted
trees decorated with charges 7. along the edges and stability parameters 6, at the vertices,
valued in an auxiliary space R". The former involves trees of arbitrary valency and stability
parameters at the root vertex given by 6; = R(e ¥ Z,(v;)), while the latter involves binary trees
only, at the cost of perturbing the stability parameters at the root vertex.

Since the consistency condition (3.17) determines the outgoing rays from the incoming rays at
each codimension-two intersection point of the scattering diagram, the full diagram is determined
if one can identify a set of initial rays, from which all other rays originate by repeated scattering.
In the context of quivers with potential, the initial rays in the space of King stability parameters
are those which contain the self-stability condition 8,(y) := (—,v). We do not know a simple
characterization of initial rays for a general scattering diagram, but in the context of scattering
diagrams restricted to the slice of Il-stability condition, it is natural to conjecture that they
either emanate from a boundary point of II where the central charge Z,(FE) tends to zero,
or from a regular attractor point o,(£) such that central charge |Z,,g)(£)| attains a local
minimum with arg Z,(E) = ¢ + 5. Once such initial data has been fixed, by similar arguments
as for standard scattering diagrams [53], the scattering diagram D, is expected to be uniquely
determined, and the DT invariant Q,(v) at any point ¢ € StabC can be read off from the
automorphism U, () along the ray Ry () with ¢ = arg Z,(y) — 5 passing through the desired
point o.

3.4. Attractor flows and Split Attractor Flow Conjecture. We define the attractor flow
AF(v) as the flow on the physical slice of II-stability conditions'® induced by the gradient of
the modulus square of the central charge Z(7) for a fixed charge v € I'\{0}. In local complex
coordinates z* on II,

dz¢
du
where 1 is a coordinate parametrizing the flow, and g™ is the inverse of the Kihler metric
Ga5dz2dz® on 1II specified by local mirror symmetry. Note that the flow depends only on the
conformal class of the metric, up to reparametrization of u.

A key property of (3.20) is that the modulus of the central charge necessarily decreases along
the flow,

(3.20) = —g" 05| Z(v)?

d _
(3.21) @IZ(V)V = —20.1Z(7)|*¢" % Z(7)* < 0

1"The Coulomb branch formula of [13, 52| gives yet another prescription, which gives the same coefficient
g({~i}) whenever all charges ~; whose rays intersect o lie in a common two-dimensional sublattice, such that
scaling solutions do not occur.

18\ ore generally, one could consider the attractor flow along any complex subspace in the space of Bridgeland
stability conditions, such as the large volume slice, equipped with a hermitean metric.
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and z%(p) must therefore reach a local minimum of |Z(7)| as 1 — oo, unless it encounters a
singularity (or reaches the boundary) along the way. We denote by z.(y) the endpoint of the
maximally extended flow; it is independent of the initial value of z* at 1 = 0 within a given
basin of attraction. If Z. (,)(7) # 0, the endpoint of the flow is said to be a regular attractor
point, otherwise it is a singular attractor point. Following common lore, we define the attractor
index €2, (y) as the limit of €2,(v) along the flow z — z,(7), and similarly for the rational
attractor index €, (7). This definition overlooks the possibility that a given charge may admit
different attractor points (depending on the basin of attraction b), in which case one should
attach an collection of attractor indices Qib) (7) to the same charge v, but we shall gloss over
this complication in this work, since it does not arise for local CY threefolds.

An attractor flow tree is an oriented rooted tree T', decorated with charges 7. € I'\{0} along
each edge e € Er and equipped with a continuous map m: T" — II such that

(1) (charge conservation) At each vertex v € Vr, v, = 3 cay,) Ve Where 7, is the charge
along the edge ending at v and ch(v) the set of children edges leaving from v;

(2) (attractor flow along edges) For each edge e € Ep, the map 7|.: e — II is an embedding
and its image m(e) follows the flow lines of AF(~,);

(3) (marginal stability at vertices) At each vertex v € Vp and for each child edge e €
ch(v), the phase of the central charge Z(7.) is equal to that of Z.)(v,), and
%(Zw(ﬁ)(%)Zﬂ(vﬂ(%))<'ye,%> > 0, with v' a point infinitesimally close to v along
the edge ending at v;

(4) The leaves of the tree v; are mapped to the attractor points z.(v;), where ~; is the charge
along the edge ending at v;.

The tree T is called active if Q(7.) # 0 along each edge. We denote by 7.({7;}) the set of
attractor flow trees whose root vertex vy is mapped to m(vg) = z € II, and whose leaves carry
charge ;. For fixed charges {~;}, this set is obviously finite (most of the time empty).

The Split Attractor Flow Conjecture, originally proposed in [8, 9] and sharpened in [11],
amounts to the statement that for any z € Il and v € I, there exists only a finite number of
decompositions v = Y, 7; such that 7,({;}) is non-empty; the rational index 2,(v) is then
obtained by summing over all attractor flow trees,

(3.22) Q.(y) = 72 Mut(l{%}ﬂ Z !Jz(T)HQ*(%)
Y= % TeT-({v:}) ¢

Here, |Aut({v;})| is a symmetry factor, given by the order of the subgroup of permutations of n
elements which preserves the ordered list of charges {~;}, and the prefactor g.(T") is obtained
recursively by applying the wall-crossing formula at each of the vertices of the tree. In the
case of a binary tree, such that each vertex v has two descendants edges ch(v) = {L(v), R(v)}
(defined up to exchange), it is simply given by a product over all vertices,

(323) gZ(T) = H (_1)<’YL(U)”YR(D)>+1’<’YL(U)77R(v)>|
veVr
or in the case of refined invariants,
y(“/L(u)NR(vﬂ _ y*(7L<v>7“/R(v)>

y—y!

(3.24) g9:(T,y) = ] (1)@ 2 sign((y1.0), Yrew)))

veVp

More generally, if the tree has vertices with higher valency, the prefactor g,(7T) is given by the
product of the local factors appearing in the formula (3.19), evaluated on the charges which
descend from the vertex v:

(3.25) g:(T) = T 9(ch(v))

veVp
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Alternatively, in cases where the Dirac pairing (—, —) is degenerate (as is the case for local
CY threefolds) such that there exists a non-zero § € T' with (§, —) = 0, one may perturb the
charges v, — v; + €;0 where ¢; are small parameters, such that the attractor flow tree is resolved
into a union of binary trees, for which (3.23) or (3.24) can be applied. Such a perturbation is in
fact a necessary step when applying the flow tree formula [14, 22| at each vertex, although it
need not extend to a global perturbation of the full set of trees in 7,({7:}).

It is worth noting that there can be cancellations between different trees with the same
embedding. This occurs for example for the Kronecker quiver with s arrows and dimension
vector (1,n) with n > k, as noted below (3.10), and can be viewed as a consequence of the Pauli
exclusion principle for multi-centered black holes [54]. A weak version of the Split Attractor
Flow Conjecture is then that the number of active attractor flow trees is finite.

While the formula (3.22) is largely a consequence of the wall-crossing formula, the main
problem is to ensure that only a finite number of decompositions v = > 4; can occur as leaves
of attractor flow trees, and to provide an algorithm for finding them in practice. The fact that
the modulus of the central charge |Z(~.)| decreases along each edge, and is additive at each
vertex, implies that the central charges of the constituents are bounded by

(3.26) Z | Ze ) (V)| < 122(7)

This constraint was used in [11, §C| to show that, in the context of compact CY threefolds
at large radius, the number of attractor flow trees terminating in a fixed compact region of
Kéhler moduli space is finite. However, this constraint becomes less and less stringent in regions
where |Z, ()| becomes large (e.g. in the large volume limit), and moot for constituents which
are massless at their respective attractor points. As we demonstrate in §4.2, the Split Attractor
Flow Conjecture (in its strong form) holds for Kp: along the large volume slice defined by the
quadratic central charge (1.6). In §6.4 we describe how the SAFC along the slice of TI-stability
conditions is proven for Kp> (Theorem 3).

3.5. From scattering sequences to attractor flow trees. The connection between the
scattering diagram Dy (C) and the attractor flow is based on the observation that when Z(v) is
a holomorphic function on II, its argument is constant along AF(y),

(3:27) $rane20) =33 10s 20)) = 3(-0,20)g" % 2()) = 0

This property holds for any non-compact CY threefold [55], and is tied to the fact that the central
charge of the DO-brane is independent of Kihler moduli’®. A second important consequence of
the holomorphy of Z is that minima of |Z(v)| can only occur when Z(v) = 0 or at the boundary,
hence regular attractor points never occur. Since Q.(7) = 0 at a point z where Z(v) = 0 by the
support property (2.22), the endpoint of the flow must be a singular point in Kéhler moduli
space, hence belongs to the boundary of the space of stability conditions.

Since the argument of Z(+y) is constant along the flow, the flow lines of AF(~y) must lie inside
the geometric ray Rieo('y), where 1) is fixed in terms of the argument of the central charge at
p = 0. Since the flow is only meaningful when Q(y) # 0, and can only split when the central
charge of the descendants Z(v.),e € ch(v) become aligned with that of the incoming charge
v, at every vertex v, the whole attractor flow tree is in fact embedded inside the scattering
diagram D,,(C), with each vertex v lying along the intersection of active rays along the wall of
marginal stability W (7., 7e)-

Specializing further to the case where the slice of II-stability conditions has complex dimen-
sion 1, which is of main interest in this paper, both the flow lines and the rays have real dimension
one, so the intersection D, (C) N IT must in fact coincide with the set of all possible attractor
flows carrying central charges of fixed argument ) + 7. Moreover, the complex structure on II

190n a compact CY threefold, the physical central charge involves an extra factor Zpg = e~ Xj equal to the
DO-brane central charge, which is not holomorphic and cannot be trivialized by a K&ahler transformation.
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induces an orientation of the plane around each intersection point, such that the orientation
of the rays defined locally by (3.18) extends to a global orientation, in which incoming and
outgoing rays have decreasing and increasing values of (e ¥ Z(v;)) = | Z(v:)|, respectively. For
a given charge v € I' and point z € II, the set of split attractor flows determines all possible
scattering sequences, starting from initial rays R (7;) specified by the leaves of the tree and
producing an active ray R, () going through the desired point z € II. In the (admittedly
restrictive) context of local CY threefolds with a single Kéahler modulus, the Split Attractor
Flow Conjecture then amounts to the finiteness of the number of such scattering sequences.

4. THE LARGE VOLUME SCATTERING DIAGRAM

In this section, we determine the scattering diagram Dy for the category C = D*(Coh Kp»2)
along the large volume slice (Z(LS\’/t), A(s)) with (s,t) € R x R, defined by the quadratic central
charge (1.6)

(4.1) Z(7) = —g(s +it)2 + d(s + it) — chy

and heart A(s) = Coh* defined in §2.4. For brevity we write (4.1) as Z(7) in this section. The
scattering diagram D{;V for ¢ = 0 was analyzed in [26], using adapted coordinates (z = s,y =
—3(s? — %)) such that the rays RZ(v) = 0 are straight lines ry 4+ dz — chy = 0 lying above the
parabola y = f%x? We shall recast the construction in coordinates (s,t), which have a more
transparent relation to the coordinate 7 on the physical slice, and generalize it to any phase
Y € (=5, 5). We shall also describe an algorithm for determining which scattering sequences can
contribute to the index €, () for given charge v and moduli (s, ), and apply it to compute
the Gieseker index Q. (7) for small Chern vectors. As a consequence of this algorithm, the Split

Attractor Flow Conjecture holds along the large volume slice.

4.1. Scattering rays and walls of marginal stability. For simplicity we first consider the
case 1 = 0. Evaluating the real and imaginary parts of (4.1),

1
(4.2) RZ(v) = —57’(52 — ) +ds —chy , SZ(y) =t(d— sr)
we readily see that the geometric rays R (v) = {(s,t) : R(Z(7)) = 0,3(Z(v)) > 0} are given
as follows:*

e 7 #0and A > 0: a branch of hyperbola intersecting the real axis at s = p — sign(r)v/2A
(where Z() vanishes) and asymptoting to s = g — tsignr from below;

e r # 0 and A = 0: the half-line s = % — tsignr;

e r # 0 and A < 0: a branch of hyperbola starting at (s,¢) = (u, vV—2A) (where Z(7)
vanishes) and asymptoting to s = ‘;i — tsignr from above;

e r =0 and d > 0: a vertical line at s = chy/d;

e r =( and d < 0: the geometric ray is empty.

Recall that the slope p and discriminant A were defined in (2.4). Moreover, the rays are oriented
in the direction of increasing ¢ (or equivalently decreasing rs when r # 0), such that the modulus
of the central charge |Z(v)| = SZ(v) increases along the ray.
On the other hand, the walls of marginal stability W(v,~’) where the phases of Z(y) and
Z(v') align (or anti-align) are given by the vanishing of
3(Z()Z()

1
(4.3) W(y,7) = — = 5(82 + t3)(rd — r'd) — s(rchl, — r'chy) + (dch), — d'chy)

2ONote that there are no rays associated to skyscraper sheaves with r = d = 0.
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When rd" —r'd = 0, W(v,v') is a vertical line at s, ., = p = ', otherwise, it is a semi-circle

centered at (s, 0) of radius R, ,/, with

rchl, —r'chy 1 A— A
4.4 ;= i e R N —
( ) S’YJY T‘d’—?"’d 2(,U,+,U,) //L_,U//

dchiy — d'chy
(45)  Byy= \/ I ey R \/ (83— p)? =20 = \/ (89 — 1)? = 28

We shall denote this half-circle by C(s, ./, R,). Whenever distinct geometric rays R§™(y) and
RE°(7') intersect, they do so at the highest point (s, ., R,./) along the half-circle W(~, '),
and bound states exist on the side of the wall where ¢ is large, i.e. (rd —r'd)W(v,~") > 0.
Assuming that A > 0 and A’ > 0, the intersection is not empty provided u # 1’ and, depending
on the signs of 7,77,

i) r>0,r"<0: w4+ V2A < —V2A

i) r>0,7>0and p<p : p— V20 < pu—+2A
(4.6) i) <0, <0and p<p' = p + V20 < p++2A

i) r>0,7r"=0: C(l;—//?<u—\/ﬂ

v) r=0,r"<0: [+ V2N < D2

The remaining cases (r < 0,7 > 0, or 7 < 0,7/ =0, or r = 0,7 > 0, or r,7" = 0 with p > ')
are given by exchanging v and 4/, while the intersection is evidently empty if r = 7' = 0. The
case 1) is depicted in Figure 15, other cases can be understood similarly. Tt is interesting to note
that whenever the intersection is not empty, one has

(4.7) dd' —rchy —r'chy > 0

In cases i) — 4ii), this follows by writing chy = £5(2u — ), where s = 1 —signr v/2A is the point
where the ray RE®(y) crosses the real axis, and similarly for R5*(v'), such that

/

U ! / rr /
(4.8) dd' — 1 chy —r'chy = —- [(p=s)+ (u—35) = (n—p)?]

which is manifestly positive. Cases iv) and v) are obvious. If A or A’ is negative, the conditions
(4.6) for non-empty intersection continue to hold upon setting v2A — 0 or v/2A’ — 0, but the
condition (4.7) no longer needs to hold.

The structure of the walls of marginal stability for fixed charge v was analyzed in 32, 33, 34].
The main result is that for > 0, there is a finite number of walls, forming two sequences?!
of nested half-circles on either side of a vertical wall at s = g. For (s,t) outside the largest
walls (sometimes called Gieseker walls) the index Qs 4)(7) agrees with the Gieseker index Q. (7),
justifying the notation. For r = 0 and d # 0, there is a single sequence of nested walls, and
Qs () similarly agrees with the Gieseker index 2,.(7) for outside the largest wall. When ~
is a multiple of the Chern vector associated to O(m) for some m € Z, the chamber structure
is actually trivial, with Q) (v) = d,,; for any s < m and ¢ > 0. As each wall in the nested
sequence is crossed, the moduli space M, () of o-semistable objects undergoes a birational
transformation contracting a particular nef divisor associated to the wall (but keeping the
dimension dim¢ M, () unchanged), until the innermost wall (sometimes known as collapsing
wall) is crossed, after which M, () becomes empty. In particular, the index vanishes at the
point (u #+ v2A,0) or (chy/d,0), respectively, where Z(y) = 0, which always lies inside the
innermost wall. In the rest of this section, we shall confirm this structure using the scattering
diagram. Before doing so, we make a couple of remarks.

21This duplication is due to our definition of DT invariants, which count semi-stable objects of charge ey
where €Z(v) € Hp.
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FIGURE 15. Assuming r > 0,7 < 0, i + V2A’ < — v/2A with A, A’ > 0, the
rays R§°(y) (in blue) and R§™(7') (in red) intersect at the apex of the wall of
marginal stability W(v,7’) (in dotted black). The dashed rays corresponding to
RE(—~) and RE*°(—9') do not intersect. Outgoing rays, not shown here, are
emitted in the forward region between the blue and red lines. For ¢ # 0 with

|| < %, the intersection point is displaced by an angle 1/ along the dotted circle.

Viewing (s,t) as ‘space’ and ‘time’ coordinates in a two-dimensional Minkovski space, one
may think of the active ray Ro(y) C R5*(7) as the worldline of a fictitious relativistic
particle of mass-squared m(y)? = r?A = %dz — rchy, global charge v and electric charge
g = r and immersed in a constant electric field. Indeed, when r # 0 the trajectory for
such a particle is a branch of hyperbola asymptoting to the light cone s ~ tsignr, while
it is of course a straight line inside the light-cone when r = 0. When two such particles
collide, their charges add up and their mass increases by

m*(y +') —m*(y) —m*(y') = dd’ — r chl, —r'chy

which is positive when A, A’ > 0 by virtue of (4.7). This analogy is not perfect, since
the initial position and velocity are fixed by the charge (in particular, the only allowed
trajectory for r = 0 is a vertical line).

Two key properties following from this analogy are that the rays remain within the
forward lightcone |ds| < dt (the causality property), and that the ‘electric potential’

() = 2(d = s7)

can only increase as t increases (for » = 0, it remains constant since the ray is verti-
cal). The fact that IZ(v) = tps(7) increases with ¢ is an obvious consequence of the
monotonicity of |Z(v)| along the attractor flow, but the point is that SZ(vy) increases
faster than t. These properties will be instrumental in the next subsection for obtaining
bounds on allowed constituents for a given total charge ~.

In the simplest case of a collision of two incoming rays R (1) and RET (v2) with primitive
vectors 7;, each of them having Q(k~;) = 01, there is an infinite fan of outgoing effective
rays of the form R (nyy; + naye), carrying an index Q(nyy1 + noye) = K (ng,n2) given
by the DT invariant of a Kronecker quiver with k = |(71,72)| arrows (a multiple of 3 due
to (2.3)) and dimension vector (ni, n2) (see Table 2 for a table of some relevant values).
More generally, the outgoing rays at each collision are determined from the incoming
rays by requiring that the product (3.17) of automorphisms U(~;)¢ around the collision
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point is equal to one, or equivalently by using the flow tree formula of [14, 22|, with the
indices associated to incoming rays playing the role of attractor indices.

4.2. Initial rays and scattering sequences. The main result of [26] was to identify the
initial rays of the scattering diagram DEV. Namely, it was shown that the initial rays form
two infinite families associated to O(m) and O(m)[1], with charge v,, = [1,m, $m?] and —v,,
respectively, emitted from the points (m,0) along the boundary, for any m € Z. Moreover, the

automorphism U () on each such ray is specified by

vy

k(y* —y*F)

for every k > 1. The fact that initial rays can only emanate from integer points along the
boundary follows by noting that in any triangle bounded by ¢ < max(s—m, m+1—s) in the (s, )
plane, o-semistable objects must be in the heart of the quiver associated to the tilting sequence
(E1(m — 1), E3(m — 1), E3(m — 1)) (see (1.8)), but such objects necessarily have RZ(vy) # 0.
The invariance of the initial rays under translations (s,t) — (s + 1,t) is a straightforward
consequence of the action of auto-equivalences £ — E(1) on C, while the invariance under
(s,t) — (—s,t) is consistent with the derived duality (2.32) in the large volume limit.

Given this simple structure for the initial rays, the consistency requirement (3.17) at any
intersection determines in principle the automorphism U () at any point (sg,ty) along the
geometric ray R§™ () for any primitive charge vector -y, and therefore the indices (44 (k7) along
the same ray. In particular, the invariance of initial rays under translations (s,t) — (s + k,t)

makes it obvious that the resulting indices will be invariant under the action of auto-equivalences
E — E(k),

(412) Q(s,t) ([T7 d, X)) = Q(S+kat) ([T, d+kr,x + k(d T %T) + kaZT)) , keZ

(4.11) Qu(Ekym) =01, Ql(Ehyn) =

while the invariance of initial rays under (s,t) — (—s,t) implies the symmetry under derived
duality

(4'13) Q(s,t)([rv d,x)) = Q(*s,t)([_n d,3d —x))

For r # 0 and 2d divisible by r, this can be combined with (4.12) to conclude that Q4 ([r,d, x))
is invariant under s — QT—d — s. Similarly, for » = 0 and 2y divisible by d one concludes that
Qs.0([0,d, x)) is invariant under s — 2 — 3 — 5.

In order to compute the indices in practice, the difficulty is to determine which rays, among
the infinite set of initial rays associated to O(m) and O(m)[1], can produce an outgoing ray
with the desired charge 7 passing through the desired point (so,ty). The electromagnetic
analogy mentioned in the previous subsection gives a way to tackle this apparently formidable
problem. Indeed, the problem amounts to determining the set of all possible particles of charge
% = kichO(m;) (i = 1,...n) and anti-particles of charge v; = —k/ ch (9( DG =1...7),
emitted from the boundary ¢ = 0 at spatial positions s = m; and s = m rebpectlvely, buch
that their scattering products contains a particle of charge v going throug'h (s0,to)-

A necessary condition is of course that all initial particles lie in the past light-cone of (so, o)
and their global charges add up to the desired charge,

(414) So — to < mi,m; < So +t0
n—1 n'—1 1 /
m2+3 , , m(m/; + 3)
(4.15) [r,d, x) = Zk [1 mi, 1+ 2 > Zk [17mj,1+ﬂ )

but there can be cancellations between the charges of k‘ZO(mZ) and k;0(m})[1] so these require-
ments alone do not yet give a finite set of decompositions. One can further reduce the set of
possible decompositions to a finite list by exploiting the monotonicity of the ‘electric potential’
defined in (4.10). Indeed, since each of the initial particles and anti-particles is emitted along
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the ‘light-cone’ t = |s — m;| or t = |[s — m]| at the boundary, the first scattering can only take
place after a time ¢t > %, by which time the electric potential ¢,(~;) has increased from 0 to k;,

and similarly for 7. This immediately gives a bound

n'—1

n—1
(4.16) D kit Y K <))
i=0 §=0

In particular, since the multiplicities k; and &} are > 1, the number n+n’ of possible constituents
is bounded by ¢, (7). Moreover, ordering the slopes m, m’; such that

(4.17) mo <my < <m0 My <o <my <mg

with k; < k;_; whenever m; = m;_;, and similarly k; < /4:;_1 whenever m; = m;-_l, it is clear

that the scattering between the left-moving particles k;O(m;) and right-moving anti-particles
K;O(m})[1] can only take place if m;, ; < mg and mj < m,,_;. Denoting by (s1,#) the point
where the last scattering takes place, such that mg < s; < my, the left-most anti-particle must
accumulate at least 2s; — 2my — 1 electric potential in going from my + % to s1, while the
right-most, particle must accumulate at least 2mg — 2s; — 1 electric potential in going from
mo — 3 to s1. Thus, the bound (4.16) can be strengthened to

n—1 n'—1
(4.18) D kit > K+ 2(mo —mp — 1) < g (7)
=0 =0

This restricts the initial positions m;, m; to a finite interval around s; that is typically tighter
than the causality bound (4.14) for large ¢. At any rate, the set of allowed initial integer
positions mi,m;- and multiplicities k;, k:; is finite. Thus, the list of possible decompositions
having a particle of charge v at position (sg, ;) among all their scattering products is finite,
and the SAFC holds along the large volume slice, for trees rooted at a point where RZ(v) =0
(we relax this restriction in §4.5).

Unfortunately, many of decompositions v = """, ~; + ZZII 7; which satisfy (4.15) and (4.18)
turn out to not include v among their scattering products, as the worldlines of the constituents
may fail to intersect. To determine which of them do, one way is to construct all possible binary
trees with constituents of charge 7; and *y]’., and retain those that satisfy the conditions (4.6) at
each vertex. Identifying vertices connected by edges of vanishing length (i.e. mapped to the same
point in (s,t) plane), one obtains a set of attractor flow trees associated to the decomposition.
The contribution of each attractor flow tree to the total index Q(,,+,)(7) can then be computed
by applying the (attractor or flow) tree formulae locally at each vertex, as explained in §3.4, or
more globally by perturbing the charges of the initial constituents v; — v; + €9,7; — 7; + €;0
where ¢ is the D0O-brane charge vector and ¢;, e} are small enough and generic.

While the resulting (unperturbed) attractor flow trees typically involve vertices of higher
valency and tend to proliferate, it is sufficient to keep track of scattering sequences, where
descendent edges whose charges are multiples of the same primitive charge 7, are aggregated
together as a single edge of charge kv.. Conversely, the original family of attractor flow trees
can be recovered from the aggregated flow trees by replacing each edge of charge kv, by edges
of charge {k17e, k27e, ... } where {k;} runs over all integer partitions of k. We shall make use of
this bookkeeping device in the next subsection, in order to keep the list of attractor flow trees
(or rather, scattering sequences) within reasonable length.

4.3. Examples: Hilbert scheme of n points on P2. We now apply the procedure outlined
above to the case of rank 1 sheaves with Chern vector v = [1,0,1 — n). At large volume ¢ — oo,
the moduli space M4 () reduces to the Hilbert scheme of n points on P2, for which the
Poincaré polynomials are well-known (see (2.13)). From the analysis in [32, 56], it follows that
the chamber structure is given by a set of nested walls, the largest of which being the Gieseker
wall corresponding to the destabilizing object O(—1). From the discussion below (4.3), this
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is the half-circle C(—n — 3,n — ). Thus it suffices to consider all scattering sequences which
go through the points (s,t) = (—n — 3,n — 1), with constituents with slopes in the range
—2n < m < —1, and electric potential bounded by gp_n_%(v) =2n+1.

We find that for any n, there is indeed a scattering sequence whose first splitting lies on the

Gieseker wall C(—n — 1, n — 1), namely
_ [{-0(-2),20(-1)} n=1
19 foieder {{{—0<—n ~1,0(-m)},0(-1)} n>2

For n = 1 the scattering sequence is a shorthand for two distinct attractor flow trees with
a single splitting into either two or three descendants, namely {v;,2v,} and {7y1,72, 72} with
v = —0(=2),72 = O(—1). The contributions of the two trees sum up to

(4.20)

501,22 PA0)20) + w(, 202)0(0)023) = 20 + 1472

Y-yt Y-yt

y=y 2y’ —y?)
reproducing the index K3(1,2) = y?+1+1/y? of a Kronecker quiver with 3 arrows and dimension
vector (1,2) (see Table 2). For n = 2, there is a single attractor flow tree with two vertices
{7, 72} 73} contributing

(4.21) K((, 72 (4 72,78)) = K3(1,1)° = (* + 1+ 1/y%)?

For n =1 or n = 2, there is a single wall of marginal stability associated to either of the two
sequences, and the total index agrees with the prediction (2.13) for the Gieseker index outside
the wall, and vanishes inside. This is consistent with the fact that the moduli space M () for
n < 2 has a single stratum.

FIGURE 16. Scattering sequences for Hilbert scheme of 1 and 2 points on P2.

For n > 3, there are additional walls of the form C(s, ., R,), associated to scattering
sequences with final vertex of the form 4 + (v —+') — 7. Below we list the corresponding
scattering sequences for n < 7, along with their respective contribution to the index in the
region above the respective wall (for brevity, we only indicate the unrefined limit y — 1, but
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the full refined index can be obtained from the Kronecker indices in Table 2). In all cases, we
find agreement with (2.13):

e For n = 3, there are two nested walls, each of which is associated to one sequence,

C(-3.3) (1-0(-0),0(-3)} 0(-1)} KL,
C(_7 7) {_20(_3)730(_2)} K3(2’ 3)

272
Again we stress that the scattering sequence {—20(—3),30(—2)} stands for 6 different
attractor flow trees, corresponding to the 2 x 3 integer partitions of 2 and 3, which all
split at the point and add up to the index of a Kronecker quiver with 3 arrows and
dimension vector (2,3). In the Gieseker chamber, the contributions of the two sequences
addupto9+13=22asy — 1.

e For n = 4 there are 3 nested walls, and correspondingly 3 sequences,

C(=3.3) {{-0(-5),0(-4)},0(-1)} Ks3(1,1)?
C(_%7@) {{_O(_4)7O(_3)}7{_O(_3)720(_2)}} K3(171)2K3(172)
C(=3,1)  {-0(—4),20(-2)} Ke(1,2)

In the Gieseker chamber, their contributions add up to 9+ 27 +15 =51 as y — 1.

FIGURE 17. Scattering sequences for Hilbert scheme of 3 and 4 points on P2

e For n =5 there are 3 nested walls associated to 3 sequences,

C(=5.3)  {{-0(-6),0(-5)},0(-1)} K3(1,1)?
C(—%-%) {{-0(-5),0(=4)},{-0(=3),20(-2)}}  K5(1,1)*K5(1,2)
C(=3.3)  {{-20(-4),20(-3)},0(-2)} K_336(2,2,1)

It is worth explaining in some detail the computation of the index associated to the last
sequence {{271, 272}, 73} with v = —O(—4), 72 = O(=3),73 = O(—2) (which we have
denoted by K,p.(2,2,1) with a = (v1,72), b = (72,73), ¢ = (73,71)). This sequence
actually stands for 5 different attractor flow trees, namely
{{27172’)/2}a’73}a {{7177172’72}7’73}7
(422) {{2’}/1772’72}’73}? {{’71771»72772}773}7

{1 e2d et sty

The first four of those combine to produce the rational index K3(2,2) — —2 of a
Kronecker quiver with 3 arrows and dimension vector (2,2). The fifth involves two copies
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of the Kronecker quiver with 3 arrows and dimension vector (1,1). The total index is

therefore
— 1
K_3536(2,2,1) = k({271 + 272, 73)) K5(2,2) + 5“((% + 72, 73))? K3(1,1)?
(4.23) 01,
6= + 3232 = 72
— 1 + 5

Equivalently, this factor arises by applying the flow tree formula to a local scattering
diagram with two incoming rays of charge « = v + v, and 8 = 73 with Q (a) =
K3(1,2) =y® + 1+ 1/y%,Q7(20) = K3(2,2) = =" — ¢’ —y —1/y — 1/y° — 1/3° and
Q7 (B) = 1, selecting the outgoing ray of charge 2a + 5. In the Gieseker chamber, the
contributions of the three sequences add up to 9+ 27+ 72 =108 as y — 1.

e For n = 6 there are 5 nested walls associated to 5 sequences,

C(—2,1)  {{-0(-7),0(~6)},0(~1)} K1 1)?
C(—L,¥E)  {{-0(-6),0(=5)},{—0(-3),20(-2)}} K5(1,1)2K5(1,2)
C(=5,¥8)  {{-0(-5),0(-4)}, {{-0(-4),0(=3)},0(-2)}}  Ks(1,1)*

C(—4,2)  {{-0(-5),0(=3)},0(-2)} Kg(1,1)2

C(=3.3)  {=30(-4),40(-3)} 5(3,4)

In the Gieseker chamber, their contributions add up to 9 + 27 + 81 + 36 + 68 = 221 as

y— 1.

R

FIGURE 18. Scattering sequences for Hilbert scheme of 5 and 6 points on P2.

e For n = 7 there are 6 nested walls, but one of them is associated to 2 sequences:

C(=3.5) {-0(=8),0(-7},0(-1)}

K
C(=4,¥38) {{-0(=17), 0(~6)},{-0(-3),20(-2)}} Ky(1, 1)K (1,2)
C(*%vﬁg@) {{-0(=6),0(=5)} {{-0(=4), O(=3)},O(-2)}} Ks3(1,1)*
C(=3.3) {{-20(-5),20(-4)},0(-2)} K_369(2,2,1)

7 {{_O(_5)70(_4)}7{_20(_4)730(_3>}} K3<1’ 1)2K3(273>
C(—4,v2)  {{-0(=5),0(=3)},{-0(-4),20(-3)}} K3(1,2)Ke(1,1)?
C(=:15) {-0(=5).{-0(-4).30(-3)}} K3(1,3)Ki5(1,1)

The index for the first tree associated to the wall C(—3,32) is computed in the same

way as explained around (4.23). Note also that the scattering sequence associated to
C(—4,+/2) is non-planar, as the ray O(—3) has to cross through —O(—4) before colliding
with —O(—5). The contributions of the 7 sequences to the Gieseker index add up to
9+27+81+ 72+ 117+ 108 4+ 15 = 429 as y — 1, in agreement with (2.13).
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FIGURE 19. Scattering sequences for Hilbert scheme of 7 points on P2.

4.4. Examples: D2-DO0 indices. We now turn to the case of rank 0 sheaves with Chern
vector v = [0,d,x) with d > 0. At large volume ¢ — oo, the index () is determined
in terms of refined Gopakumar-Vafa invariants via (2.15), in particular it is independent of
x- This is in general no longer true for finite ¢, due to the existence of a sequence of nested
walls of marginal stability. The outermost wall (or Gieseker wall) is determined as follows [57,
Proposition 7.5]. Let n be an integer in the range —% < n < 4 such that x + 3d(d —3) = kd+ 7
with k € Z. Then the Glebeker wall is the half—mrcle C(so, RO) of radius Ry = 4 — |Zl centered
at sp = % — 5 =k+ % — 5. When > 0, the destabilizing sub-object along the wall is O(k),
whereas for 17 <0it 1s the ideal sheaf Z,(_,(k) where Z(w) is a scheme of dimension 0 and
length w. For n = 0, these two notions agree, while for |n| = g they do not, but destabilizing
subobjects of both types may occur. It follows that all constituents of the trees contributing to
Q0o (7) must be emitted in an interval of width ¢ — ‘Z‘ centered around s, and electric potential
bounded by ¢, (v) = 2d.

We shall now discuss examples with low degree d, making use of the symmetry properties
(4.12) and (4.13) to restrict the values of x. In all cases, the wall structure matches with [33]
and the index outside the Gieseker wall agrees with the GV invariants in (2.16). The trees
arising at each wall also agree with the stratification in [58, 59, 60|, with one exception for
(d, x) = (5,3) mentioned below.

e For (d, x) = (1,1), such that (k,n) = (0,0), there is only one wall,

The tree corresponds to the fact that the structure sheaf of a curve O¢ is given by the
short exact sequence 0 — O(—1) = O¢ — O — 0, and its index Kg(l 1) =y*+1+1/y?
reproduces the Poincaré polynomial of the linear system [C] = P2.

e For (d, x) = (2,0),(2,1), such that (k,n) = (0,—1),(0,0), respectively, there is a single
wall

x=0:  C(=33) {-20(-2),20(-1)} K;(2,2)
x=1: ¢C(-1,1) {-0(-2),0} K3(1,2)

giving the same index —y° — > —y — ... in the Gieseker chamber in either case.
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e For (d,x) = (3,0),(3,1), such that (k,n) = (0,0), (0,1), respectively, there are two walls
in the first case, and a single wall in the second case,

x=0:  C(-3,3) {-0(-3),0(00)} Ko(1,1)
7 C(_%’%) {_30(_2)73(9(_1)} K3(3’3)
x =1 Cl—5¢) {-20(-2),0(-1)},0}  K3(1,2)Ky(1,1)

contributing 27 = 18 + 9 as y — 1 in the Gieseker chamber in either case.

FIGURE 20. Scattering sequences for (d,x) = (3,0), (3,1).

e For (d,x) = (4,0),(4,1),(4,2), such that (k,n) = (0,2), (1, —1), (1,0), respectively, there
are two walls in the first case, and three in the third case,

x=0 C(=3.5)  {-0(=3),{{-0(-2),0(-1)},0}}  K;(1,1)*K12(1,1)

§ C(—3.3)  {~40(-2),40(-1)} K3(4,4)
X = 1 C(_%%) {_O(_3)7{_O(_1)>20}} K3(172)K12(171)

7 C(_g7g) {{_30(_2)720(_1)}70} K3(2’3)K12(171)
x=2: C(-1,2)  {-0(-3),0(1)} Ki5(1,1)

i C(-1,v2) {{-20(-2),0(-1)},{-0(~1),20}}  K3(1,2)’K15(1,1)

7 C(—1,1) {—20(-2),20} Ks(2,2)

contributing —108 — 84 = —36 — 156 = —108 — 72 — 12 = —192 in the Gieseker

chamber in each case. Note that for y = 0, the first wall involves three charges
—0(=3),-0(-2) + O(-1) and O colliding at the same point, which can be resolved
into two successive collisions by perturbing the incoming rays. For each value of y, the
sequences match with the stratification in [58].
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For (d,x) = (5,0), (5,1), (5,3), such that (k,5) = (1,0), (1,1), (2, —2), we find
C(—3.3) {=0(-4),0(1)} Ki5(1,1)
C(_%@) {{—20(—3)70(—2)},{—O(—l),QO}} KS(LQ)QKIS(LI)
C(_%’%) {_O<_3)7{{_20(_2)520(_1>}50}} K15( ’1)K—3,3,6(2725 1)
C(=3.3)  {-50(-2).50(~1)} K5(5,5)
Cl—10, %) {{—20(-3),0(-2)},0(1)} K3(1,2)Ky5(1, 1)
C(—8, 428 ({-0(-3),{-0(-2),0(-1)}}, K3(1,1)%K3(1,2) K15(1, 1)

{-0(-1),20}}

(8.1 {-0(=3),{-0(-2),20}} Ko(1,2)K15(1,1)
Cl—10: 1) {{~40(-2),30(-1)}, 0} K3(3,4)K15(1,1)
Cl—y5:75)  {=0(=3), {{-0(~1),0},0(1)}} Ks(1,1)2K35(1,1)
C(_l%’%> {{_30<_2)72O(_1)}70(1)} K3(273)K15(1,1)
C(—5,20) {{-20(-2),0(-1)},{-20(-1),30}} K5(1,2)K5(2,3)K15(1,1)
C(_%’@) {{_2(9(_ )70}7{_(9(_1)720}} K3(172)K6<172)K15(1,1)
Cl—15,15) {—20(=2),{-0(-1),30}} K3(1,3)Ky5(1,2)

contributing 15 + 135 + 1080 + 465 = 45 + 405 + 225 + 1020 = 135 + 195 + 585 4 675 +
105 = 1695 in the Gieseker chamber. For x = 0, the third wall involves three charges
—0(-3),-20(-2) + 20(—1) and O colliding at the same point; it can be treated
by perturbing in the same way as for (d,x) = (4,0) and using the same reasoning as
explained below (4.23). Note that the fourth sequence for y = 3 is non-planar, and
corresponds to a codimension one stratum, which appears to be missing in [59].

P

O(-3) 30(-2) o(-1) o o(1)
)(-2) 20(-1) 30 (1)

O(-3) O(-2 30 o 2 O(-2) O(-1)

2 0(-1)

O(-1)

FIGURE 22. Scattering sequences for (d, x) = (5,0), (5,1), (5,3)
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e For (d, x) = (6,1), corresponding to (k,n) = (2, —2),

(—4,8)  {~O(=4),{{-0(-1),0},0(1)}} K3(1,1)2K35(1,1)

(50 {{-20(-3),0(-2)},{-0(-2),0(-1)}},O(1)}  K3(1,1)2K3(1,2)K15(1,1)
{{-20(-3),0(-1)},0(1)} Ko(1,2)Kys(1, 1)

(—3¥88)  [{—20(-3),0(-2)}, {~20(~1),30}} K3(1,2)K3(2,3)Ks(1, 1)

(3,81 [{~0(=3),{-20(-2),20(~1)}}, {~O(~1),20}} K_365(2,2,1)K3(1,2)K;s(1, 1)

(-4, 20) {{-0(-3),{- 0< 2),0(~1)}},{~0(-2),20}}  Ka(1,1)°Ks(1,2)K1s(1,1)

(—3.3)  {~0(=3),{{-20(~2),0(-1)},20}} K3(1,2)Ko(1,2)Kys(1, 1)

(=530 {{=50(-2),40(-1)},0} K3(4,5)K15(1, 1)

contributing —162 — 270 — 486 — 702 — 2430 — 2430 — 1944 — 7182 = —17064 in the
Gieseker chamber (here the factor K_5¢35(2,2, 1) in the fourth sequence can be computed

as explained below (4.23), and still evaluates to 72). Note that the sequence associated

to C (—%, 2\3@) is non-planar. We refrain from considering other values of x in this case.

FIGURE 23. Scattering sequences for (d, x) = (6,1)

4.5. Generalization to ¥ # 0. We now discuss how this picture generalizes to an arbitrary

phase ¢ € (=3,%). For r # 0, the geometric ray Ry °(y) is now a branch of hyperbola

(degenerating to a straight line for vanishing discriminant A = 0)
(4.24) s=4_ttany— 2B /oA oty
cos

with ¢ > 0, while for r = 0, it is the line s = ChTZ — ttant) when d > 0 (or the empty set when
d < 0). In particular, the electromagnetic analogy of §4.1 breaks down for ¢ # 0, since one of
the two rays emanating from s = m is no longer inside the light-cone (indeed, the angle between
the two rays remains equal to 7 independently of 1)).

Moreover, under the same conditions (4.6) two rays R¥°(y) and RE*(7) still intersect on
the same wall W(v, '), but at the point (s, — R, sint, R, . cos1) at an angle ¢ from the
top of the half-circle C(s.,,/, Ry+). In fact, observing that

(4.25) R (V2 (1) = cosp R (Z@l,tw)(”)
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where (sy,ty) are related to (s,t) through

t
cos Y

(4.26) sy =s+ttaney, t, =

we see that the loci R (e_“/’Z(’y)) = 0 in the (s,t) upper half-plane are mapped to the loci
R(Z(y)) = 0 in the (sy,ty) upper half-plane. The relation for the imaginary parts is however
more complicated,

(4.27) %(e‘in(Ls\;)(fy)) =Sz () - sin@b%(Z(Lv (7)) + r(siny)ts,

(sy:ty) Sysly)

In particular, the transformation e Z{, (7) — Z(Ls\iiw)(w is not a GL*(2,R) transformation,
due to the last term in (4.27). Rather, one should view (sy,t,) as variants of the affine
coordinates (z,y) defined in (1.10), indeed (z,y) = (sy, 5(t3, — s7)).

Thus, we conclude that whenever ¢ € (=7, %), the scattering diagram D{Z,V in the (s,t) upper
half-plane coincides with the scattering diagram DY in the (sy,t,) upper half-plane, and both
have the same image in the (z,y) plane. Thus, the SAFC holds on the large volume slice,
as long as cos®y # 0. For ¢ = £7, the scattering diagram D{;V becomes degenerate, as all
loci $Z(y) = 0 become either vertical lines s = d/r for r # 0 or the horizontal line ¢ = 0 on
the boundary. As we shall see in §6, the scattering diagram Dﬂ along the slice of Il-stability
conditions is better behaved in this limit.

5. THE ORBIFOLD SCATTERING DIAGRAM

In this section, we construct the scattering diagram Dg for the orbifold quiver shown in
Figure 4, following the general construction of §3.1. In §5.2, we identify the initial rays, giving a
rigorous proof of the Attractor Conjecture for this case (Theorem 1 in the introduction). In
§5.3, we restrict Dg to a two-dimensional slice D,, which we shall identify later in §6.3 with a
subset of the exact scattering diagram D}E. In §5.4 we illustrate the use of the diagram D, for
computing the index for small dimension vectors.

5.1. Quiver descriptions. As explained for example in [20, §4.2], any tilting sequence S =
(E1, By, E3) in the derived category C = D Coh(Kp2) (in the sense that S generates C and
Ext"(E;, E;) = 0 for k # 0 and all 4, j) provides an isomorphism C ~ D*(Rep J(Q, W)) with
the derived category of representations of the Jacobian algebra J(Q, W) of a certain quiver
with potential (Q, W) associated to S. A tilting sequence can be obtained from any strong
exceptional collection (Fy, Fy, F3) on P? by setting S = (i, (F1[1]),4.(F2), i.(F3)[—1]). Starting
from the strong exceptional collection (O(—1),€(1), D), one arrives at the tilting sequence in
(1.8), associated to the quiver with potential depicted in Figure 4. All other strong exceptional
collections are obtained by successive mutations of (O(—1),Q(1),Q), and similarly lead to
3-node quivers (Qup.c, Wape) with a arrows from node 1 to node 2, b arrows from 2 to 3 and ¢
arrows from 3 to 1, with (a, b, ¢) any set of positive integers satisfying the Markov condition
a? + b + ¢* = abe.

While the isomorphism C ~ D’(Rep J(Q, W)) holds for any choice of tilting sequence S =
(Ey, Es, E3), the heart A, only coincides (up to the action of azi(Z,]R)) with the Abelian
category Rep J(Q, W) in a region Hg of StabC where the objects F; are stable and the phases
of their central charges Z(E;) lie in a common half-space (see for example Lemma 3.16 in [61]).
In that case, the moduli space of o-semistable objects E of Chern vector v in C coincides with
the moduli space of semi-stable representations of J(Q, W), with dimension vector (ny,nz, ns)
and King parameters (61, 05, 03) determined by

3
(5.1) y=)Y _nichE;, 6;=ARle"Z(E)

i=1
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with ¢ = arg Z(E) — § such that n,0; + ny6y + nsfl3 = 0, and X is an arbitrary non-negative
factor. At the boundary of the region Hg, one of the objects E; exits from the common half-space
and one should apply a left or right mutation so as to obtain a new quiver description.

Let us consider the exceptional collection in (1.8), corresponding to the fractional branes on

the orbifold C?/Zj:

(5.2) By =i (0)[-1], Ey=i(Q1)), Es=i.(O0(-1))[1]
with charges ~v; = ch E; given by

1 1
(53> "= [_17070]1 Y2 = [21_17_5]7 V3 = [_LL_i}

The corresponding quiver, shown in Figure 4, has 3 arrows E; — FE;_; for each ¢ modulo 3,
consistently with (v;,7,_1) = —3. Using the Eichler integral representation (1.5), it is easy to
check that the central charges of the simple objects coincide at the orbifold point 7,, namely
Z,, (i) = 1/3. Thus, this quiver description will be appropriate* in a region H° around 7, in
the physical slice I, which we identify in §6.3. The dimension vector associated to an object of
charge v = [r, d, chy] is given by

1
fd—ch2> =(—x,r+d—x,r+2d—x)

3 1
(5.4)  (n1,n9,n3) = <_§d — chy — r, —=d — chy, 5

2

or conversely

(5.5) r=2ny—n; —ns, d=ng—noy, chgz—%(n2+n3)
Abusing notation once again, we shall write v = (ny, ng, n3), using round brackets on both sides
to distinguish it from the other notations v = [r,d, chy] = [r, d, x).

A similar quiver description holds true around any image of 7, under an element g € I'1(3),
with the tilting sequence being replaced by its image (g(F1), g(E2), g(Es3)). In particular, around
T =17, + k, the tilting sequence (1.8) is shifted to

(5.6) Ey(k) = i.(O(R)[=1],  Ea(k) = i.(Uk + 1)),  Es(k) =i.(O(k - 1))[1]

with Chern vectors 71 (k),y2(k),v3(k). The relevant dimension vector is then

ny 1k(3n1 — 47”L2 + TL3) + %k2(n1 — 2n9 + TL3>
ny — sk(ny — n3) + 2k*(n1 — 2n2 + ng)
n3

N

(
nl(k
(5.7) na(k
na(k

T2

— 2k(4ny — ny — 3ng) + $k*(n1 — 2ns + n3)

)
)
)
)

where (n1, ne, n3) denotes the value for k = 0, given in (5.4). We note that for fixed v = [r, d, chs]
and large k, the entries n;(k) grow like —4@27’ for r # 0, or like kd for r = 0, in particular they
all have the same sign for large k.

5.2. Initial rays for the orbifold scattering diagram. In this subsection, we prove Theo-
rem 1, which states that for the quiver with potential (@, W) shown in Figure 4, the attractor
invariant ,(7) vanishes for all dimension vectors v = (nq, na, ng) except for

(5.8) v €{(1,0,0),(0,1,0),(0,0,1), (n,n,n) : n > 1}

where it takes the values stated in (1.9). This result was conjectured in [23|, but the proof
outlined in that paper was not mathematically rigorous. Here we complete the proof, combining
ideas from [23, §3.3| and [25, §3.2]. We denote by a;: 2 — 1, b;: 3 — 2 and ¢;: 1 — 3 the arrows
of the quiver.

22Note that the objects F; are not stable at 7 = 7, strictly, since their central charge is not in the half-plane
Hp; the objects F;[1] are stable, and lead to the same quiver but opposite dimension vector.
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Proof of Theorem 1. Consider a representation ¢ of (Q,W) with dimension vector (nq, ng,n3),
assumed to be stable for a King stability condition 6 = (61, 6s,03). Consider a cycle w of the
quiver: because (Q, W) gives a noncommutative crepant resolution of C3/Z3 |62, Proposition
3.13|, the cycle w is a central element of the Jacobian algebra of (Q), W), hence it defines an
endomorphism of ¢. Because ¢ is stable, its only automorphisms are rescalings, hence w acts as
a scalar on ¢. Suppose now that ¢ is not of dimension vector (n,n,n) for n € N*: w cannot
be an automorphism (otherwise all its arrows would be isomorphisms, hence one would have
ny = ng = n3), hence w vanishes on ¢.

We suppose now that the King stability parameters satisfy 6; < 0, and 63 > 0 (since
01 + 02 + 03 = 0, other cases follow by circular permutation of the nodes). We now show by
contradiction that ¢.; vanishes for every arrow ¢; : 1 — 3. Suppose that there exists z € V; and
J € {1,2,3} such that ¢, (x) € V3 does not vanish. Because ¢; < 0 and ¢ is stable, one must
have = € @7_, Im(@,, ). Because 63 > 0 and ¢ is stable, (¢c; (7)) cannot be a sub-representation
of ¢, hence there must be an arrow b;: 3 — 2 such that ¢y, ¢, () € V5 does not vanish. Because
all the cycles of Q) vanish on ¢, one must have ¢y, ¢, (2 _, Im(¢,,)) = 0, a contradiction. Hence
the ¢, vanish on ¢ for all j. The set I = {c1, co, c3} of vanishing arrows provides a cut of the
potential W in the sense that each cycle of W contains exactly one arrow of I.

The stable representation ¢ is then a representation of the quiver with relation (Q, 9;/W),
where the arrows ¢; € I have been traded for relations 9., W = 0 for ¢; € I. From general

arguments of geometric invariant theory, the moduli MOQf of stable representations of )y is
smooth of dimension 3nsng 4+ 3neny — n? — n3 — n% + 1. The moduli space M%i,alw of stable
representations of (Q, ;W) is cut out by 3nsn; bilinear relations 0., W = 0 inside Mg‘; We
denote the infinitesimal versions of these relations on the tangent space of ¢ by §(0,,W): V3 — V1.

A linear dependence between these infinitesimal relations would be given by maps rj;cj Vi—= Vs
such that:

(5.9) Tr (e, 6(0e,W)) = 0

As shown in [25, §3.2], this equation is equivalent to the fact that the representation ¢ =
(¢as by, de) of Q (which, like ¢, satisfies the relations ;W = 0) satisfies the relations d,, W = 0
and 0, W = 0. Hence ¢ is a representation of (Q, W), which is 6-stable (because it has fewer
subobjects than the -stable representation ¢) of dimension v # (n,n,n). By the above
arguments (EC]. = 0, therefore the relations 0., = 0 are transverse, and M%f,a,w is smooth of
dimension 3nzny + 3ngn; — 3nzny; — n? —n3 —n3 + 1. In particular, because this dimension is
positive, one has

(5.10) n? +n3 4+ n3 — 3nzng — 3nony — 3nyng + 6ngn; < 1

Now the proof proceeds exactly as in [23, §3.3]. Assume that 6 is an attractor stability condition,
hence a small deformation of the self-stability condition (—,v) for some dimension vector
v # (n,n,n). Then 6; < 0 implies that n; > ny, and 63 > 0 implies that n3 > ny: hence
6ngny > 2ngng + 2nong + 2nyng, and then, using (5.10):

1
) q(vy) = 5((711 —n2)? + (n2 — n3)* + (n3 — n1)*) = ni +n3 +nj — ning — nang — ngny

< nf + n% + ng — 3ning — 3ngng — 3ngnz + 6nzng < 1

(5.11

The kernel of the quadratic form ¢() is given by dimensions vectors (n,n,n), but we have
assumed that v was not of this form. One has ¢(y) = 1 only for v = (n + 1,n,n) and circular
permutations thereof, but the inequality is strict in the second line of (5.11) unless n = 0. Hence,
~ must be (1,0,0), (0,1,0), or (0,0,1), with attractor invariants equal to 1. The DT invariants
for v = (n,n,n) are independent of the stability conditions, and given by the shifted Poincaré
polynomial (—y)2P(Kpz,y) = —y*> —y — 1/y by |20, Remark 5.2]. O
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FIGURE 24. Quiver scattering diagram D), showing only the initial rays R,(7;)
and R,(d) and secondary rays R,(v; + Y)-

Having determined the initial rays for the orbifold quiver, it is now straightforward at least in
principle to construct the stability scattering diagram Dg. The result is represented in Figure 24,
including only initial and some secondary rays. The full diagram is dense except in a cone which
includes the positive and negative octant, as will become clear shortly.

5.3. Restricted scattering diagram. Due to the rescaling symmetry in the space of King
stability parameters, there is no significant loss of information? in restricting the scattering
diagram Dy to its intersection D, with the hyperplane H = {6, + 6>+ 63 = 1}. It is furthermore
convenient to parametrize this hyperplane by (u,v) € R? such that

(5.12) 0 =—u+vV3+3i Oh=2u+i O3=-u—0vV3+1

In these coordinates, the Z3 symmetry permuting the nodes of the quiver cyclically acts by a
rotation of angle 27/3 around the origin (see Figure 5). The geometric rays R&°(y) = {(u,v) €
R?: ", n;0;(u,v) = 0} are given by straight lines

1
(5.13) (n1 +n3 — 2n9)u + (n3 — ny)vv3 — §(n1 +ny+n3) =0
oriented along the vector v(y) = (v/3(ns — n1),2ny — n; — n3) pointing from the attractor
stability condition 6; = A(n;_; — n;;1) towards the anti-attractor stability condition 6; =
A(ni+1 — ni—1), with indices ¢ = 1,2, 3 taken modulo 3. In particular, the initial rays intersect
at RE“ () NRE®(Vier) = {p;} with

s e (egh). (k). m= (39

Interpreting the ray as the worldline of a fiducial particle traveling at point r = (u,v)
with velocity v(7), the condition (5.13) implies that the particle has angular momentum
r Av(y) = —3(ny +ng +ng) with respect to the origin (0,0) in the (u,v) plane, therefore rotates

23The price to pay is that the ray R (6) is no longer visible, but this causes no problem since the automorphism
UT(5) is central; moreover, the self-stability condition (—,~) is now pushed to infinity in the direction opposite
to the vector v(7y) introduced below.
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Y3

Y2

FIGURE 25. Two-dimensional section D, of the orbifold scattering diagram Dg
along the hyperplane 6, + 60, + 63 = 1. We show only the restriction to the triangle
Ay (see §6.4.1) bounded by the points p;(V,) defined in (6.28) (with ¢ = —1.4
for illustration), but the scattering diagram D, in the space of King stability
conditions is unbounded. Regions with a dense set of rays are shown in gray. The
rays in red correspond to the discrete set of real roots of the Kronecker quiver
with 3 arrows, with dimension vector (Fyy, Fori2,0) or permutations thereof, see
§3.2.

clockwise around the origin (assuming that n; > 0). In fact, (5.13) implies that the particle has
angular momentum

(5.15) (r—pi) Av(y) = —niz

with respect to any of the points p;, so the particle rotates clockwise around each p;, and can
only pass through it if n;_; = 0 (this generalizes the previous statement since p; + ps + p3 = 0).
Another consequence of (5.13) is that the linear function on T’

(5.16) o(7) = (ng — m)uv/3+ (2ny — ny — ng)v = (r,v(7))

increases monotonically along the ray and is additive at each vertex, similar to the electric
potential (4.10) in the large volume scattering diagram. Unlike the latter however, the function
(5.16) is not positive, in particular the first scattering between R,(7;) and R,(7i+1) may take
place at arbitrary negative values of ©,(7;), ¥o(7it1). Fortunately, we do not need to rely on such
a cost function to define the quiver scattering diagram and enumerate all possible scattering
sequences, instead we can use the fact that only positive dimension vectors support non-zero
DT invariants. In the next subsection, we use the orbifold scattering diagram to compute DT
invariants for some simple dimension vectors.

5.4. Examples. We first consider the case v = [1,0,1 —n), corresponding to the Hilbert scheme
of n points on P2, The corresponding dimension vector is v = (n — 1,n,n). As in §4.3 we find
that the index in the anti-attractor chamber, which we denote by Q.(v) = Q, _(7), agrees
with the Gieseker index (2.13) for all cases considered, although the set of scattering sequences
for the large volume and orbifold scattering diagrams may differ. As explained in §6.4.4, the
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absence of walls between the anti-attractor chamber and the large volume chamber is a general
property of objects with slope u € [—1,0].

FIGURE 26. Scattering sequences for dimension vector (n — 1,n,n) corresponding
the Hilbert scheme of n points on P?, with n = 1,2, 3,4

e For n = 1 we find a single scattering sequence {7s,73} contributing K3(1,1) = y* + 1+
1/y? — 3 in the anti-attractor chamber.

e For n = 2, we find a single scattering sequence {{v1,272},2v3}} contributing K3(1,2)? =
(P +1+1/y%)?*—0.

e For n = 3 we find two scattering sequences,

5.17 {271,372} , 373} K3(1,3)K5(2,3) — 13
17 ({271,715}, 372}, 295} Ks(1,2)2K5(1,3) — 9

for a total index of 3® + 2y* + 5y + 6 + - - - — 22.
e For n = 4 we find 3 scattering sequences,

{{371, 73}, 472}, 373} K3(1,3)*Ks(1, )% 15
(5.18) {837, {12,273} } . 372}, 273} K3(1,2)°K5(1,3)* = 9
{{{271, 75}, 372}, {11,723 1, 3s) Ks(1,1)2K3(1,2)K3(1,3)* — 27

for a total index of y® + 2y + 6y* + 10y? + 13+ --- — 51.

Next we consider v = [0,1,1 — n), corresponding to a D2-brane bound to n anti-DO-branes.
The corresponding dimension vector is v = (n,n + 1,n 4+ 2). Unlike the Gieseker index at
large volume, the index €Q.(7) in the anti-attractor chamber depends on n, though it is still
invariant under n — —n — 2. After a circular permutation, the dimension vector becomes

v =Mn+1,n+2,n)=[3,—-2,—1 —n), and Q.(7) agrees with the Gieseker index for rank 3
sheaves with d = —2 and x = —1 — n.
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e For n = —1, the dimension vector (—1,0, 1) has mixed signs so the index vanishes.
e For n = 0, we find a single scattering sequence {7,273} contributing K3(1,2) =
v +1+1/y> — 3.
e For n =1, we find 2 scattering sequences,
{711 {2727 3’73}} K3(27 3)K3(17 1) — 39
{{n, 272}, 3%} K5(1,2)K3(1,3) —» 3
giving a total index of 3® 4+ 2y° + 5y* + 8y? + 10 + - - - — 42.
e For n =2, we find 3 scattering sequences,

(5.19)

{2’)/1, {3’}/274’}/3}} Kg(l, 2)K3(3,4) — 204
(5.20) {271,713}, 372}, 373} K3(1,2)K3(1,3)> = 3
' {37} 49}, ) K3(1,1)K3(1,3)Kg(1,4) — 45
{2721, 373} (e, st b Ka(1,1)°Ky(1,2) K3(1,3) — 81

giving a total index of 333.
e For n = 3, we find 7 scattering sequences,

{3’}/1, {4’)/2, 5'}/3}} K3(1,3)K3(4, 5) — 399
{271 {{{n. 312}, 575} 12} K3(1,2)K3(1,3) K(1,5) K1p(1, 1) — 216
{2715 {{{rylv 372} ) 473}v {72; '73}}} K3(1’ 1)2K3<17 2)K3<1) 3)K6<1) 4) — 405
{2’}/1, {{{’}/1, 2’}/2} s 3’}/3}, {2’)/2, 2’73}}} 2352, 231)[(3(1, 2)2K3(1, 3) — 648

1,2 3

{371, {72,273} }, 372} 5 33} (

{{{2"}/1,4’)/2} 5"}/3},’)/1} K663(27275 Kg(l,l) — 216

{{{{271. 9} 3721 37} {2, b Ka(1,1)PKs(1, 2) K(1,3) — 81

giving a total index of 1968. Similar to the discussion below (4.23), the factor Kg¢3(2,2,5)
for the penultimate sequence is computed by applying the flow tree formula to a local
scattering diagram with two incoming rays of charge a = v; + 27, and = 3 with
O () = K3(1,2) = > +1+1/y%, Q7 (20) = K3(2,4) = —° —y* —y = 1/y = 1/y* = 1/y°
and Q= (kB) = 6.1, selecting the outgoing ray of charge 2 + 50.

6. THE EXACT SCATTERING DIAGRAM

In this section, we determine the scattering diagram Dg along the slice of II-stability conditions,
by combining results on the large volume and orbifold scattering diagrams constructed in §4 and
§5 with invariance under I'1(3). We start by analyzing the attractor flow for the exact central
charge (1.4), first in the Poincaré upper half-plane (§6.1) and then in affine coordinates (§6 2).
In §6.3 we then identify the orbifold scattering diagram D, as a particular subset of Dw in a
region around the orbifold point. In §6.4 we describe the full diagram D}Z and prove the SAFC
(Theorem 3).

6.1. Exact attractor flow. In this section, we study the attractor flow (3.20) for the central
charge (1.4) along the slice of TI-stability conditions, equipped with an general hermitean metric
ds® = g,-drd7. Using the Eichler integral representation (1.5) for the coefficients T', T in the
central charge, the attractor flow AF(y) (3.20) reduces to

(6:1) T =~ Z ) = =g (A=) T Z:(0)

The flow is only meaningful in the region where the charge 7 is populated, Q.(y) # 0. As
already noted in §3.5, the modulus |Z.(v)| = S[e™¥Z, ()] decreases along the flow while the
argument of Z,(y) is preserved, so the trajectories of (6.1) are included in the active ray R (7)
defined in (3.13) as the locus {Rle ¥ Z.(7)] = 0,3(e ¥ Z. (7)) > 0,Q,(y) # 0} inside H, where
the phase 1 is determined by the argument of Z. (v) at the starting point 79. The attractor
flow stops when either a) the flow crosses a wall of marginal stability, after which €, (v) jumps,
b) |Z, ()| reaches a local minimum in the interior of the upper half-plane, or ¢) 7 reaches the
boundary &7 = 0. In §C.2 we rule out the possibility of an infinitely long flow.
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Case a) arises at a point p; where the quantity W.(v, ') = S[Z,(7')Z-()] vanishes for some
charge +'. Since W.(y,7’) varies along the flow according to

AW, (v,7)
du

(62) = IO [2ralrd —d)| 2, () + Wr(y,+)ld — 77

the sign of (rd’ — r'd)W,(v,~') is positive for p < py and negative for p > py. Thus, the flow
crosses from the side of the wall where a two-particle bound state of charges v and v — + is
stable, into the side where the bound state decays. In particular, it follows from (6.2) that
the flow cannot cross the same wall more than once, and that BPS states do not decay as one
follows the attractor flow in reverse [9].

As for case b), since C'(1) # 0 for I7 > 0, |Z,(7)| can only reach a local minimum at a point
7; in the interior of H if Z,. () = 0, but this is ruled out by the assumption that Q,(y) # 0
along the flow (and the support property). This leaves case ¢) with I7; = 0. Consider the
image of the attractor flow on the quotient H/T';(3). Since the quotient can be compactified by
adding the large volume and conifold points, 7; is either in the orbit of a large volume point
or a conifold point, i.e. 7; = p/q with (p,q) coprime, ¢ =0 mod 3 in the first case and g # 0
mod 3 in the second case. Using suitable bounds on the central charge of semi-stable objects
in the large volume region, we show in §C.1 that 7; can only be a conifold point, where some
spherical object E of charge vo becomes massless, Z,.(v¢) = 0.

To determine E, it suffices to find an element g € T'1(3) which maps 7 =0 to ; = p/q, and
act with the corresponding auto-equivalence on the object O which is massless at 7 = 0. Since
(T, Tp) = (iV,0) at 7 = 0, where V is the quantum volume defined in (1.12), the periods at 7;
are then

(6.3) T(r;) =m+iqV, Tp(r)=mp+ipV

where (m, mp) are the off-diagonal elements of the monodromy matrix M(g) in (A.50). The
charge of the massless object E at 7 = 7; is then v = [q, p, pm — gmp] up to overall sign, see
Table 1 for examples with 0 < p < ¢ < 5.

Returning to the active ray Ry (7), it follows from (6.3) that it can only reach the conifold
point 7; = p/q if
(6.4) 0="R[eZ,/,(7)] = (dm — rmp — chy) cos ) + (dg — pr)Vsiny

For generic 1, this is only possible if v is a multiple of ¢, in which case Ry () coincides with
the ray Ry (v¢) originating from 7; = p/q. For special values of ) such that V,, == Vtan is
rational, namely

chy +rmp — dm

dq — pr
it is possible that a ray Ry (y) with (y¢,v) = dg — pr # 0 originates from the point 7, = 5,
even though Z,. (v) # 0. Conversely, for the same critical values of ¢ there can also be rays
which terminate at a conifold point, rather than escaping at a large volume point, as proven in
Proposition 8 (this phenomenon occurs for instance in the ¢ — /2 limit of Figure 8). In the

next subsection, we introduce adapted coordinates where these critical rays become much easier
to detect.

(6.5) Vv, =

6.2. Affine coordinates. While the attractor flow AF(v) is complicated on the 7-plane, it
becomes a straight line in affine coordinates (z,y) defined globally by?*
R (e T R (e T
(6.6) oo ReT) o RV
cos Y cos Y

24The affine coordinate y should not be confused with the refinement variable y in the definition of motivic
DT invariants.
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It is useful to introduce the dual coordinates
I(e ) S(e ¥ Tp)

6.7 r—= —— 7~ 7 = —
(6.7) o costp 4 cos 1
geo

such that the geometric ray R{;°(7), oriented along the direction of decreasing SleZ(v)] =
ry + dZ, are given by oriented straight lines

d
(6.8) ry + dx — chy = 0, d—(rg] +dz) <0

1

Notice that for the large volume central charge Z(stt), the coordinates (z,y) coincide with

(8, %(ti — %)) defined in (4.26) and generalize the coordinates (z,y) of [26] to any ¢ € (=5, F).
Notably, the image of the upper half-plane ¢ > 0 lies above the parabola y = —%1‘2.

In contrast, for the exact central charge (1.4), the image of the fundamental domain F¢ and

its translates in the (z,y)-plane extend below the parabola y = —%x{ while remaining above
the parabola y = —%xQ — % passing through the images of the orbifold points at 7 = 7, + n
(see Figure 27)

(69) (xo(n)>yo(n)) - (n - %7 —% — %n(n — 1))

For ¢ = 0, the preimage of the region y > —12? includes the domain H™ defined by the
condition w > 3s* (or equivalently ¢ > 0). In fact, the curves t = 0 and y = —32? are tangent
to the same point 7 ~ 3 + 0.559926i corresponding to (s,w) = (3,3) or (z,y) = (3, —3), and

1
are nearly indistinguishable for any 71, with the former lying below the latter. For general v,

using (A.25) along the line 7 = 1 we get
1 1 1
(6.10) y+or=w- 552+§%Ttan¢(l+%Ttanw)

so the relative position of the two curves depends on the sign of ST tan .

y Y

il 1k \
1 VZ\
1 1 L L L L
- ] % 5 ] - 4 1 Yy 2

FIGURE 27. Image of the fundamental domain F¢ and its translates Fo(m) in
the (z,y)-plane for ¢» = 0 (left) and ¢ = —0.9 < — ¢ (right). The parabolas
1 1,.2 5 T T

y = —32* and y = —42® — 3 are shown for reference. For any ¢ € (=3, %), the

map 7+ (x,y) is injective in |J,, ., Fo(m).
Geometrically, the coordinates (z,y) and (Z, ) provide two systems of local Darboux coordi-
nates for the Kéahler form

1 _ _
(6.11) de Ady = di Adj = = (dT AdTp + dT A dTp)

Hence, locally there exists a function Hy(x,y) such that & = 0,Hy,§ = —0, H,, satisfying the
Monge-Ampeére type equation

(6.12) (07Hy) (0 Hy) — (0:0,Hy)* = 1
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One easily checks that the Legendre transform to the imaginary part of the tree-level prepotential
(A.30), sometimes known as the Hesse potential [63], provides such a function,

27 e 2
3 cos? 1

where Fy is normalized such that Tp = —32-0rFp (see (A.30)). In the large volume limit, (6.13)
evaluates to

(6.13) Hy(z,y) = (S |- ——F (cosype™ (x + %)) | + Zy)s

1
Hg,jv(x, y) = 3cos¢($2 + 2y)% — gx(xQ + 3y) tan
(6.14) o .
3cos¢ (s — 3t*) tan ) — 7( t? — 35%) tan? 1

An explicit computation shows that the Hessian matrix of H, with respect to (x,y) coincides
with that of H}" (i.e. the Hessian is insensitive to the factor C'(u) appearing in the Eichler
integral (1.5)), namely

OpeHy OpyH, L (|7
6.15 el ‘”) =— (
( ) <8xyH¢ 8ywa To 1 1
In particular it is positive definite. This observation allows to write the orientation condition in
(6.8) purely in terms of the coordinates (x,y): indeed, it becomes

1 d
(6.16) —— [P?02H, — 2dr0,0,H, + CO}H,| ﬁ <0

Thus we conclude that for r # 0 the ray is oriented such that rj—i > 0. In particular, the electric
potential ¢, (v) = 2(d — xr) (generalizing (4.10) for the exact central charge) decreases along
d(ds) _ %j—‘z < 0, so the vertical ray is oriented towards
decreasing y for d > 0 (or increasing y for d < 0).

We now determine the images of the conifold points in the (z,y) plane. Using (6.3), we find
that the point 7 = p/q where the object of charge v¢ = [gq, p, pm — gmp] becomes massless maps
to

(6.17) (e, yo) = (m+ qVy, —mp — pVy)

where V;, = Vtant. In particular, the conifold point 7 = m where the object O(m) becomes
massless is mapped to the point

1
(6.18) (To@m), Yom)) = (m + Vy, —§m2 - me)

on the parabola y = —322 + $V;. Moreover, the associated rays R °(£O(m)) are contained in
the tangent to the parabola y = —71: at = m, just as for the large volume scattering diagram.
Similarly, the point 7 =n — 3 Where Q(n + 1) becomes massless is mapped to

1 1
(6.19) (Zamt1); Yamn) = (n —5 = 2V 5" —n+ 1)+ (20 - 1)V¢>

2, and the correspondlng rays R (£Q(n+1)) are contained
in the tangent to the parabola Y= *1’2 2 at x =n— 5. The corresponding points are marked
in Figure 28.

on the parabola y = — 1:52 + 2V¢

6.3. Orbifold region. We now discuss the domain of validity of the orbifold quiver description
inside the space of Il-stability conditions, and how the two-dimensional scattering diagram
constructed in §5.3 fits in the scattering diagram for the exact central charge.

As explained in §5.1, the quiver description holds in the region H® C II where the central
charges Z,(;) of the simple objects belong to a common half-plane. In that region, the heart

A(T) is equivalent under @(2, R) to the Abelian category of representations of J(Q, W), and
the moduli space of semi-stable objects of phase arg Z-() = ¢ + 7 in A(7) coincides with the
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1k

FIGURE 28. Images of the fundamental domains F,, Fy = F,(1) and their Z;
images in the (z,y) plane for ¢» = 0. The vertical black lines are the images of
the semi-infinite lines n + 2\'1/5 +iR" for n = —1,0, 1, while the blue and purple
lines correspond to their images under Zs.

moduli space of semi-stable representations for King stability parameters 6; o< R[e™ " Z, (v;)].

Choosing the scale such that 6;(v) = S[Z(v:)Z(v)] = W (7, i), we can apply the relation (6.2)
to obtain the variation of 6; along the attractor flow AF(v),

dei TT
i =—g|C)? [272<%%>|Z(7)|2 +[d — 7"7|29i]
The second term simply amounts to a rescaling of 6;, while the first term shows that 6; flows

towards the self-stability condition (v;,7y). On the other hand, since Z.(v1) + Z,(72) + Z,(73) =
Z,(0) =1 for any 7 € H, it makes more sense to fix the scale by requiring

%[e—inT(%)]
cos Y

such that 6; + 65 + 63 = 1. The King stability parameters (6.21) are then linear combinations of
the affine coordinates defined in (6.6), such that the lines of gradient flow (6.8) corresponds to
straight lines n16; + nsfs + n3f; = 0.

Since the central charges Z,(v;) are all equal at the orbifold point 7, = %657ﬁ/ 6 the region

(6.20)

(6.21) 0, =

He° C 1T includes an open set around 7 = 7,. Using the Eichler integral representation (1.5), it
is immediate to compute the central charge to first order in 7 — 7,

r d
(6.22) Ze(y) = Z2(7) = 3757 chy + C(10)(d — 17,) (T — 7o)
leading to the central charges for the simple objects

Ze(n) ~ 5 +7,C(15) (T — 70)
(623) ZT(72) = % - (27—0 + 1) C(To) (T - To)
Z:(3) =~ % + (1 +1) C(7,) (T — 75)

Computing the stability parameters via (6.21), one finds that the coordinates (u,v) on the
two-dimensional section (5.12) are related to the distance away from the orbifold point via

(6.24) T — T él(\:j " (u + iv) cos ¢

In particular, as ¢ — 47, the scattering diagram D, is mapped to an infinitesimal neighbourhood
of 7, (see Figure 11).
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Going away from the orbifold point, the region H° is bounded in the fundamental domain F,
by the condition

(6.25) S(Z-(Ey)Z-(E5)) > 0

and similarly by conditions $(Z,(E2)Z,(E)) > 0, S(Z,(E5)Z-(E>)) > 0 in the images M,F,
and M2F, under the Zs symmetry. In terms of the variables (s, w) defined in (1.7), where walls
of (anti)marginal stability are straight lines (see (2.29)), the inequality (6.25) in JF, amounts to

1
(6.26) w+ 55 < 0

In that region, the coordinates (u,v) on the two-dimensional section of the quiver scattering
diagram can be expressed in terms of the affine coordinates (6.6),

1 1 1 1
.2 = — — —_— [ — J—
(6.27) u STty 5 v 2\/§<x+2>

such that the rays in the exact scattering diagram map to segments contained in the geometric
rays (5.13).

However, while the initial rays R,(7;) in the quiver scattering diagram extend to infinity
inside the space of King stability conditions, they actually originate from conifold points at
T=0, —%, —1 in the slice of II-stability conditions. Using the values of the periods in Table 3,
one finds that these conifold points are mapped to points at finite distance in the coordinates
defined by (6.27). To make this precise, let us parametrize the initial rays R,(7;) in the quiver

scattering diagram as
1 A =22 —1 1 A 1 A =22 +1

with A € R. In this parametrization, the ray R,(;) starts from A = —oo and intersects R,(;—1)
and R,(yi11) at p;(—1/2) and p;(1/2), respectively, reproducing the intersection points in (5.14).

In contrast to the rays R,(v;) in the orbifold scattering diagram, the rays Ry (7;) in the slice
of Il-stability conditions start from the images of the conifold points at 7 = 0, —%, —1 in the
(u,v)-plane, given by the points p;(Vy) with A = V. For ¢ = =% + ¢ with ¢ — 07, these
initial points recess to infinity, and one recovers the infinite two-dimensional scattering diagram
constructed above. Similarly, for 1) = § — € with e — 0%, the initial points of the rays Ry (—v;)
associated to the exceptional collection F;[1] recess to infinity. On the contrary, for ¢ small
enough such that [Vy| < 3, the initial points are such that the initial rays Ry(7;) can no longer
interact among themselves (see Figure 29).

In between these two regimes, there are critical phases 1 such that some ray in the scattering
diagram D, passes through one of the initial points p;(Vy) (see Figure 25). The first of these
critical values arise from the discrete series of rays Ry (Fary; + Forioviy1) emitted in the
scattering of ; and 7,11, where F, are the Fibonacci numbers. As mentioned above (1.13) in
the introduction, this leads to jumps in the topology of the scattering sequence contributing to
the index Q. () along the ray R, () as a function of the phase ).

6.4. Exact scattering diagram. Having identified the image of the large volume and orbifold
region in affine coordinates, we are ready to describe the exact scattering diagram Df; in the
same coordinates. We prove the Split Attractor Flow Conjecture on the slice of II-stability
conditions, and give an algorithm to list the finite set of trees that contribute to a given (rational)
DT invariant. Depending on the phase 1, we find that DE has the following structure, modulo
the action of I';(3):

e For small phases |¢)| < ¢f}, (where ¢ was defined in (1.13)), Dy coincides with the

large volume diagram D}V in the (x,y) plane, except for a shift in the origin of the
initial rays.
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FIGURE 29. Initial rays around the orbifold point in (u,v) plane for ¢ = 0 (left),
¢ = =i}, (middle) and ¢ < —¢{}, (right). The dashed lines represent the
u = 0 and v = 0 axis. The green curves correspond to the boundary of the
region H° defined around (6.25). The blue triangle is the face A, in a tesselation
of H defined in §6.4.1. As ¢ — —7, the initial points recess to infinity, and the
scattering diagram reduces to Figure 5.

e For large phases ¥{}, < [¢[ < 7/2 that are not critical (as defined at the end of §6.3),
Dg includes a triangular portion of the orbifold diagram, whose outbound rays seed
scattering diagrams in the large volume region.
e For ¢ = 7/2, Dg coincides with the 6, 4 6, 4+ 65 = 0 slice of the quiver scattering diagram
D¢ concentrated at the orbifold point 7, in the 7-plane, supplemented with a vertical
ray R(O[1]).
We refrain from discussing critical phases, since additional rays emanating from the conifold
points complicate the analysis.?

6.4.1. Initial rays and a tessellation. A basic constraint on the scattering diagram Dg is that it
is invariant under the group I';(3) of auto-equivalences of D” Coh(Kp:), generated by tensor
product by Ox(1) (acting by T: 7 — 7 + 1) and by the spherical twist STy (acting by
V7 155). The quotient II/T";(3) has two boundary points from which initial rays could
emanate: the large volume point, which is ruled out because central charges grow without bound
in this limit, and the conifold point. Without loss of generality, we can thus restrict to initial
rays emanating from the point 7 = 0 in II. The analysis in (6.4) (with 7 = p/q¢ = 0/1 hence
m = mp = 0) shows a ray with charge v = [r, d, chs] can only emanate from 7 = 0 if dV; = ch,.
If V is irrational, this is only possible when d = 0 = ch,. In order to determine the associated
attractor invariant, we use the fact that the orbifold and large volume descriptions are valid in
regions H° and H™V that cover a neighborhood of 7 = 0. The outcome of this analysis in §C.3
is that the initial rays of the exact scattering diagram are®®

RT(0): Q([k,0,0]) = 0k1,  and its I';(3) images,
RT(O[1)): Q([—Fk,0,0]) = k1,  and its I'1(3) images,
provided % is not critical in a sense of Definition 2. In particular this holds for all small phases
|4 <4}, Notably, since V'€ I'y(3) maps O(0)[n] to O(0)[n + 2], the initial rays in D} include
infinitely many effective rays starting from 7 = 0, which lie in images of F¢ that border this
point. By a mild abuse of notation we will denote by R*T(O(0)[n]) these distinct rays, even

though their charge vector only depends on the parity of n. More generally, there are an infinite
set of rays emanating from every rational number 7 = § with ¢ 20 mod 3, corresponding to

(6.29)

250ur proof of the SAFC should go through for critical 4, except that one must prove that the additional
initial rays have positive values of the potential ¢, () defined in (6.34), a point which we have not investigated.
26T lighten the notation, we omit the ¢-dependence of the rays.
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the images of O(0)[n] under I';(3). We denote by R°(O(p/q)[n]) the corresponding effective
ray. For non-critical 1, these images exhaust all initial rays. In particular, there are no rays
emanating from the large volume points 7 = g with ¢ = 0 mod 3, nor from points with 7 ¢ Q.
For any ¢ € (—m/2,7/2) we introduce a I';(3)-invariant tessellation of II. Edges of the tiles
consist of all T';(3) images of the straight line joining the conifold points (zo(-1),Yo(-1)) to
(To(0), Yo(0)) in the (z,y) plane. There are two types of tiles: an orbifold region around each
I'1(3) image of 7, and a large volume region around each image of 7 = ico. The orbifold region
around 7, is the aforementioned triangle A,, whose corners are images of 7 = 0, —1/2, —1. The
large volume region <, around 7 = ico maps in (z,y) coordinates to the region above the
piecewise linear function (or ‘jagged parabola’, depicted in Figure 9 on page 14)
m(m + 1)
2
zigzaging between®” the parabolas y + 122 — 3(Vy)? € {0,3}. The boundary of ¢, joins
consecutive conifold points (o(m), Yom)), m € Z, so that {, borders all translates of Ay, while
Ay borders three large volume regions. The initial rays (6.29) emanate from vertices of the
tessellation by construction, and they enter different regions depending on .

(6.30) y = p(z) = <m TV + %) (Vo —2) + with m = [z —Vy |

6.4.2. Small phases || < 1/113;2. Within Ay, the exact diagram Dfp[ coincides with a triangular
region of the orbifold diagram D,. For our first case of interest, |V,| < 1/2, this region lies inside
the empty central triangle of D, thus A, does not contain any ray, as depicted in Figure 29.
The large volume regions are thus disconnected from each other in D', so that we can focus
on $y.

The initial rays in that region are R (O(m)) and R°®(O(m)[1]), emanating from integer
conifold points 7 = m € Z. In (z,y) coordinates, the geometric ray R&°(£[1,m,m?/2])
is contained in the line y + mz = m?/2 tangent to the parabola y + 22/2 = 0 at * = m.
The active rays R°T(O(m)) and R (O(m)[1]) emanate leftwards/rightwards from the point
(Zo(m)> Yom)) = (m + Vy, —m?/2 —mV,) on this line: for ¢ = 0 this coincides with the point
of tangency with the parabola, while for ¢ < 0 it is moved left /right along the tangent line.

For ¢ = 0, the initial rays R*¥(O(m)) and R (O(m)[1]) for all m € Z coincide with the
initial rays for DJV. Under conditions that are fulfilled here, consistent scattering diagrams
are uniquely determined by the initial rays, so that Df N <, coincides with D§¥ up to the
map 7 — (z,y). The rest of the exact diagram is completed by I';(3) invariance, namely DiLO
consists of all images of D™V under T';(3), in which translations simply map D™V to itself.

In the large volume diagram D™, the first intersection along each initial ray is the intersection
with the neighboring initial ray, with intersection points

(6.31) RE(O(m)) N RE(O(m — 1)) = {(z,y) - <m — 1 L(m— 1))}

In other words, along each geometric ray there is a neighborhood of (z,y) = (m, —m?/2) in which
there is no intersection. When 1 is varied away from zero, the initial point (m+Vy,, —m?/2—mVy)
remains in this intersection-free portion as long as |V,| < 1/2. We conclude that for small
phases [¢| < {7, the exact diagram D} consists of disjoint copies (images under I';(3)) of D'V
with initial points shifted horizontally by V, along the geometric rays.

To prove the (strong) SAFC for D! with |¢] < U5, we cannot rely on the absence of active
rays in Ay and its I';(3) images, as only the leaves of attractor flow trees are required to be
active. We must instead prove that edges of attractor flow trees cannot enter A. Recall that
tree edges are straight line segment in (z,y) coordinates. We call such an edge ‘outbound’ if
it lies in a large volume region ¢ - <, and if the line segment, prolonged in the attractor flow
direction, intersects the boundary d(g - ) = g - p. In other words, an edge is outbound if it
moves away from that boundary when following the scattering diagram direction. For instance,
the initial rays R°T(0) and R°T(O[1]), supported on the line y = 0, are outbound: indeed,

277;2 =V, — 2_
Vw)g : +(2{ sz} )

2TTo see this, rewrite p(z) = ( L where {z} = 2 — | x| denotes the fractional part.
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apart from the initial point (zo(0), Yo()) = (Vu,0) of these rays, all other vertices (o(m), Youm))
of the polygonal curve p are below y = 0 since

(6.32) Yoy = —zm(m +2Vy) <0

thanks to m and m + 2V, having the same sign for m € Z and |V,| < 1/2. The leaves of an
attractor flow tree are among the initial rays, which are T';(3) images of R*T(0O) and R°®(O[1]),
hence are outbound. Two outbound rays R(v'), R(y”) can only intersect if they lie in the same
large volume region, and any bound state R(n'y" + n”~") lies in the angular sector between
R(7") and R(y”) hence is outbound. We deduce that in an attractor flow tree all rays are
outbound and must lie in the same large volume region. The SAFC for Dg is then equivalent
to the SAFC for D™ since trees contributing to a given Q,(v) are simply trees in one of the
copies of D, Assuming without loss of generality (up to I';(3) transformation of 7 and ) that
T € {y, the electric potential ¢, (v) = 2(d — rx) bounds the number of leaves of the tree as in
§4.2, while a causality argument (4.14) bounds the slope m € Z of the initial rays which can
contribute. This establishes Theorem 3 for || < 1b{),.

6.4.3. Large phases iy, < || < m/2. More generally, the exact diagram combines aspects
of the orbifold and large volume diagrams. For definiteness, we consider —7/2 < ¢ < — 5;2,

namely V; < —1/2. Then, the I';(3) images of R°T(Q) enter large volume regions while those
of R°T(O[1]) enter orbifold regions. Specifically, R°T(O) enters ¢, while its homological shift
RT(O[—1]) enters Ay.?® In the region A, the exact scattering diagram coincides with the
corresponding portion of D, as argued in §6.3 on general grounds.?’ The initial ray R°T(O),
together with rays exiting from Ay to {, and all of their translates, then serve as incoming
rays for the scattering diagram in the large volume region <.

By the same argument as for small ¢, all active rays in ¢, are outbound (point away from
p in the (z,y) plane), and more generally, the {, portion of any attractor flow tree consists
only of outbound rays. In particular, none of these rays can ever re-enter A,. The resulting
picture for D is that three initial rays scatter within Ay, producing some rays that leave Ay
towards {»y; these rays further scatter with R°"(0) and with translates of all of these rays so
as to produce an ever denser set of outbound rays, similarly to the || < wi’;Q case but with
additional incoming rays from the orbifold regions. Throughout this process, only a limited set
of initial rays participate in the construction of the scattering diagram in {:

(6.33) RE(O(m)[-1]), R(Q(m + 1)), R*T(O(m — 1)[1]) and RT(O(m))

for each m € Z, which amount to one initial ray from each conifold point 7 = m — 1/2 and
three from each integer conifold point.

Let us now prove the Split Attractor Flow Conjecture. As we have shown, edges of an attractor
flow tree cannot exit the orbifold region Ay (in the attractor flow direction). Thus, for 7 € A,
the problem reduces to the orbifold diagram, where the dimension vector v = (ny,ns,n3) has a
finite number of decompositions into elementary charges of the form k+;, and each decomposition
leads to a finite number of trees with those leaves. This proves the conjecture for 7 € A,.

For 7 € {,, infinitely many leaf rays (6.33) could in principle contribute. Since edges cannot
exit orbifold regions, attractor flow trees ending at 7 can be sawed into a trunk within ., rooted
at 7, with leaves that are initial rays R(O(m)), and various shrubs in orbifold regions Ay (m).
This is exemplified in Figure 10 on page 15. The trunk must lie in H N {$y, where H is the
convex hull of p = 9, and of 7: this is easily seen by induction starting from the root, using
the fact that all rays of the tree within <, are outbound. Since H is contained in a vertical
strip of finite width in the (z,y) plane, we learn that the set of orbifold regions that can be

28For V,, > 1/2, the situation is analogous: R°T(O[1]) enters ¢, while RF(O) enters A,,.
29An alternative proof of the matching is that the three Zs images of R (O[—1]) carry the same initial data
as in the orbifold diagram and consistency allows for a unique diagram with that initial data.
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reached by the split attractor flow starting from 7 is finite, therefore attractor flow trees have
finitely many possible constituents.

This does not suffice for establishing finiteness however: as in the large volume diagram, some
charges of possible constituents are opposite to each other, hence there are still infinitely many
decompositions of 7. To deal with this, we introduce a variant of the electric potential of the
large volume diagram, defined piecewise by

. J2(d—rlz—=Vy]) iny
(6:34) () = {cw(nl +ny+n3) in Ay

A(—2V, — 1)

ith ¢, =
T Ty

extended to all of H by the action of I';(3).*® We shall now prove that the potential is
monotonically decreasing from the root to the (sum of) leaves of any attractor flow tree, as in
the large volume diagram. It is manifestly additive in the charge v, so that (the sum over all
branches of) ¢, (y) does not jump at nodes of the tree. For a given edge in A, the potential
©-(7) is constant. Next, we note that ¢, (y) is non-increasing along edges in {y: if 7 = 0 this is
immediate, while if 7 2 0 it follows from the monotonicity of z hence of |z — V] from (6.16).

It remains to check that @, () decreases when an edge {ry+dz = chy} of the tree crosses from
Oy to Ay in the attractor flow direction. The boundary between these regions is the line segment
between conifold points (Vy, — 1,V —1/2) and (Vy,0), namely {z —Vy =y/(3 —Vy) € (—1,0)}.
The intersection point of the two lines is easy to find, and must satisfy  —V,, € (—1,0). In
addition, the tangents (r, —d) and (1,1/2 — V) must have the correct relative orientation for
the attractor flow to enter A,:

Chz - de
T+ r(1-V))
Combining these inequalities yields Vyd — chy < d + 7(
(d+7)(3 = Vy). We deduce

(6.35) =V, = € (~1,0),

r —d ‘
1 -y,

2 —V,), or equivalently —% —chy <

3 1
n1+ng+n3=—r—id—?;chz<—7’+3(d+7’)(§—V¢)

<[t

In terms of the constant ¢, spelled out in (6.34), this inequality reads ¢y (nq +ns+n3) < 2(d+7),
namely the potential ¢, () evaluated on the A, side of the boundary is less than the potential
evaluated on the <, side (to evaluate the latter we have used (6.35) to see that [z — V| = —1).
This establishes that the total electric potential is monotonically decreasing in any tree in the
attractor flow direction.

The final step is to prove that the potential ¢, (7) is positive for all initial rays (6.33) at their
starting point. Up to translations we only need to consider R(O) and the three initial rays
of the orbifold diagram. The ray R(O) starts at (V,, — €,0) with € — 07, thus has a positive
potential

(6.37) P(R(O)) =2(0— |—¢]) =2 >0

The three initial rays of the quiver diagram have (nq,n2,n3) = (1,0,0) and permutations thereof,
hence ¢ = ¢, > 0. We conclude that the number of constituents participating in an attractor
flow tree rooted at 7 with total charge 7 is at most @ (y)/ min(2, ¢y).

The SAFC now follows by noting that trees contributing to Q,(v) are made of a bounded
number of constituents taken among a finite set, hence there are finitely many possible lists
of constituents. For each such list there are finitely many ways that these constituents can be
arranged into a topological tree. For each topology there is at most one attractor flow tree
in H, constructed by following the attractor flow starting from the root. There is no ambiguity

about where the flow should split: if some edge with charge 4/ splits (in the topological tree)

(6.36)

30The definition in {, is consistent with T';(3) covariance: 7 — 7+ 1 maps  — x + 1 and d — d + 7.
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into «y} + 74, then the attractor flow must split when hitting the wall of marginal stability of v/
and ~{, which can only be crossed once according to (6.2). The flow may fail to hit that wall, in
which case the topological tree does not correspond to any attractor flow tree. This establishes
Theorem 3 for ¢}, < || < /2.

6.4.4. Behavior in the limits ¢ — +7 /2. For ¢ = 7/2, the scattering diagram Dg drastically
simplifies. In that case, geometric rays R&°(v),, satisfy

(6.38) SZ(y) = =rSTp + dT
thus are included in contours of constant slope s = %LTD = %, independent of the value of chy (see

Figure 11). The contours only intersect at points where s is ill-defined, i.e. when ST = STp = 0.
These two curves intersect at the orbifold point 7, and T';(3) images thereof. At 7,, there are
three incoming rays

(6.39) RN(0), RT(Q)[1]), RT(O(-1)[2])
The first and last emanate from 7 = 0 and 7 = —1 and lie along the boundary of the fundamental
domain F,, where s = 0 and s = —1, respectively while R°T(Q(1)[1]) is a vertical line emanating

from 7 = —1/2, with slope s = —1/2. In addition, there are vertical rays R°¥(O(m)[1]) for
any m € Z, which do not interact with the rays (6.39). Consistency at 7, fixes uniquely the
outgoing rays, which then continue on towards a large volume limit, either at 7 — —% + oo,
T — —2+41i0 or 7 = —% +1i0. The rays (6.39) are associated to the homological shifts F;[1] of
the objects F; in the exceptional collection (1.8). Their scattering diagram around 7,, which
we denote by DY, is simply obtained from D, by sending (u,v) — (—u, —v) and reversing the
direction of the arrows. Equivalently, we can send (u,v) — (—u,v) and exchange v; and s,
which amounts to applying the derived duality (2.32) and a suitable translation. Thus, the
scattering diagram D}}/Q consists of the scattering diagram D) concentrated at the point 7,, the

vertical ray R°®(O[1]) and all T';(3) images thereof.

Similarly, for v = —7/2 4+ € with ¢ — 0%, the rays associated to the objects E; in the
exceptional collection (1.8).
(6.40) RE(O[-1]), RTQ(D)), RT(O(=1)[1])

intersect in a region of size € around 7,. As € — 0, the scattering diagram DL J24e reduces to
the orbifold scattering diagram D, concentrated in a region of size € at the point 7, the vertical
ray R(O) and all their I';(3) images.

In either case, the SAFC on Dg/z reduces to the flow tree formula for quivers, which is proven
in [22]. Moreover, the fact that rays do not intersect away from orbifold points makes it clear
that the index Q.(y) computed using the quiver associated to the exceptional collection F;(k)
will coincide with the Gieseker index () along the ray R, /»(7y) provided k —1 < ¢ < k for
r # 0, as observed in [40, 23]. This concludes the proof of Theorem 3 for all non-critical phases

Y e (—n/2,7/2].

6.5. Case studies. In this final section, we study the scattering sequences which contribute to
the Gieseker index Q. () for two simple choices of charges, as function of the phase 1. The
initial rays in these sequences turn out to jump at a subset of the critical phases of Definition 2,
while the index remains unaffected. This is reminiscent of the ‘fake walls’ encountered in earlier
studies [64, 65, 14], where the structure of the bound state changes while the index remains
unchanged.

We first consider v = [0, 1, 1), corresponding to the Chern vector of the structure sheaf O¢
of a rational curve in the hyperplane class. As noted below (2.14), the moduli space M (7)
is P? itself, so 2, () should equal y? + 1 + 1/y? for 75 > 1 and arbitrary values of 7;. Thus,
for any ¢ € (—m/2,7/2) the scattering diagram should contain a ray Rff(v) reaching 7 = ico
with the above index. The scattering sequences which contribute to this index however depend
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sensitively on the value of ¢ (which we can assume to be negative, using the reflection symmetry
of the scattering diagram):

o —Uf < <Y = 0.82406: Ty = {O(~1)[1], O(0)} contributing Ky(1,1);
° —z/)ir ~ 127155 < P < z/)cr T = {2(’)( )[1],2(2)} contributing K3(1, 2);
. _¢ér ~ 138766 < ¥ < —w = {30(1)[1], {22(3), O(2)[~1]}} contributing
Ky (1,2)Ks (1, 3);
o — ¥ ~ —1.43934 < ¢ < —¢§: Tz = {30(2)[1],{32(4),{20(3)[-1],O(2)[1]}}} con-
tributing K3(1,2)K5(1,3);
In all cases, the tree produces the desired index y* + 1 + 1/y*. More generally, when

(6.41) —Upiige <Y < =Yply

we find a single tree T, with constituents in the positive cone spanned by the exceptional
collection (O(n)[—1],Q2(n + 1),O(n — 1)[1]) with Chern vectors v1(n),v2(n),v3(n), obtained
from (1.8) by n units of spectral flow (and homology shift [—1]). The tree 7, has n + 1
constituents and is of the iterated form

(6.42) T, = {k1v3(n), {k2y2(n), {ksv1(n), {kay3(n), {ks72(n), ... }}}},
where k; =3 fori=1,...n—1and k, = 2, k,,1 = 1. Equivalently, T,, is defined inductively by
(6.43) T, = {3v3(n),0," - Tor (D)}, Th = {273(1),72(1)}

where T'(1) is the tree T shifted by one unit of spectral flow, and o, acts by cyclic permutation

(6.44) on:m(n) = y(n), Yn) =), () — )

The charges indeed add up to (n — 1)y1(n) + nvya(n) + (n + 1)y3(n) = [0,1,1), and the index
evaluates to K3(1,2)K3(1,3)" 1 =4? + 1+ 1/4°. In Figure 30 we plot the scattering sequences
for the first few values of n.

1] 20(-1) 20[1] 02
0(-3)[2] 290(-1)[1] 30(-2) o(-1)[1] o 30(1)[1] 20(3) O@2)-1]

FIGURE 30. Attractor flow trees contributing to v = [0,1,—3] = [0,1,1) for

Y varying from —7 (right) to  (left). The dashed lines corresponding to the

incoming rays for ¢ = ¢ with a € {:I:%, :I:%, :tg, S

We now consider v = [1,0, 1), the Chern vector of the structure sheaf 0. This object is
spherical and stable throughout the large volume region. In particular, for large 7 and any
71 < 0, the index €, (v) should equal 1.

e In the range —F < ¢ < ¢y}, there is a single ray originating from the conifold point

0(0) =7 (0)[1];
e In the range ¥§ < ¥ < 9$*, we find a single sequence {30(—1),Q(0)[1]} contributing
2

e In the range ¢{" < ¢ < ¢§, we find a single sequence {60(—2), {3Q(—1)[1], O(=3)[2]}}
2
contributing K3(1,3)K4(1,6) = 1;
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(6.45) To = A{Bn)n(=m)],0n-Toa(=1)}, To={m(0)[1]}
with total charge [1,0,1) contributing 1 to the index. In Figure 31 we plot the scattering
sequences for the first few values of n.

More generally, for % < ¥ < ¥$,, there is a sequence T, obtained inductively through
2 2

Q[1] 30(-1) o

FIGURE 31. Attractor flow trees contributing to v = [1,0,0] = [1,0,1) for ¢

varying from —7 (right) to 7 (left). The dashed lines corresponding to the

incoming rays for ¢ = ¢ with @ € {1,1,3, ... }.

APPENDIX A. PERIODS AS EICHLER INTEGRALS

In this section, we review the modular description of the Ké&hler moduli space of Kp2, derive
the Eichler integral representation (1.5) of the periods (T, Tp), and use it to obtain asymptotic
expansions around the large volume, conifold and orbifold points and the behavior under
monodromies. We refer to [66, 67, 47, 68, 69, 31, 70| for earlier studies in the literature.*

A.1. Kihler moduli space as the modular curve X;(3). Recall that the mirror of Kp>
is a family of genus-one curves X(z) = 2} + 3 + 23 — 27322925 = 0 in P? parametrized by
the complex structure modulus z € M = C\{0, —%}7 which is identified as the complexified
Kahler moduli space of Kp2. The points z = 0, —2—17, oo then correspond to the large radius,
conifold and orbifold points, respectively. Alternatively, we can consider the family of genus-one
curves X' (2): x +y + 1 — 22*/y = 0 in CF x CJ, related to X(z) with 2/ = —z — & by a
3-isogeny. The points 2’ = 0, —2%, oo then correspond to the conifold, large radius and orbifold
points, respectively.

The space My is isomorphic to the modular curve X;(3) = H/T'1(3), where I';(3) is the
group of integer matrices (2 %) such that a,d =1 mod 3 and ¢ =0 mod 3. This is an index 4
subgroup of PSL(2,7), with two cusps of width 1 and 3, corresponding to the large volume
and conifold points, respectively, and one elliptic point of order 3 corresponding to the orbifold
point. A convenient choice of fundamental domain is the domain centered around the orbifold
point at 7, = %65’“/6 = (-1, 2—\1/5), shifted horizontally by —1/2 compared to (A.2),

(A1) Fo = {’7’ —=1<7<0,(r1 + ;)2 + 78> %, (m+ %)2 + 72 > %}
This domain (or rather its translate F, = F,(1) under 7 + 7 + 1) is depicted in Figure 32,
along with several of its images under I';(3). Alternatively, one may choose a fundamental
domain centered around 7 = 0,

(A.2) Fo = {T : —% <7< %, (11 + %)2 + 72> é, (1 — %)2 + 77> é}

31We are grateful to Thorsten Schimannek for his help about the material in this section.
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FIGURE 32. Fundamental domain %, centered around the orbifold point 7, =
¢™/6/\/3, and some of its images. Here g = ST 2STS: 7+ 7= and ¢! =
TST3S: 7+ g:—j The fundamental domain F, is the same domain translated

to the interval [—1,0].

shown in Figure 6. It has the nice property of being invariant under the Fricke involution

T — —1/(37).
The isomorphism Mg ~ X;(3) is given explicitly by
1 12 —405%
A3 J. =15 - ==__""""
(A.3) a(7) z 14272

where J3(7) is the normalized Hauptmodul of Ty (3),

12

1

(Ad)  Jz= < n((;))) +12 = - + 5dq — 76¢* — 243¢° + 1188¢" — 1384¢° — 2916¢° + . ..
UG q

where ¢ = €27, The latter maps the points 7 = ico,0 and 7, to J3 = 00,12 and —15,
corresponding to the large volume, conifold and orbifold points, respectively. One easily checks
that the Fricke involution maps J3 +— —22= 4+ 12 and z + 2. Plugging the g-expansion (A.4)

J3—12
into (A.3), we get

q=—2+ 1522 — 27923 + 57292% — 1245542° + 28107182° + . ..

A5
(A.5) 2= —q+ 15¢> — 171¢% + 1679¢* — 15054¢° + 126981¢° + . ..

The Klein invariant is expressed in terms of J; via

E3(7) 196830 ~ 19131876 ~ 387420489
A6 =L 744 i
(A.6) 24 (1) 3+ +J3—12+(J3—12)2+(J3_12)3
leading to
2162 — 1)3 1+ 242")3
(A7) _ (2162 1) (1+242)
Z(1+27z2)3 23(1 4 272")

Using the isomorphism My ~ X;(3), the universal cover of M is therefore identified with
the Poincaré upper half plane, tesselated by an infinite number of copies of the fundamental
domain Fg¢.
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A.2. Periods as Eichler integrals. Under mirror aymmetry7 the central charges (T(7), Tp(T))
of the D2-brane and D4-brane are identified with periods (w, wp) fe A fe ) of a suitable

meromorphic differential A over a basis of one cycles (¢,fp) on the mirror curve. Each of these
periods satisfies the degree 3 Picard-Fuchs equation

(A.8) (0% +32(36 +2)(30 + 1)]© - (; ) =0

D
where © = z0,. On the other hands, the periods (@', @}) = (f,w fén w) of the unique (up to
scale) holomorphic differential w on the mirror curve satisfy the degree 2 Picard-Fuchs equation
(A.9) [0 +32(30 +2)(30 + 1)] - <§ ) =0

D
It follows that

(A.10) o (;)) - (Z;)

Identifying the modular parameter as the ratio 7 = wwi?, we find that @), transforms as a
modular form of weight 1 under I';(3), hence it is given (up to normalization) by the weight 1
Eisenstein series (denoted by A in [71]),

(A.11) w'(r) =146 Z <Z X(n))q"” =14 6q+6¢° + 6¢" +12¢" + . ..

m>1 “njm

where x(n) = (_"3) is the Dirichlet character equal to +1 for n =1 mod 3, —1 for n =2 mod 3
and 0 otherwise. Let C' be the weight 3 Eisenstein series with the same Character,

(A.12) Cr)y=1-9 Z (Z n2x(n)>q 92

m>1 \njm n>1 1 -7
This modular form can also be written as an eta product
(A.13) C(r) = n(r)’ chq =1-9q+27¢* — 9¢° — 117¢" +.

n(37)3

which makes it clear that it does not vanish anywhere in H. The ratio 27_53 is a meromorphic
functlon on X;(3), which can be shown coincides with z. Using the differential identities in

027_ -, we obtain immediately that 20, = %’aT. Substituting into (A.10), we get

(A.14) % (TTD> _c <i>

Using the values (T,Tp) = (—3,3) at the orbifold point 7, [67] we can write the periods as a

2
holomorphic Eichler integral

(5)- (D) [ ) e

Equivalently, using the identity

(A.16) / <i> Cu)du = (é)

proven at the end of §A.6, one can also take 7, = 7, + 1 as a base point and write

(5)- ()£ () com

This representation (or equivalently (A.15)) provides a global formula for the analytic con-
tinuation of T" and Tp throughout the upper half-plane, which gives immediate access to the
asymptotic expansions near all singular points and monodromies around them. It also proves
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to be very efficient for numerical evaluations. In Table 3 we record the values of the periods
at some special points. Using C(7) = C(—7) and (A.16), it is easy to establish the reality

properties
(A.18) T(r)=-T(-7), Tp(r)=Tp(-7),
At the end of §A.6, we use (A.18) to conclude that ST, = 0 on the semi-circle C(—%, 1) passing

through the orbifold point 7,. As a result, the slope s = ST /ST vanishes on that semi-circle.

TABLE 3. Periods at some special points.

T z J I3 T o
nez -3 | o 12 n+iVy n?g+"iv
I L 12 I 9y 3 iV
oI S g 12 —L iy iV
I L] 12 2 44iV T+iV
3 -+ | o 12 —2+4iV -3 431V
1 11 12 25V 53—V
2 —L | oo 12 4—5iY 2-2iY
3 B By e 12 —3-5iV -3 -3iy
3 - L 12 34TV %+31Y
= | 0| -1 n—} 3+
IS ~ | 0 15 : i
331—;\/5 0 0 —15 —% *%
V3 | 0 ~15 : 5
45%\/5 00 0 —15 —% —2
e?i/3 o 0 —231 —3 4 0.8597781 | —0.118598 — 0.429889 i
em/3 o 0 —231 3 +0.8597781 | —0.118598 + 0.429889i
i 53V 11728 [ 255 + 162v/3 | 1.00267i —0.378093

A.3. Expansion around large radius. In the large radius limit, integrating term-by-term
the g-expansion of C', we get

(1 _ T — 7o+ 5 (f2(7) — f )) B
(A.19) / (U) C(u)du = (;Tz —ir24 L (7 fi(7) ifofl( 0) + e (fo(r) = fQ(TO))>
where
(A.20) A=Y 2" i) ==Y S
n=1 n=1

We observe numerically that for 7 = 7,
Aol 1, 1 1, 1. 1
( : ) To + Tmfl(TO) - _5 ) 57_0 - Qﬂ_ifl(To) + (27’&'1)2f2(7—0) - _é
Thus we find that

AL s A1
(4.22) “om 20 1P (2mi)2  4mi 4
with
(A.23) fr=log(=q) + fi, fo=Sllog(=q)]* + filog(—q) + f2 ,
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Consequently, we have

J1 1 T fi f
A24 T=r+2L, T Th
(A.24) Tt =37 g S+ om | (2mi)?

In particular, on any vertical line with 27, € Z, we have

STp
since fi, f are real. In the limit 7 — ioco, fi(7), fo(7) are exponentially suppressed hence
(T, Tp) ~ (7,37?). Substituting ¢ in terms of z via (A.5), we find agreement with the usual
representations in terms of Meijer G-functions [67]

(A.26) fl(Z)—_F(é)lr(g)G%(é %(1)’272)
(A.27) Ry =5 [est (33 2]ers) + a3 (340 2re)] - %2

Expressing 7 and T in terms of the flat coordinate T by inverting the g-expansions, we recover
the usual expansion in terms of Gromov-Witten invariants,

(A.28)
Tp = T; + é + (2;) < 9Q + EQQ +244Q° + 3619699Q 635634 Q° + 307095Q° + )

where

(A.29) Q =" = g+ 9¢° + 54¢° + 2464¢" + 909¢° + 2808¢° + .

The expansion (A.28) can be integrated term-by-term to obtain the tree-level prepotential
(A.30)
™ T 1 1

Fo= 71787ﬂ736+(2771) ( @- 7Q2

such that TD = —38TFO.

244

Q?’*

12333Q* i 211878Q)° B 102365Q° n
64 125 6 o

A.4. Expansion around conifold point. The expansion near the conifold can be obtained
by applying the Fricke involution 7+ 7/ = —1/(37) which maps 7, to 7, = 7, + 1 and C' to

(A.31) C'(r') = Z Aqd" =q +3¢% +9¢° +13¢* +24¢° +27¢° + . ..

This is again recognized as an Eisenstein series,
' m ¢"(1+4"™)
(A.32) C'(r) = (D nx(m/n)d™ = x(n) "
(1—q™)
le nlm nZl
Changing variables u — «' = —1/(3u) in (A.15) and using n(—1/7) = vV —itn(7), we get

s (@) () e

o

Integrating terms by terms we get

won e ()= (5O RO TE)
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where we defined

. = " 13
()= " =+ 50" 30+ g+
n=1
(A.35) 5(7') = filogd + f5(7')
>
Fe( I\ . Cfn/n__l_i/Z_/?) E/4_
f3(7') = ;ngq ¢ = 34"~ 4"~ 354
We observe numerically that for 7 = 7,,
C K C :
(A.36) K fi(10) = —1, %fQ(TO) =1-iy
where
273 27 .
(A.37) K= 2\[ , V= 59T (e*™/3) ~ 0.462758
i s
Thus we find that T, Tp can be expressed as
K c . Koo
(A38) T= %fé +1V 5 TD = —gfl

In particular, (T, Tp) = (iV,0) at the conifold point. Substituting ¢’ in terms of 2’ using (A.5)
(with ¢ — ¢/, z — 2’), we recover the usual expression in terms of Meijer G-functions, and arrive
at an alternative representation for the ‘quantum volume’ [66],

(A.39) =

The value for V observed numerically in (A.37) can be determined exactly by evaluating (A.24)
at 7 = 0 using zeta function regularization. Indeed, the L-series of fi, fo easily evaluate to

(A40) Ly (s) =Y nfﬁ = —9(s+ 1) L(s—1), Lp(s)=—Y_ mcgi = 9C(s +2) L(s)

m>1 m>1

where L(s) = ), - x(m)m™* =37 (¢(s,3) — C(s,2)) is the Dirichlet L-series. Its completion
s+1

(A41) LH(s) = (3)F T (252 L(s)

T 2

is analytic for ®(s) > 1 and invariant under s — 1 — s, and so is the completed Riemann zeta
function ¢*(s) = 7*/2I'(s/2)((s). Using this, one can evaluate the limit as s — 0,

(A.42) f1(0) = =91im ((s + 1) L(s — 1) = 27\5;(2)
(A3 o) = 9lim (s +2) L(s) = &

where we used L(0) = 1/3. This reproduces the expected value (T,7p) = (iV,0) at 7 = 0.
A.5. Orbifold point. Near the orbifold point, integrating the Taylor expansion of C' term by
term we get

1 1
(A.44) T = ) + C(1,) (T —70) + 50’(7'0)(7' —T) 4.

(A.45) Tp = é + %C(TO)(TQ —72) + %C/(To)(T — )27 4 7o) + ...
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We observe numerically that

INEO 729 ; f

(A.46) C(r,) = (3)6 ~3.1185, C'(r,) = —i—5T(3)’T(L)® ~ 16.20431 ,
F(g) 47T5
18V/3I'(%)° ,

(A47) Jé”(To) = W ~ —144741

with the same values for 7 = 7,,. The flat coordinate w = 1/z is obtained by expanding (A.3),
3V/30(1)°
(A.48) w=-—-J3—15= \[72(3)(7 — 7+ O((t — 7))
ir(3)?
A.6. Monodromies. The monodromies around the three singular points can be computed by
using the transformation property of the Eichler integral,

T+3i\(ar+b\ (d ¢\ [T+1% o feutd
(A.49) (T _2;)) <CT+d> _ <b a) <TD _2§> (7) + / <au H)) C(u)du

a—cTo

whenever ad —bc = 1, ¢ =0 mod 3. The last term is independent of 7, and is a degree 1 period
polynomial for the weight 3 modular form C'. It follows from (A.15) and (A.49) that the period
vector IT = (1,7, Tp) transforms as

1 00
(A.50) T — MIT M=|m d c]| ,
mp b a

where
1 c To
(A51) <mp) o <§(1 - a) + g + dro—b au+b C(u)du
Consequently, the coordinates (s, w) defined in (1.7) transform as
st b LW as +0
w m —

cs+d’ cs+d  cs+d

Under the I'y(3) transformations

(A.52)

mp

T+1
, T —
3r—1 31742
corresponding to monodromies around ico, 0 and 7,, we find, in agreement with [40]*?

(A.53) T—TH+1l, T —

100 10 0 10 0
(A.54) Miy=|110] Me=[01 -3 M=[|-1 -2 -3
3 11 00 1 ;101

satisfying M, = Mc My, M3 = 1.

In the remainder of this section, we prove the identity (A.16) and the statement below (2.32)
by studying the action of the monodromy M. First, we observe that Mg maps 7, to 7o = 7,+1,
while preserving Tpp. Thus, (A.15) implies the second equation in (A.16), namely

(A.55) / ' uwC(u)du =0

As a result, Tp(7y) = Tp(7,) = 1/3. Similarly, M¢c maps T to T — 3T, therefore T(7,) =
T(1y) — 3Tp(7y), which implies the first equation in (A.16),

(A.56) / 7 Clu)du = T(ry) — T(r,) = 3Tp(ry) = 1

1
32This also agrees with [67] upon conjugating the matrices in by (1/2
0

(=N ]

0
0), due to a shift T—>T+%.
1
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Secondly, since M sends 7 = 7 + i1y to
T 3ri+3r — 7 , T
= — —|— 1
3r—1 33 +3m2—2n)+1 332 +3m% —2n)+1

we see that on the half circle C(—1/3,1/3) defined by 372 + 373 — 2711 = 0, the action of Mg
restricts to 7 +— —7. Since T is invariant under M¢, it follows that for any 7 € C(—1/3,1/3)

(A.58) Tp(r) =Tp(-7)
Since Tp(7) = Tp(—7) by (2.32), it follows that STp = 0 on the half circle C(—1/3,1/3). O

(A.57) -

APPENDIX B. MASSLESS OBJECTS AT CONIFOLD POINTS

The structure sheaf O of P? is a spherical object in the derived category D’(Coh, Kp2), whose
central charge vanishes at the conifold point 7 = 0. The action of the group I';(3) on the 7
upper half-plane lifts to an action by auto-equivalences on the derived category of Kpz. Thus,
for every g € I'1(3), E = g(0O) is a spherical object whose central charge vanishes at the conifold
point 7 = ¢g(0) = p/q with ¢ # 0 mod 3. In this section we compute the object E for low values
of p,q. The results are summarized in Table 1 on page 11.

For example, the element V' = ( 1. 9) (equal to the monodromy around the conifold point
7 =0) acts on 7 via V: 7 — —zZ=, and on the derived category via the spherical twist STo
around the spherical object (’) The latter is given by the exact triangle (see (2.20) and [31,

§9.1])
(B.1) Hom}, ,(0,E)® O % E — STo(E) =
Similarly for U = V! the action on the derived category is the inverse of the spherical twist

ST around the spherical object O, which is given, following Proposition 2.10 of [50], by the
exact triangle

(B.2) ST, (E) — E % Hom(Hom} , (E, 0),0) 5

At the point 7 = —1/2, obtained by acting with VT on 7 = 0, the spherical object becoming
massless is STo(O(1)). We have Homp. (0, O(1)) = €3, Homj, (O, O(1)) = 0 for k > 0, and
Homb. (O(1),0) = 0 for k > 0. Hence, using (2.18),

(B.3) Hom§ (0, 0(1)) = Hom (0, 0(1)) = €, HomjZ? (0, 0(1)) = 0
Finally, from the Euler exact sequence
(B.4) 0-0—=01)% =T -0
where T is the tangent bundle of P2, we obtain the exact sequence
(B.5) 0— Q1) = 0% - 0(1) = 0
and so an exact triangle O%3 — O(1) — Q(1)[1] . Hence the massless object at 7 = —1is
(B.6) STo(O(1)) = Q(1)[1]
For the point 7 = 4/5, obtained by acting by TV on 7 = —1/2, the spherical object

becoming massless is STo(€2(1)[1])(1). Using (B.5) and the Bott vanishing theorem, we obtain
Homp, (€2(1),0) = €3, On the other hand, using the Bott vanishing theorem and Riemann-Roch
formula, we find that Homp:(Q(1),0) = 0 for all k& # 0, and Homjp. (O, (1)) = 0 for all k.
Hence, by (2.18),

(B.7) Homi , (0,Q(1)) = €*[-3]
(B.8) Hom% ,(0,Q(1)) = €*, Hom;Z%(0,Q(1))
It follows that the exact triangle defining £ = STo(€2(1)[1])(1) is of the form

(B.9) 0%(1)[=2] = Q2)[1] = E 5
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Note in particular that E has rank —5 and degree —4, as expected.

It is important to remark that the map O%*(1)[—2] — Q(2)[1] in the derived category of
Kp> does not come from maps in the derived category of P?: indeed all extension groups
Hom%2 between sheaves are zero since P? is of dimension 2. As mentioned at the beginning
of §2.2, in general, an object E in the derived category of coherent sheaves on Kp2 supported
set-theoretically on the zero section can be viewed as a pair (F, ¢) with F' an object in the
derived category of P? and ¢: F — F ® Kp2 a nilpotent Higgs field. For the object £ defined
by (B.9), since every map O%3(1)[—2] — Q(2)[1] in the derived category of P? is zero, the
underlying object F' is simply the direct sum
(B.10) F=Q(2)[1]®0%(1)[-1]

but there is a non-trivial nilpotent Higgs field on F' coming from a map O%3(1)[—1] — Q(—1)[1]
in D?(CohP?). Note that by Serre duality, we have

(B.11) Homj: (O(1), (—1)) = Homp:2(2(2), O(1))¥

which is indeed non-zero.
The same type of analysis provides the exact triangles giving the following massless objects
at other conifold points.

o 7=1/5 g=U?T"'. Because of the relations (V)3 =1and U =V,
(B.12) UT-1(0) = TVTV(O) = TVT(O[-2]) = Q(2)[~1]

In the quiver associated to the exceptional collection (O, Q(2)[—1], O(1)[—2]) there are 3
relations and no arrows from the second to the first node, so we deduce successively

(B.13) Homj , (2(2)[~1],0) = C°[-2]
(B.14) Hom(Homj, ,(2(2)[~1],0),0) = 0%*[2]

The object E = U(€2(2)[—1]) is then given by the exact triangle
(B.15) E = Q(2)[-1] - 0%[2] =

e 7 =1/4, g = UT. One has Hom(Homj ,(O(1),0),0) = Hom(C*[-3],0) = O%[3],
thus the object £ = U(O(1)) is given by the exact triangle

(B.16) E— O(1) - 0%[3] =

e 7=2/5 g=UT"? One has Hom(Homj ,(O(-2),0),0) = Hom(C’, 0) = O, thus
E =U(O(-2)) is given by the exact triangle
(B.17) E — O(=2) » 0% X,

e 7=1/2, g =TVT. This is a translate of (B.6), namely E = Q(2)[1].
o 7=3/5 g=TVT? One has Hom} ,(0,0(2)) = C° hence E =TV(O(2)) is given by
the exact triangle

(B.18) 01 - 0(3) = E S

o 7=3/4,9g=TVT"". One has Homj  (0,0(-1)) = C*[-3], hence E =TV (O(-1)) is
given by the exact triangle

(B.19) 01)®[-3] -0 = E L
e 7=1,9="T. Trivially, F = O(1).

These results are summarized in Table 1 on page 11.
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APPENDIX C. ENDPOINTS OF ATTRACTOR FLOWS FOR LOCAL P?

In this section we derive several bounds on the behaviour of the attractor flow on the slice
of II-stability conditions in the case ) = Kp2, which we used in §6.1. As explained there, the
central charge Z,(v) is a holomorphic function of 7 € H with no critical point, so that the
attractor flow can either end at a marginal stability wall, end at a conifold point, end at a
large volume point, or continue indefinitely. In §C.1 and §C.2 we rule out the last two cases in
turn. In §C.3, §C.4 and §C.5 we determine conditions for an attractor flow to end or start at a
conifold point, which leads to the equivalent definitions of the critical phase v in Definition 2.

C.1. Attractor flows avoid large volume points. Let us assume that an attractor flow
associated to some v € I' ends at a large volume point, which we take without loss of generality
to be 7 = ico. Such a flow p — 7(p) € H would at late times lie in the fundamental domain F¢
centered around the conifold point 7 = 0, or its translates centered around 7 = n. By applying
a transformation g(p) € I'1(3) (which depends discretely on the flow parameter u), we can map
T(p) into 7 = g - 7 € Fe, at the cost of also mapping v to ¥ = g - y. The central charge is
unchanged, and in particular the mass | Zz(,)(Y(1))| = |Zr(u ()| is monotonically decreasing,
hence lower than its initial value. We now exclude such attractor flows by proving that this
upper bound on |Z;(%)| would translate into an upper bound on $7, regardless of the charge
vector 4 (provided the corresponding DT invariant is nonzero). Passing to the contrapositive
statement and dropping tildes,* we shall prove the following statement (recall that § denotes
the DO-brane charge vector).

Proposition 4. For every M > 0, there exists D > 0 such that for every T € F¢ with (1) > D,
and every vy € I'\ Zo with Q,(y) # 0, one has |Z-(y)| > M.

The proof relies on approximating the exact central charge Z by the large volume central
charge (1.6) Z{Y,)(v) = —5(s +it)* + d(s +it) — chy, and we begin by proving bounds on it. We
denote

Lo o
(C.1) Y = i(t —5%)

Lemma 5. For every (s,t) with Y >0, and every v € T such that r > 0 and d*> — 2rchy > 0,
one has

d2

(C.2) 1ZXy (DI = r?Y? + 3Y
Proof. We have
1 ZGn (NP = (Y +ds — chg)* + (2Y + 5°)(d — rs)’

> r2Y2 4 2rY (ds — chy) +2Y(d — rs)?
If r = 0, this gives |Z(Ls\1/t)(’y)|2 > 2d?Y and so in particular (C.2). If 7 > 0, we rephrase the
inequality in terms of the slope u = d/r and use the assumption —chy/r > —u?/2 to obtain
(C4) 1ZE (NP = 2 (Y2 + Y (2us — 1) +2Y (1 — 5)?)
The coefficient of Y is p? — 2sp + 2s? > p%/2, which yields (C.2). O

Proof of Proposition 4. We write 7 = 11 + i1, with 73 = R7 and 75 = S7. We denote by O(1)
any function on F¢ which is bounded for 7» large enough, uniformly in r and d. For instance,
1/7=0(1) and 71 = O(1), as —1 <7 < 1 on F¢. According to the large volume expansion
of the periods in §A.3, T =7+ O(1) and Tp = g + O(1), hence

RT = O(1), RTp = —12/2 + O(1)

%T:TQ—FO(l)? %TD:7_17—2+O(1):O(1)7_2

(C.3)

(C.5)

33mportantly, images of v € I'\ Z¢ under T';(3) are in '\ Z§ because § is invariant.
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As a result
ST
5= 57 =N +0(1)/m = 0(1)
(C6) w=—RTp + sRT = 73/2+ O(1)

t=V2w—s2= /3 +0(1) =1+ 01)/n
Y=w-s=73/2+0(1)
In particular, large enough 75, t or Y are synonymous within F-. Another consequence is
(C.7) r=s+it+01)/r, 2= (s+it)*+0(1)

which implies that the large volume central charge is a good approximation of the central charge
in the sense that

Z-,—(’y) = 77‘TD + dl’ — Ch2

= =5 (s +it)? + d(s +it) = chy + [rO(1) +[d]O(1)

= Z{an(7) + Ir[O(1) + [d|O(1)

Next, we seek to apply Lemma 5. For large enough 7, the point 7 € F¢ does not belong
to the lower boundary of F¢, thus 7 defines a geometric stability condition. Hence, by [51]
(Corollary 1.33 in published version, or Corollary 1.30 in arXiv version), if Q.() # 0, then
~v =n~"is a multiple n € Z\ {0} of the class 7' of a Gieseker semistable sheaf. The latter obeys
7" >0 and d? — 21’ chl, > 0 (see for example [41, Lemma 3.4]). Up to replacing v by —~, which
does not change the mass |Z,(7)], one can assume that n > 0, so that r > 0 and d? — 2rchy > 0.
Lemma 5 thus applies (for large enough 75 to ensure Y > 0): for every v € T\ Zd such that
Q.(v) # 0, we have

1 1 1
(C.9) 285 (D] 2 \[r2Y2 4 5dY 2 Sl + VY

where we did not try to optimize the constants. As a result,

(C.8)

(©10) 12001 2 128 ()] = 1rO)] = [dO()| > 3 1rlY/ + 3 |dIVY

for large enough Y. Since we restrict to v ¢ Zd, one has (r,d) # (0,0), so that we have proven
|Z.(7)| > /Y /3 for large enough Y, or equivalently for large enough 7. This ends the proof of
Proposition 4, which confines any attractor flow away from all large volume points. ]

C.2. Attractor flows end at walls or conifold points. We are now ready to prove that
an attractor flow cannot continue indefinitely. We denote by H = HU R the closed upper half
plane.

Proposition 6. For a charge vector v € T'\ Z6 and a starting point T(uo) € H, consider
the attractor flow [pio, fioc) D pt > T(p) that is mazimally extended subject to the condition
Qr(v) # 0. Then the limit T(po) = limy,,, 7(1) € H exists and lies either at a conifold
point or on a wall of marginal stability of .

Proof. The modular curve X;(3) = I';(3)\H has a natural compactification X;(3) ~ P* obtained
by adding the large volume point 21y and the conifold point z¢. Let m: H — X;(3) be the
quotient map. Then o 7: [po, fies) — X1(3) takes values in the compact space X;(3) hence
admits at least one limit point zo, € X71(3). In other words there exists a sequence (fi,)n=12...
that tends to f1o, and such that 7(7(u,)) — 200. For later purposes, it is useful to recall that
the mass |Z(,)(7)| is monotonically decreasing hence has a limit as y@ — pio, which necessarily
coincides with the limit of its subsequence |Z-(,,(7)|.
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Consider the unique element g, € I';(3) that maps 7(u,) to a point 7, = g,, - 7(1,,) in the
fundamental domain F centered on the conifold point, and consider the corresponding charge
i = gn -y By I'1(3)-equivariance,

(C.11) O (1) = Qe (M) 70, 12 (0] = 1 Zry (N < [Z70) (V)]

Proposition 4 applied with M = |Z;(,,)(7)| implies that the imaginary parts S7,, < D must be
bounded above by some constant D. This bound excludes 7(7,,) = 7(7(u,)) from a neighborhood

of the large volume point in X;(3). Therefore, the large volume point cannot be a limit point z.,
of TorT.

Next, assume that the limit point z., lies in X1(3). Consider its lift 7, € F¢, and note that®*
T! — Teo. By the support property, 7., admits an open neighbourhood U on which there are
finitely many classes 7' € " \ Zd with non-zero DT invariants and with central charge less than
the upper bound |Z;,,)(7)|. The point 7, lies in U for large enough n, hence v, takes finitely
many values. Up to passing to a subsequence we can assume that all 7/, = 4/ are equal to
the same charge vector. Fix an arbitrary (Euclidean) norm || ||: T' — [0, 400). The support
property ensures that ||7'[| < |Z-(7)| whenever 7 € U and Q. (') # 0, with an implied constant
that is uniform in 7 € U. This gives a positive lower bound on |Z., (v')|, hence on its limit

(©12) o=l Zeo()] = T [Zeuy ()] = lim |2 ()] = 12, ()] > 0
We learn that the point 7., € H is not a critical point of Z,(v') and the gradient flow is smooth
near To,. Therefore, near 7o, there exists local coordinates m = |Z, ()| along attractor flow lines

and ¢ parametrizing the different flow lines: the attractor flow keeps ¢ constant and decreases m.
Consider a neighborhood that is rectangular in these coordinates,

(C.13) V=(0_,0:)x(m_,ms) 3 (loo, Meo) = Too

For large enough n we have 7/ = (£,,m,) € V. The gradient flow of |Z.(7')| starting from
this point is (€,,m) with m decreasing from m, all the way to m_ at the boundary of V.
Since m_ < My, the attractor flow must stop before, and specifically (C.12) requires the
attractor flow to stop precisely at m = mo,. Recall now that 7/ = g, - 7(u,). The image
{91 (b, m), ms < m < m,} of the gradient flow of |Z,(')| is the gradient flow of |Z,(v)]
starting from 7(u,,), which is precisely the attractor flow. We have thus fully determined the
end segment of the attractor flow: the end point 7(jis) = g, + (€n, Moo) of the attractor flow
exists. The gradient flow of |Z,(v)| could continue unimpeded beyond m = ms,, hence what
stops the attractor flow must be that Q,(y) =0 for 7 = g,;! - (£,,m) with m < m (at least,
close to me,). This means that 7(ji..) is on a wall of marginal stability.

It remains to treat the case where none of the limit points of mo7 are of the above type, in which
case the only remaining possibility for the limit point is the conifold point z,, = zc € X;(3).
Since this is a unique limit point, we have lim,_,,  7(7(x)) = z¢. For a constant 0 < D < 7,
consider the (connected) set Wp = {1 € F¢, 37 < D}, its projection Vp = m(Wp) C X;(3),
and the union Up = 771 (Vp) C H of all of its I';(3) images. The sets Vp and Up are manifestly
open. In fact, Vp U {z¢} is a neighborhood of z¢ in X;(3), hence for large enough p, one has
m(r(p)) € Vp thus 7(p) € Up. We learn that 7(x) remains in a fixed connected component
of Up for large enough p. For instance, the connected component of Up containing Wp consists
of the union of images g - Wp for all elements g € I'1(3) that leave 7 = 0 invariant, so if 7(u)
lies in this connected component, it can only tend to the conifold point 7 = 0. Other connected
components are I'1(3) images of this one, which implies that 7(u) tends to a conifold point
¢ € Q C OH. O

3Gtrictly speaking, if Too lies on the boundary of Fe, it can have multiple I'1(3) images in the closure Fc.
Then 7, has a subsequence that converges to either of these images, which we then denote 7o.
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C.3. Initial data of the exact diagram from the large volume diagram. A key ingredient
when building scattering diagrams is the initial data: DT invariants along the initial rays, which
are rays that do not arise from the scattering of other rays. Initial rays correspond to attractor
flows that do not end on a wall of marginal stability, hence that end at a conifold point by
Proposition 6. In this subsection we identify the DT invariants of such a flow (near a conifold
point) to some DT invariants in the large volume diagram. This establishes the equivalence
of the characterizations (2) and (3) of critical phases in Definition 2. Using I';(3) invariance
we take the conifold point to be 7 = 0. We assume ¢ € (—7/2,7/2) in this section as the
scattering diagram for ¢» = 7/2 is highly degenerate and best treated separately in §6.4.4. We
recall Vy, = Vtan.

Proposition 7. Consider an attractor flow that ends at the conifold point 7 = 0 and has
Z. () € ie]0, +o00) with v € (—7/2,m/2). Then the point (s,t) = (Vy,|Vy|) lies on (the closure
of ) an active ray REY () of charge «y in the large volume scattering diagram DEV. Furthermore,
each DT invariant Q. (kvy), k > 1, is eventually constant along the flow close to the conifold
point, and coincides with the limit of QY (k) as (s,t) = (Vy, [Vyl) along RG¥ (v) in Dg¥. In
particular, either v = [r,0,0] with DT invariants Q,([k,0,0]) = Ok signr, 07 ¥ is a critical phase
in the sense that (Vy,|Vy|) is an intersection of active rays in DFV.

Proof. While the statement is expressed in a uniform way, we shall distinguish d = 0 from d # 0
momentarily as they require very different approaches.

There is a Z-worth of fundamental domains meeting at this conifold point, acted upon by
the monodromy V': 7 +— 75~ around 7 = 0. We use the coordinate 7/ = —1/(37), in which
the conifold point lies at 7/ — +ioo. and the monodromy acts as V': 7/ +— 7/ 4+ 1. In terms of
¢’ = €*™™ (which vanishes at the conifold point), the expansion (A.38) reads

(C.14) T=iV+rrd(1+0(1), Tp= —gq'(l +o(1))

where o(1) denotes any function of 7/ (such as 1/7 or ¢') that vanishes as ¢ — 0. Within an
attractor flow, the phase of Z,() is fixed and its modulus is monotonically decreasing, hence
Z.(v) = —rTp + dT — chy has a limit as ¢ — 0.

If d = 0 then Z,(y) — —chy, which does not belong to the half-line ie!¥[0, +-00) unless chy = 0,
which corresponds to a charge v = [r,0,0], with r # 0 since v # 0. Such a charge is a multiple
of the class of sheaves O(0)[k] becoming massless at the conifold point. It is easy to see that
Z:(y) = —rTp = §r¢ (1 4+ o(1)) € ie" (0, +00) requires

(C.15) =Rt = —n—l—lsignr—i—ﬂ—i—o(l)

4 2m
for some integer n € Z. Close enough to the conifold point, the o(1) term is less than 1/2, so along
a given attractor flow n is eventually constant. Applying a I';(3) translation V": 7/ +— 7/ +n
reduces the problem to the case n = 0, for which |7{| < 1/2 close enough to the conifold point.
As the Fricke involution 7/ = —1/(37) maps the fundamental domain F¢ to itself, we deduce
that 7 € F¢ at late enough times along the flow. In addition,

/

(C.16) sign(R7) = sign<3|_7/}2) = —sign(r]) = —signr
T

Let us determine the DT invariants along this attractor flow that eventually lies in F¢ and ends
at 7 = 0. It follows from [51, Corollary 1.24] (Corollary 1.21 of the arXiv version) that €, (v)
does not jump for v proportional to v(0O) and 7 geometric (apart from v — —~v across the
vertical axis). So it is enough to work at large volume, namely with Gieseker stability. Let E be
a Gieseker-stable sheaf of class v = kv(O) with k£ > 1. It is of slope p = 0 and of discriminant
A = 0. Hence, E is exceptional in the sense of [41, Section 4.2]. By [41, Lemma 4.3|, there is a
unique exceptional sheaf of given slope. As O is exceptional of slope 0, we obtain £ = O. The
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moduli space of stable objects is a point for £k = 1 and empty for & > 1. So
(C.17) Q- (kv(0)) = dia

for k € Z and for every 7 € F¢ with ®7 < 0, and likewise Q,(kv(O)) = 0x,—1 for R7 > 0.
Thanks to (C.16) this translates to the sign condition in the statement of the Proposition.

We henceforth assume that d # 0.

After proving that the phase must obey V,, = chy/d, our strategy is to show that the attractor
flow (near 7 = 0) lies in the large volume region 7 € HYY, map this point to large volume
coordinates (s,t), and finally use that the large volume scattering diagram for non-zero phase
YWV = arg(—lZijt)( )) coincides with the diagram DY with zero phase up to a further change

of coordinates (4.26),
(C.18) () =00 =0,  F=s+ttany?, P =1+ (t tan p™V)?

Our calculations show that (3,£) — (Vy, |Vy|) as 7 — 0 along the flow, which suffices to conclude.

We start by determining how the conifold point is approached. The central charge has a
limit, hence T" has a limit, and equivalently 7'¢’ — ¢ for some ¢ € C. Decomposing 7" = 7] + i},
we see that 75¢ = O(7he~2"2) vanishes at the conifold point so 7/¢' — c¢. If ¢ # 0 then

! ~ |e|/|¢'| = |c|e* ™, which means that the phase of 7/¢' diverges, contradicting 7/¢ — c.
1 1 1

Thus ¢ =0 and altogether T" — i). We learn that

(C.19) Z.(y) =iVd — chy + k7'q (d + 0o(1))

with /¢’ — 0. Along the flow, the central charge is fixed to lie in Z.(7) € ie!¥[0, +o0) and to
move towards 0 along this half-line, hence Z,(y) — (iVd — chy) lies in the same half-line. This
implies (using —7/2 < ¢ < 7/2 hence cosv > 0)
h

(C.20) d>0, % =V, 217 = —27mn + ¢ + o(1)
where V,, = Vtan1 and n € Z is eventually constant (as in (C.15), 7 € F¢ if and only if n = 0).
We then evaluate the large-volume coordinates s, t,

STp K _onrt (.

S e AR )

(C.21) w=—RTp + sRT = geﬂ’”é (costp + o(1))

2 /
2 =2w —s* = ?ﬁe_%”? (cosv +0(1)) >0

Therefore, close enough to the conifold point, the ray lies in the large volume region 2w > s2,
and one has Q.(y) = Q) (7)-

Next we consider the phase ™Y = arg(—lZ];Vt)( )) of the large volume central charge at (s, ),
and evaluate its tangent since this is what appears in the change of coordinates (C.18):

§RZLM)( ) _ chy —ds + 5(s* — %)

v _ _ —Th
(C.22) ttany™’ = Z(I;Yt)( 7 - =V, +0(e™)
Thus
§=s+ttany™ =V, + O(e ™),
(C.23) i ,
t= \/t2 + (ttaru/JLV) = [Vy| + O(e™™)

As announced, we learn that (,7) tends to the point (Vy, |Vy|). By construction, (3,f) moves
along the geometric ray Rgeo’w(v) of the zero-phase large volume scattering diagram DV,
DT invariants €.(y) near the end of the attractor flow are thus given by DT invariants along
the ray RE™ () near its intersection (Vy, |Vy|) with the initial ray REY ([sign Vy, 0,0]). The
ray Ry °(7) is thus active close to 7 = 0 precisely when the ray REMW (4) is active close to
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(Vy, [Vy]). We conclude that there are non-trivial initial rays at 7 = 0 if and only if (Vy, |Vy]) is
an intersection of active rays. O

C.4. Initial data of the exact diagram from the orbifold diagram. In the previous
section we have mapped DT invariants along an attractor flow ending at 7 = 0 to DT invariants
in the large volume scattering diagram. We now map the DT invariants to the orbifold diagram,
thus proving the equivalence of the criteria (2) and (4) in Definition 2, in terms of attractor flows
and of the orbifold diagram. The latter criterion involves the point § = (0, 5 + |Vyl, 3 — [Vy/)
whose (u,v) coordinates are determined from (5.12) to be

C.24 1,1 % ! 142V

(C.24) U—E+§| wl; v—m(—+ Vyl)

Recall the functions p;: R — R? given in (6.28) for j = 1,2, 3 parametrizing the three initial rays
of the orbifold diagram. The point (C.24) involved in Definition 2 is p;(—|Vy|). By Zs-invariance
(cyclic permutations of the 6;) one can replace this point by ps(—[Vy|), which will appear more
naturally in this section. Rather than repeating what can already be learned about vy = [k, 0, 0)
from Proposition 7, we restrict our attention immediately to attractor flows with « ¢ [1,0,0).

Proposition 8. Consider an attractor flow that ends at the conifold point T = 0 and has
Z.(y) € ie]0, +00) with —7/2 < 9 < 7/2 and with v ¢ [1,0,0)Z. Then the point ps(—|Vy|) is
a ray wntersection in D,,.

Proof. For |V,| < 1/2 there are no such ray intersections in D,, and we have shown as part of

Proposition 7 that there is no such attractor flow. We thus concentrate on V;, < —1/2, fixing

the sign to be negative by using the ¢ — —1) symmetry. In other words, —7/2 < ¢ < 71#%;2.
A translation V™: 7/ +— 7/ 4+ n maps the attractor flow (C.20) to that with n =0,

(C.25) 1 =19/(27) +0o(1) € (—1/2,0)

As discussed below (C.15), this condition on 7’ implies that 7 € Fo. Furthermore, the sign
sign(R7) = —sign(r{) = 1 implies that 7 € F, = F,(1). Within the orbifold fundamental
domain F,, the region of validity H® of the quiver description is described by the inequality
(6.26) 2w + s < 0, namely t?> < —s(1 + s) for the point 7 — 1 € F,. Since s(7 — 1) = s(7) — 1
and #? is invariant under translations, this condition reduces to t* < (1 — s)s, namely 2w < s,
for the point 7 € F,y. Then, thanks to the asymptotics (C.21), we evaluate

(C.26) s — 2w =

Since —V,, > 1/2 > 2V? ~ 0.4283, this is positive, which ensures that the attractor flow lies in
HY = H°(1) and its DT invariants are correctly given by the quiver scattering diagram.
The translated attractor flow p — 7(u) — 1 € F, tends to the 7 = —1 conifold point, hence

(C.27) (z,y) — (To-1), Yo(-1) = Vy — 1, Vy — 1/2)

where coordinates of the conifold point were calculated in (6.18). The corresponding (u,v)
coordinates are

11 22 + 1 1 1., 1-2y
where p3 was defined in (6.28) and we used ¢ < 0. Along the attractor flow, the quiver
description is valid in a neighborhood of this point, so DT invariants of the exact ray R(7)
starting at 7 = 0 coincide with those of the ray R,(7) starting at ps(—|Vy|) in the orbifold
diagram. In particular, there exists an active ray (with v ¢ [1,0,0]Z) ending at 7 = 0 if and
only if p3(—|Vy|) is a ray intersection. O
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C.5. Attractor flows starting at conifold points. To complete our description of the
neighborhood of the conifold point, we now also study the attractor flows that emanate from
7 = 0, namely p — 7(p) with p € (o, pteo) such that lim,,,, 7(1) = 0. We establish the
equivalence of the characterizations (1) and (4) in Definition 2 by mapping such flows to rays
passing through p;(—|Vy|) in the quiver.

As before, the central charge must have a limit as y — pg, but now this limit must be
non-zero (as its modulus should decrease along the flow). This rules out the case d = 0 because
Z.—o(v) = —chy cannot be in the open half-line ie'¥ (0, +00). Thus, d # 0. By symmetry under
1 — —1), we focus on ¢ € (—m/2,0].

Returning to the expansion (C.19) of the central charge, we again find that 7'¢’ has a limit
and that this limit must vanish to avoid a divergent phase. Thus, Z,(v) — iVd — chy as . — pg.
Along the flow, the central charge is fixed to lie in Z,(7) € ie™[0, +00) and to move towards 0
along this half-line, hence (iVd — chy) — Z.(7y) lies in the same half-line. This implies (C.20)
with a constant shift of 77,

(C.29) d>0, — =V, 217 = —2mn+ ¢ + 7+ o(1)

The integer n € Z can be eliminated by a I'y(3) transformation V": 7/ — 7’ 4+ n. Then
7 € (1/4,1/2], namely 7’ is in the closure F¢, which is stable under the Fricke involution, so
7 € Fe. In addition, the sign of 7/ yields R7 < 0, so that 7 lies in the closure F, of the orbifold
fundamental domain.

The expansions of s and w are then the opposites of (C.21), so that for ¢ € (—7/2,0] we
have w, s < 0 close to the conifold point, hence the inequality 2w < —s defining the orbifold
region H° within F, is satisfied. DT invariants along the flow are thus correctly given by those
of the orbifold diagram D, at a suitable point (u,v). The affine coordinates (6.6) are
R(e T R(e—T
(cosz/)) =Vy+o(l)=—=|Vy| +0o(1), y= _(cost) =o(1).

Thus, (C.28) holds as well, and the attractor flow starts (in the conifold limit g — o) at the
point p(—|Vy|) lying on the initial ray R,(71) of the quiver scattering diagram.

As in the previous section, we find that flows with ¢ [1,0,0]Z that start (rather than end)
at 7 = 0 are given by rays of the quiver scattering diagram that end® (rather than start) at
(u,v) = p1(—|Vy|). By consistency of the orbifold scattering diagram, the points p;(—|Vy|) of
R, with incoming rays or with outgoing rays are the same, and correspond by Proposition 8 to
critical phases. This situation, in which both incoming and outgoing rays at 7 = 0 occur for a
critical phase, is illustrated in Figure 8 for V,, ~ —1/2.

Since both incoming and outgoing rays at 7 = 0 are seen in the orbifold diagram, it should
be interesting to translate the consistency of the orbifold scattering diagram at pi(—|Vy|) into a
notion of consistency of the exact diagram Dg at the conifold point, which is a singular point in
the moduli space.

(C.30) xr =

APPENDIX D. ON THE MATHEMATICAL DEFINITION OF DT INVARIANTS

Here we provide mathematical details on the definition of the DT invariants ,(y). These
invariants are a direct generalisation of the integer BPS invariants of [72]. From [73], the objects
of a smooth CY3 dg category C (like the dg category of perfect complexes with compact support
on a smooth CY3-fold) form a —1-shifted symplectic derived stack M in the sense of [74]. We
suppose that M admits an orientation, i.e. a square root of the line bundle det (L) given
by the determinant of the cotangent complex of M (a canonical orientation was constructed
in the case of sheaves with compact support on noncompact CY3-fold in |75, Theorem 4.9]).
For o a stability condition on C, o-semistability is a Zariski open condition, hence from [76,
Proposition 2.1| there is an open —1-shifted symplectic substack M, < M of o-semistable

35We recall the opposite orientation of rays and of the attractor flow.
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objects. From the definition of semistability, Ext'(E, E) = 0 for any £ € M, and i < 0, hence
by |73, Proposition 3.3] Ty, | = Ext(E, E)[1], M is a —1-shifted symplectic Artin—1 stack.
We then define M, () as the component of M, of objects of class v in the Grothendieck group
of C. Suppose now that o is generic, i.e. that two o-semistable objects E, E’ of the same phase
have collinear charges. For « primitive, we define the DT invariants Q,(kvy),k > 1 by

(D.1) Exp <Z Q_Ul(kj;xk) = Z Ho (Mo (kY), Pr, ()2
k=0

k=1 Yy

where Exp denotes the plethystic exponential, Py, () the monodromic mixed Hodge module on
M, (k) constructed in [77, Theorem 4.4] using the orientation data, and H.(M, P) the Hodge
polynomial of the cohomology with compact support on M with values in P. In the case of
quiver with potentials and King stability conditions, the invariants 2, (k) are integer for any -y
and k > 1 by [72], and we conjecture that this remains true in this more general framework. In
particular, we conjecture that, as in [72],

(D.2) Qo(k'y) = Hc(Mo(k'Y)a HI(JH! PMU(’W)))

where JH: M, (kvy) — M,(kv) denotes the Jordan-Holder map to the coarse moduli space, JH,
denotes the proper pushforward for the derived categories of monodromic mixed Hodge modules,
and H* denotes the first cohomology of a complex of monodromic mixed Hodge modules.

APPENDIX E. GIESEKER INDICES FOR HIGHER RANK SHEAVES

In this section, we extend the list of examples in §4 and determine the trees contributing
to the Gieseker index for some examples with higher rank. As explained in [78, 56], for (r,d)
coprime and discriminant A(vy) > A;(r, d) large enough, the Gieseker wall is W(~,~') due to a
subobject with Chern vector 7/ = [/, d’, x') uniquely determined by the following conditions:

e 0<r" <1, u(y)<up)
e Every rational number in the interval (u(v'), (7)) has denominator greater than r

e The discriminant of any stable bundle of slope u(7') and rank < ris > A(y/)
e the rank of any stable bundle of slope p(+') and discriminant A(y') is > ¢/

The minimal value A;(r,d) for which conditions are applicable and the rightmost point =, =
Sy + Ry of the Gieseker wall for the lowest discriminant Ag > Ay are tabulated in [78, Table
3] for r <6 and 0 < p(y) < 1.

E.1. Rank 2. We consider rank 2 sheaves with v = [2, —1,1—n), discriminant A = § — é. The

condition (2.10) gives A > dpp(—3) = 3 for non-exceptional sheaves. The generating function
of Gieseker indices is given by [79] [23, (A.38)]

ho 1 =q+ (P +1+1/y*)*¢F + (v* +20° + 63" + 9> + 12+ ...)¢"
(E.1) + (v + 29" + 6y° + 13y° + 24y* + 35y” + 4L+ ... ) ¢* + ...
— q+ 9¢% + 48¢° 4+ 203¢* + 729¢° + 23464¢° + . ..

e For n =1, corresponding to the exceptional sheaf Q(1), there is a single wall C(—2, 1)
associated to the scattering sequence {—O(—2),30(—1)} contributing K3(1,3) = 1.

e For n = 2 there is a single wall C(—2,2) associated to {{-O(-3),0(-2)},20(-1)}
contributing K3(1,1)K3(1,2) = (y* + 1 + 1/y?)%. The rightmost point on the wall is at
s = —1, consistent with the entries Ay = %, x4 = 01in [78, Table 3].

e For n = 3, there is a single wall associated to two scattering sequences

C(_; g) {{_O(_4)7 (9(—3)}7 20(_1)} KB(L 1)K3(17 2)
{{_20(_3)7 30(_2)}7 O<_1)} KB(lv 1)K3(27 3)

contributing 9 4+ 39 = 48 in the unrefined limit.



BPS DENDROSCOPY ON LOCAL P? 79

e For n =4, there are 2 walls associated to four scattering sequences

C(—3,3) {{-0(-5),0(-4)},20(-1)} K3(1,1)K5(1,2)
{{-0(-4),0(=3)},{-0(=3),20(-2)}}, O(=1)} K3(1,1)’K3(1,2)
{{-0(-4),20(-2)},0(-1)} Ks3(1,1)K4(1,2)

C(=3,3) {=30(=3),50(-2)} K5(3,5)

contributing 9 + 81 4 45 + 68 = 203 in the unrefined limit.
For v =[2,0,2 — n), with discriminant A = n/2, the expected generating function is
hoo=—W" +v*+y+..)¢ — (¥ +2y" +4y° + 6y° + 6y + ... )¢*
(E.2) — (v 2y +6y° + 11y +199° + 24y® + 2Ty + ... ) ¢* — . ..
— —6¢* — 38¢" — 180¢" — 678¢" — 2260¢° — . ..
The condition (2.10) gives A > dp,p(0) = 1 for non-exceptional sheaves.

e For n = 2 there is a single wall C(—3, 1) associated to {—20(—2),40(—1)} contributing

K3(2,4) — —6.
e For n = 3 there are two walls
C( 277) {- O( ) 30(-1)} Ks(1,3)

contributing 20 — 18 = —38 in the unrefined limit. T he Gieseker wall has rightmost

point at s = —2 —1— ‘ﬁ , consistent with the values Ay = :c+ ~ 0,30 in [78, Table 3].
Forn =14 there are two walls

C(_?’T) {{-0(—4),0(=3)},{-0(=2),30(-1)}} K3(1,1)K35(1,3)Ke(1,1)
C(=3.3)  {{-20(=3),20(-2)},20(-1)} K_336(2,2,2)

The index for the second scattering sequence is obtained in the same way as in (4.23),
i.e. by applying the flow tree formula for a local scattering diagram with two incoming
rays of charge o = vy, + 75 and 3 = 43 with Q= (a) = K3(1,2) = >+ 1+ 1/y%, Q" (2a) =
K3(2,2) = —y5 =y —y—1/y —1/y> — 1/y° and Q(B) = 1, and selecting the outgoing
ray of charge 2ae + 23. This leads to

(E.3) K 336(2,2,2) = =y — 24" — 6y° — 10y" — 17y° — 21> — 24y — - .- — —162

Adding up the contributions of the two scattering sequences, we get —18 — 162 = —180
in the limit y — 1, in agreement with (E.2).
E.2. Rank 3. We now turn to rank 3 sheaves, with v = [3, —1,2 — n), discriminant A = % — é.
The condition (2.10) gives A > épp(—3) = 5 for non-exceptional sheaves. The generatlng
function is given by [80, Table 1] [23, (A.40)]

hs 1= W+1+1/y)+ @5+ 205 + 50  + 82 + 10+ ... )¢> + ...

EA4
(E4) — 3¢ + 42¢° 4 333¢* + 1968¢° + 9609¢° + . ..

e For n = 2 there is a single wall C(—2, 1) associated to {—20(—2),50(—1)} contributing
K3(2,5) =y* +1+1/y°
e For n = 3 there are three walls:

C(=3.3%) {{-0(=3),0(=2)},0(-1)},{-0(-2),30(-1)}} Ks(1,1)°K5(1,3)
C(=3.37) {{=0(=8). 0(=2)}{=0(=2).40(-1)}} K (1, 1) Ks(1, ) Ko (1, 1)
C(=2,1)  {0(=3),40(-1)} K(1,4)

contributing 27 + 0 + 15 = 42 in the unrefined limit. The Gieseker wall C(—2, 2) has

rightmost point at —3 2 4 % 33, consistent with the values Ay =
[78, Table 3].

9,£B+ ~ (0,37 quoted in
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For v =[3,1,5 —n) with A = 7 - %, we find instead the following scattering sequences (not

related to the previous ones by reflection)

e For n = 1, there is a scattering sequence {—O(—1),40} but its index K3(1,4) vanishes.
e For n = 2 there is a single wall

C(=33) {{-0(-2),0(-1)},30(0)} Ks(1,3)Ks(1,1)

272
contributing y* + 1 + 1/y%
e For n = 3 there is a single wall but two scattering sequences,
C(_%v %) {{_20(_2)7 30(_1)}1 20} KS(la 2)K3(2a 3)
{{-0(-3),0(=2)},30}  Ks(1,1)K35(1,3)

The wall C(—%, %) has rightmost point at . = 0, consistent with the values Ay =

8,24 = 0 quoted in |78, Table 3].
For v = [3,0,3 — n) with discriminant A = n/3, the generating function is [23, (A.40)]
hso= (Y + 9% +20° + 20" + 20 +2+...)¢"
(E.5) + (y" 4+ 2™ + 5y" + 99" + 15y° + 19y° + 22y +23y> + 24+ ... ) ¢t + ...
— 18¢% + 216¢* + 1512¢° + 8109¢° . ...
e For n = 3, there is a single wall C(—2, 1) associated to {—30(—2),60(—1)} contributing
K5(3,6) — 18.
e For n = 4, there are two walls

C(_g’ %) {{_O(_3)7 O(_Q)}’ {_20(_2)7 50(_1)}} K3(17 1)K3(27 5)K9(17 1)

contributing 81 4 135 = 216 in the unrefined limit. The Gieseker wall has rightmost

=z, — 1, consistent with the values Ag = 2, 2, ~ 0,39 quoted in [78,

: 5 1
pOlnt 5 + 3 35

Table 3].

43
3

APPENDIX F. MATHEMATICA PACKAGE P2Scattering.m

The MATHEMATICA package P2Scattering.m, available from
https://github.com/bpioline/P2Scattering

provides a suite of routines for analyzing the scattering diagrams considered in this work, both
at large volume, around the orbifold and along the Il-stability slice. It was used extensively
in order to generate the figures and arrive at the global picture presented in this article. A
list of routines is provided in the documentation P2Scattering.pdf available in the GitHub
repository, along with several demonstration worksheets. Here we simply give a taste of the
package capabilities.

After copying file P2Scattering.m in the current directory, load the package via

nf1]:= SetDirectory[NotebookDirectory[]]; << P2Scattering’
out[1]:= P2Scattering 1.4 - A package for evaluating DT invariants on Kp2

For a given charge v = [r,d, x) and point (s,t) on the large volume slice, the scattering
sequences contributing to the index ;4 (y) can be found by using the routine ScanAllTrees,
for example for v = [3,0,0) through the point (s,t) = (—%, 2),

In[2]:= LiTrees = ScanAllTrees[{0, 3, 0}, {-3/2, 2}]
out[2]:= {{-Ch[-3], Ch[0]}, {-3 Ch[-2], 3 Ch[-1]}}
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nf3]:= ScattDiagLV[LiTrees, 0]

Out[3]:=

In[4]:= Limit[EvaluateKronecker [ScattIndex[LiTrees]], y -> 1]
Out[4]:= {9 B 18}

reproducing the GV invariant N?EO) = 27 (compare with §4.4). Note that the current implemen-
tation of the routine ScattIndex assumes that the index associated to each scattering sequence
is a product of Kronecker indices associated to each vertex, and may give the wrong result if
some of the edges carry non-primitive charges (see (4.23) for an example). In the case above,
it does produce the correct results for both scattering sequences, Q. (7) = Kyo(1,1) + K3(3, 3).
More generally, the routine IndexFromSequences|[{trees}, {s,1}] computes the total rational
index €, () by decomposing each scattering sequence into attractor flow trees as explained
at the end of §4.2, and perturbing the charges of the constituents ~; — 7; + €;0 such that only
binary splittings remain:

In[5]:= Limit[Plus@@Flatten[IndexFromSequences[LiTrees, {-3/2, 2}1]1, y -> 1]
out[5]:= 82/3

consistent with Q,,(37) = Q,(37) + §Q(y) = 27 + 3.

Similarly, one can find the scattering sequences contributing near the orbifold point using
McKayScanAllTrees: for the same charge, corresponding to dimension vector (0, 3,6), a single
scattering sequence contributes in the anti-attractor chamber, with index 18,

In[6]:= LiTrees = McKayScanAllTrees[chiton[{0, 3, 0}]]; LiTrees /. McKayrep
Out [6] := {{3’)/2,6’}/3}}

In[7]:= Limit[EvaluateKronecker [McKayScattIndex[LiTrees]], y ->1]
out[7]:= {18}
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Infs]:= Show[McKayInitialRays[2], McKayScattDiag[LiTrees]]

In this example, the index in the anti-attractor chamber differs from the one at large volume,
due to wall-crossing along the circle C (—%, %)
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